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Abstract—Data communication across the Internet has signif-
icantly changed under the pressure of massive content delivery.
Content-Centric Networking (CCN) rethinks Internet communi-
cation paradigm around named data retrieval, in contrast with
the host-to-host transport model of TCP/IP. Content retrieval is
natively pull-based driven by user requests, point-to-multipoint
and intrinsically coupled with the availability of network storage.

By leveraging the key features of CCN transport, in this paper
we propose for the first time a congestion control mechanism
realizing efficient multipath communication over content-centric
networks. Our proposal is based on a Remote Adaptive Active
Queue Management (RAAQM) at the receiver that performs
a per-route control of bottleneck queues along the paths. We
analyze the stability of the proposed solution and assess its
performance by means of CCN packet-level simulations under
random and optimal route selection.

I. INTRODUCTION

Over the past decade, data communication across the Inter-
net has significantly changed under the pressure of massive
content delivery. Today content delivery systems (as CDNs,
P2P systems, transparent caching solutions) realize such func-
tionalities by defining overlays on top of the IP network infras-
tructure and integrating content-centric features in protocols
like HTTP. However, the growth of the number of services
and associated bandwidth requirements raises questions about
the sustainability of such approach on the long term. Recently,
novel future Internet proposals have emerged to rethink the
network architecture and its communication primitives around
a content-centric communication model [9], [16], [11].

Content-Centric Networking (CCN) advocates a name-
based communication, controlled by the receiver (pull-based),
realized via name-based routing and forwarding of user re-
quests in a point-to-multipoint fashion and supported by
the presence of a pervasive network-embedded caching in-
frastructure. The multipath nature of CCN transport holds
considerable promises for enhanced flexibility in terms of
mobility management, improved end-user performance and
network resource utilization. However, the definition of multi-
path transport control mechanisms adapted to CCN still lacks
in the literature. In this paper, we present the design of a
multipath congestion control mechanism for CCN built upon
ICP [4]. The contribution of the paper is twofold: (i) We
present and analyze a receiver-driven congestion control mech-
anism based on Remote Adaptive Active Queue Management
(RAAQM) and explicit route labeling in Data packet header
for multipath control. (ii) We assess the performance of the

proposed congestion control mechanism and provide a pre-
liminary sensitivity analysis through packet-level simulations
under random and optimal route selection. The remainder of
the paper is organized as follows. In Sec.II we first surveys
related work on multipath congestion control protocols. After a
brief summary of system description in Sec.III, the proposed
congestion control mechanism is presented and analyzed in
Sec.IV, in the single path and multipath case. Preliminary
results on the performance of the proposed congestion control
protocol is presented in Sec.V. Finally, Sec.VI concludes the
paper.

II. RELATED WORK

There is a large body of work on multipath congestion
control with the twofold objective to study the stability of mul-
tipath controllers ([6],[10]) and to propose transport protocol
implementations based on TCP (mTCP [17], MPTCP [14]).
Like most of multipath transport proposals, [17] defines un-
coupled congestion control on each path, implemented through
separate and independently managed connections (subflows).
Each subflow maintains a congestion window as in TCP and
perform its own path congestion control.

However, the main drawback of uncoupled multipath
congestion control consists in inefficient/unfair control of
shared bottlenecks. Some path correlation is introduced by
EWTCP [8] to overcome the unfairness and inefficient control
of shared bottlenecks with no need for explicit detection of
shared bottlenecks. EWTCP proposes a weighted version of
multipath TCP, where each subflow increases its congestion
window proportionally to a weight, dynamically updated ac-
cording to the resource utilization of all subflows. A theoretical
analysis of the properties of the optimal multipath controller
is provided in [6],[10].

Based on the analysis in [6],[10], Multipath TCP [14], as
standardized by the IETF working group mptcp, improves
previous designs in terms of efficient network usage utilization
and of RTT unfairness compensation.

Unlike state-of-the-art multipath solutions, our approach
does not require multiple connections setup in agreement with
the ‘connection-less’ nature of CCN transport and it realizes
separate RTT monitoring on each route distinguishing packets
via a route label. Also, differently from previous multipath
transport efforts, we assume a receiver-based windowed con-
gestion control. For a presentation of receiver-driven transport
advantages and vulnerabilities the interested reader is referred
to [12] and to our survey in [3].
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In the context of CCN, multipath controllers has not yet
been defined. A route selection mechanism enabling multipath
is defined in [15] where an adaptive request forwarding mech-
anism is sketched out. Interface ranking is performed at NDN
routers according to a three colors scheme. Congestion control
in[15] is still under definition according to the authors and
envisaged via request NACKs (Negative Acknowledgements)
sent back to the receiver.

III. SYSTEM DESCRIPTION

Our work primarily focuses on CCN/NDN proposal [9],
[16], briefly introduced in this section, though the defined
congestion control protocol have broader applicability in the
context of Information-Centric Networking (ICN[1]) and sys-
tems employing a similar transport model (e.g. some HTTP-
based CDNs).

Content items are split into packets, identified by a unique
name, and permanently stored in one (or more) repository(ies).
Users retrieve data by expressing requests (Interests), trigger-
ing Data packets delivery on the reverse path. A name-based
routing protocol guarantees that requests are properly routed
towards a Data repository, following one or multiple paths.
Every intermediate node keeps track of outstanding Interests in
data structures called PIT (Pending Interest Table), to deliver
the requested data back to the receiver on the reverse path.
Each entry in the PIT has an associated timer, so that all
requests for the same Data, during such time interval are not
forwarded upstream as long as the first query is outstanding.
In addition, nodes temporarily store Data packets in a local
cache, called Content Store.

Upon reception of an Interest packet from an input interface,
a node performs a Content Store lookup, otherwise, in case of
cache miss, a PIT lookup, and, in case of Interest forwarding,
a FIB lookup returning the interface where to forward the
Interest (selected among the possible ones). FIB entries are
associated to name prefixes, thus FIB lookup is performed via
Longest Prefix Matching (see [9]).

IV. RECEIVER-DRIVEN CONGESTION CONTROL

In this section, we introduce and analyze a receiver-
driven congestion control mechanism for CCN, extending
the initial design of ICP (Interest Control Protocol)[4] along
two directions: (i) improving robustness to RTT estima-
tion/heterogeneity, (ii) enabling efficient multipath control
via per-route RTT monitoring. ICP is based on an Additive
Increase Multiplicative Decrease (AIMD) Interest window
controller and relies on round trip delay measurements that
are compared to an adaptive threshold to detect congestion.
From TCP literature (see e.g.[7]), it is well known that an
AIMD closed-loop control is stable and efficient under proper
parameters tuning. However, a simple adaptive threshold is not
easy to set when RTT estimation varies significantly. In ICP, a
window decrease is deterministically applied when a round trip
delay measurement exceeds the threshold τ , regularly adapted
through monitoring of the average round trip delay.

The simulations we carried out outline two limitations
of such approach: (i) deterministic window decreases are
sensitive to delay estimation errors (during a congestion
phenomenon such problem is worsened by the absence of
delay samples), (ii) the difficulty to adapt the threshold τ in
presence of multipath communication and heterogeneous path
delays. For these reasons, we introduce in the following a
probabilistic window decrease mechanism aimed at controlling
at the receiver bottleneck queuing delays. We denote it as
Remote Adaptive Active Queue Management (RAAQM) and
we further prove it to be stable and efficient in Sec.IV-C.

The rationale behind the introduction of a RAAQM-based
window decrease is to anticipate window decrease as long
as a variation of the monitored round trip delay is sensed,
while realizing a smooth decrease of the congestion window,
so limiting its oscillations.

A. AIMD Interest Control with RAAQM

Data are requested via Interests (one Interest per Data
packet) in the order decided by the application, according to
a window-based AIMD mechanism. The congestion window,
W , is kept at the receiver and defines the maximum number
of outstanding Interests the receiver is allowed to send. W
is increased by η/W upon each Data packet reception. This
corresponds to an increment of η (= 1 by default) each time
a complete window of Interests is acknowledged by Data
reception. It is worth noting that the window adjustment,
hereby described in terms of a packet granularity, could more
generally apply to a window expressed in bytes to manage
variable packet sizes.

Remote Adaptive Active Queue Management: When an
Interest is sent out, the receiver measures the instantaneous
round trip delay as the time elapsed until the reception of the
corresponding Data packet. The receiver estimates minimum
and maximum round trip delay (Rmin and Rmax), maintaining
a history of samples (e.g. a sliding window of 30 by default in
our implementation), excluding lost Interest/Data packets (and
hence retransmitted) packets. A complete window of samples
is required before triggering a window decrease.

The measured instantaneous round trip delay R(t) and the
estimates of Rmin and Rmax concur to determine over time the
probability p of a window decrease (see fig.1 for instance). p
is assumed to be a monotonically increasing function of R(t),
going from a minimum value pmin (10−5 as default value in
our implementation) up to a maximum value pmax ≤ 1 when
above Rmax. In our implementation, we consider

p(t) = pmin + ∆pmax
R(t)−Rmin(t)

Rmax(t)−Rmin(t)
(1)

with ∆pmax = pmax−pmin. Rmin(t), Rmax(t) indicate max
and min RTT estimates at time t. For the ease of notation we
will omit the time indication and use ∆Rmax = Rmax−Rmin.
Whenever Rmin = Rmax in a window of samples, we take
a decrease probability equal to pmin. In case of window
decrease, the window W is multiplied by a decrease factor
β < 1. In this way, we realize a remote adaptive AQM,
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inspired by [2], that allows to control the Interest window at
the receiver based on the bottleneck queuing delay, as inferred
by the measured round trip delay over time.

Fig. 1. Example of Window decrease probability.

B. Additional Features

1) Slow Start: To accelerate the initial growth of the
Interest Window, we introduce a slow start mechanism like
in TCP where the Window follows a multiplicative increase
of 1 per Data packet received. Slow start phase ends when
Rmax − Rmin is above a given threshold and it is repeated
each time the monitored Rmin and Rmax coincide in a window
of samples.

2) Interest Retransmission: Interest re-expression after a
time-out is necessary to recover losses, even though Data
may just be delayed at the bottleneck. At the same time,
retransmitted Interests sent just after a time-out can be filtered,
if the PIT timer is bigger than the Interest timer at the receiver.

Indeed, the PIT timer is set to limit the number of pending
Interests. The larger this value the higher the number of
Interests aggregated and not forwarded upstream. On the other
hand, a small PIT timer would imply a large number of un-
necessary retransmissions due to delayed packets arriving after
PIT time-outs and hence discarded. A trade-off between large
and small PIT timers should be found in order to react fast to
Interest/Data packets and aggregate a high number of Interests.
However, PIT and retransmission timers’ regulation is out of
the scope of this paper and we consider a retransmission timer
equal to the PIT timer (1s as default).

C. Single Path Analysis

In analogy with the fluid representation of ICP dynamics
in [4], the modified window update can be described by the
following Ordinary Differential Equation (ODE), where W (t)
represents the continuous version of the congestion window
value.

Ẇ (t) =
η

R(t)
− βW (t)p(t−R(t))

W (t−R(t))

R(t−R(t))
, (2)

If the additive increase term remains unchanged ( η
R(t) ), the

multiplicative decrease βW (t) occurs with dropping rate p(t−
R(t))W (t−R(t))

R(t−R(t)) . The rationale behind is that each incoming
Data packet sent in the previous round trip time triggers a
window drop with probability p(t − R(t)), computed based
on the round trip delay estimates of the previous round trip
time. A similar fluid representation of window dynamics under
RED-like AQM can be found in [7].
R(t) dynamics reflect the evolution of the bottleneck queue

remotely controlled by the RAAQM algorithm. To describe
queue and window/rate dynamics, let us focus on a single

path, relying a user to a content repository through a sequence
of hops and characterized by a capacity C (the bottleneck
link capacity). The presence of caches at intermediate hops
would make the communication naturally point-to-multipoint.
We will consider such case in the next sections, while we
neglect here intermediate caches and focus on the evolution
of N flows (content retrievals) over a single path. Each flow
is associated to a congestion window Wi(t), i = 1, . . . , N
and a corresponding rate Xi(t) = Wi(t)/R(t), assumed to be
proportional to the congestion window like for TCP by virtue
of Little’s law. System dynamics can be described through the
following fluid ODEs:

Ẋi(t) =
η

R(t)2
− βXi(t)Xi(t−R(t))p(t−R(t)), ∀i (3)

Q̇(t) =

N∑
i=1

Xi(t)− C, R(t) = Rmin +Q(t)/C, (4)

p(t) = pmin + ∆pmax
Q(t)/C

∆Rmax
. (5)

Note that Rmin and Rmax are assumed to be constant and
equal to the minimum and maximum delay estimates over a
history of round trip delay estimates. As in [7] we approximate
R(t) with a constant value, R̄, equal to the average value. The
resulting rate evolution is,

Ẋi(t) =
η

R̄2
− βXi(t)Xi(t− R̄)p(t− R̄) (6)

The equilibrium point of Eqq.(4-5-6) is

X̃ = C/N, p̃ =
ηN2

βR̄2C2
,

Q̃

C
=

(p̃− pmin)∆Rmax

∆pmax
(7)

Single path stability: The stability analysis of AIMD con-
gestion control with AQM has been studied in the literature
[7]. Similar arguments allow to prove the stability of Eqq.(4-
5-6), in absence and presence of feedback delays. The main
difference is given by the form of the congestion notification
and the computation of the stability region in presence of
delay.

Proposition 4.1: Given the system of ODEs in Eqq.(4-5-6)
in absence of delays, i.e. where the rate evolution is given by

Ẋi(t) =
η

R̄2
− βX2

i (t)p(t) ∀i, (8)

Eq.(7) is a global asymptotically stable equilibrium ∀β > 0,
∆pmax > 0. In presence of delays, where the rate evolution
is described by Eq.(6), Eq.(7) is a locally asymptotically
stable equilibrium. A region of attraction for the equilibrium
is
{

(X1(t), ..., XN (t), p(t)) : Xi < X̃i

(
1 + κR̄

√
ζ

pmin

)
,∀i
}

Proof: The proof is reported in App.A.

D. Multipath Extension

The designed congestion control mechanism enables a re-
mote control of a bottleneck queue along the path. In presence
of multiple caches over a single path and multiple paths (not
necessarily disjoint), the application of RAAQM needs careful
analysis as there may be multiple bottlenecks.
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Let us denote with route any unique sequence of nodes
linking a user to a potential Data source (hitting cache or
repository). We consider that each CCN node takes forwarding
decisions by selecting an interface on a per-packet basis,
according to per prefix metric with no coordination with
other nodes. Independently from the specific forwarding policy
implemented by CCN nodes, let us focus on congestion control
performed at the receiver when multiple routes exist.

Alternative 1. Unique window, unique RTT estimation.
A straightforward extension of single path congestion control
to the multipath case would be to keep a unique Interest
window W , to gather round trip delay measurements coming
from all different nodes and to exploit all RTT samples to
compute a unique window decrease probability p. In this set-
ting, the probabilistic decrease profile would refer to a global
queuing delay averaged over possibly heterogeneous queuing
delay samples related to different routes, while the estimated
minimum and maximum round trip delay, Rmin, Rmax would
represent respectively the minimum and maximum over all
delay routes. As confirmed by our simulations, controlling
multiple bottlenecks through a unique decrease probability p
results in inefficient resource control (cfr. Sec.V).

Alternative 2. Separate windows, separate RTT estimations.
An alternative solution proposed in literature (for Multipath
TCP [14]) is to control different paths through separate
congestion windows, associated to independent connections,
whose evolutions are coupled by a global congestion window
term. However, such approach seems hardly applicable in CCN
where the number of routes is not known a priori and can
vary according to the popularity of the requested item, also
unknown to the receiver.

The proposal. Unique window, separate RTT estimations.
Therefore, we opt for a unique congestion window of Interests
with separate per-route RAAQM state, so reducing also the
flow state to keep at the receiver. This requires:
Route labeling: each Data packet carries a uniquely identified
route label composed by the sequence of traversed node
identifiers (i.e. MAC address or dedicated CCN node’s name
space), starting with the Data source. Notice that instead
of route labeling, RTT samples can be separated by using
spectral analysis. However, such techniques introduce further
estimation errors worsening the overall performance.
Route delay monitoring: the receiver keeps separate estimates
of the minimum and maximum round trip delay observed on
a given route by distinguishing the samples according to their
route label. Delay estimates are kept only for those routes
associated to a minimum number of samples (e.g. a window
of 30).
Route probabilistic decrease. Based on the route delay esti-
mates, a per-route window decrease probability pr, is com-
puted. If we denote by R the set of monitored routes, the
fluid equation of the window evolution gives:

Ẇ (t) =
η

R(t)
−β

∑
r∈R

pr(t−R(t))W (t)sr
W (t−R(t))

R(t−R(t))
, (9)

where srW (t) denotes the fraction of the current window

W (t) of Interests routed along route r resulting from the
forwarding decisions taken in a distributed way by CCN nodes.
Note that the split ratios sr of the flow over different routes
do not need to be known at the receiver, who simply applies
the probabilistic decrease pr at reception of a packet identified
by the label r.
Route selection and forwarding policy. The split ratios drive
route selection and are determined by the forwarding policy
implemented at each node. In the evaluation we will consider
(i) a random policy where interface selection is performed
uniformly at each node and (ii) an optimal policy where
interface selection is performed via static weights computed
in a centralized way to guarantee all available bandwidth to be
fully exploited and fairly shared among flows in the max-min
sense. Due to lack of space, we omit the problem formulation
which can be found in [3].

V. PERFORMANCE EVALUATION

To assess the performance of the proposed RAAQM con-
gestion control we carried out CCN simulations in different
network scenarios. Specifically, we implemented the AIMD
scheme with RAAQM in ccnpl-sim (https://code.google.com/
p/ccnpl-sim), a C++ event driven simulator providing a com-
plete representation of a CCN system: naming, packet-level
caching, name-based forwarding and routing via CS, PIT and
FIB data structures. FIB entries are pre-computed per each
name prefix according to a name-based routing protocol that
calculates all available paths. In this section, we gather a
selected set of simulations illustrating functioning, properties
and benefits of our solution.

A. Single Path and Sensitivity Analysis

We first consider a single path connecting a user to a content
repository (characterized by a bottleneck capacity of 100Mbps
and 1ms of propagation delay) and study performance sen-
sitivity to congestion control parameters. The user requests
10 different content items, of the same size, namely 5000
packets of 10KB each (default content size in our simulations).
The buffer size is set to a large value, in order to observe
the evolution of queue dynamics under different parameters
settings and in absence of packet losses. By varying ∆pmax =
pmax − pmin (pmin = 10−5 as default) and β, we observe
the RAAQM stability properties. As reported in Fig.2(a), for
β∆pmax > 2·10−3, the queue occupancy and hence the round
trip delay stabilizes, while, outside of this region the queue
keeps growing over time. Such dependence of the stability
from β∆pmax is in accordance with Prop.4.1. As predicted
by Eq.(7), the average queue increases as β∆pmax decreases,
while bandwidth is always fully utilized and rate approaches
100Mbps. Under a finite buffer size (B = 100pkts), instability
translates into an increasing loss probability (cfr. Fig.2(a)),
negatively affecting overall performance.

In Fig.2(b) and Fig.2(c) we report instantaneous throughput,
as well as queue and windows time evolution. By varying the
number of flows in progress N , we observe the efficiency
and fairness of the protocol. The user sends out requests for
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Parameters Infinite Buffer B = 100 pkts

∆pmax β Q̃ W̃
ploss
(%) W̃

0.5 0.5 21.67 2.36 0 2.36
0.2 0.5 36.93 4.07 0 4.07
0.2 0.2 60.73 6.45 0 6.45
0.1 0.5 54.74 6.11 0 6.11
0.1 0.2 86.97 9.34 0.09 9.32
0.1 0.05 177.84 18.37 2.28 13.34
0.1 0.02 267.90 27.55 4.97 16.96

0.05 0.02 ∞ ∞ 8.05 21.76
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Fig. 2. Single Path Scenario: Sensitivity Analysis (a), Rates (b), Windows/Queues evolution (c).

three different items, at 1s, 18s, 30s, respectively for the
red, green and blue curve in Fig.2(b). Link bandwidth is
always fully exploited and fairly shared by ongoing flows. It
is worth observing that queue occupancy reflects the number
of flows in progress, since the RAAQM mechanism controls
the difference between minimum and maximum RTT estimates
and the monitored minimum RTT increases at the arrival of
the second and third flow respectively. More precisely, as long
as the maximum RTT is smaller than the value associated to a
full buffer, the queue grows with the number of ongoing flows,
N . When close to buffer saturation, the difference between
minimum and maximum RTT diminishes leading to a larger
per-flow decrease probability, more window drops and hence
queue reduction. Efficiency is guaranteed by the fact that the
queue never empties and link utilization is always non zero.

B. Multipath scenario

Here we analyze the multipath network scenario in Fig.3,
where one user is connected to 4 repositories via 4 non disjoint
paths (p1, p2, p3 and p4 in Fig.3). Each repository stores the
entire content catalog and to limit the number of routes to 4
we neglect intermediate caches. The user generates 10 content
requests (flows) simultaneously. Link capacities are reported
in Fig.3. Note that the links between user and network, are
set to 1Gbps as to avoid bottlenecks at the access that would
prevent the use of multiple paths.

Route labeling, necessary, but not sufficient: In absence
of route labeling, the round trip delay estimates (Fig.4(b)),
computed over all undistinguished samples, captures a small
minimum RTT (from the fastest route, node 7 to the user) and a
very high maximum RTT (corresponding to the slowest route,
node 4 to the user, whose samples dominate RTT estimation).

The large fluctuations of RTTmax−RTTmin highlight the
poor round trip delay control in absence of route labeling,
which results in a too small global decrease probability p
and hence in inefficient congestion control. This is confirmed
by the oscillations of window and queue size in Fig.4(a)

Fig. 3. Multipath network scenario.

potentially leading to packet losses whenever queue occupancy
exceeds the buffer value (e.g. B = 10 in the figure).

If route labels are needed to properly collect round trip delay
estimates, they are not sufficient to guarantee optimal through-
put in presence of random Interest forwarding, as illustrated in
Fig.4(c). Indeed, under uniformly random interface selection,
the average rate over all routes converges to the value of the
route with minimum capacity (5Mbps) underutilizing the total
available capacity (20Mbps instead of 90Mbps).

Instead, rates are observed to fully exploit network resources
under optimal split ratios computed off-line and imposed
via static per-node and per-interface forwarding probability.
Moreover, under optimal split ratios the 4 paths are char-
acterized by heterogeneous average RTTs (i.e. RTT (p1) =
30.06ms,RTT (p2) = 3.1ms,RTT (p3) = 6.8ms, RTT (p4) =
6.5ms). In this paper we do not directly analyze caching
impact on the multipath congestion control protocol for lack
of space. However, in-network caching will introduce high
RTT’s variability during the content download, and the last
simulation scenario highlighted the fact that AIMD coupled
with RAAQM can control multiple paths with heterogeneous
RTTs. Hence, we are confident that the proposed congestion
control protocol is also able to fully exploit network resources
in presence of caches.

VI. CONCLUSION

In the paper, we present for the first time the design of
a congestion control mechanism realizing fair and efficient
multipath communication in CCN. By leveraging the key
features of CCN transport, we propose a Remote Adaptive
Active Queue Management (RAAQM) scheme for window
control at the receiver, fed by per-route round trip delay
estimates. Unlike traditional multipath approaches exploiting
separate flow control over different paths, we apply a per-route
RAAQM control to a unique congestion window regulating the
total number of Interests for a given content retrieval.

Initial results are encouraging and outline that our solu-
tion applied on labeled routes can provide efficient and fair
resource utilization, when coupled with an optimal Interest
forwarding strategy. We leave for future work the definition
of distributed and dynamic forwarding algorithms approaching
optimal flow allocation. Also, we envisage to extend our
simulation campaign and proceed with a real implementation
in a CCNx testbed.
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Fig. 4. Multipath Scenario: Packet Loss (a), RTT estimation without route labels (b), Rate comparison (c).
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APPENDIX A
Proof: Let us denote with (X̃, p̃) the equilibrium point of

Eqq.(4-5-6), where X(t) = (X1(t), . . . , XN (t)). Let us consider
the following Lyapunov function

V (X(t), p) =
1

2

N∑
i=1

∆Xi(t)
2 +

1

2
ζ∆p(t)2 (10)

where ∆Xi(t) = Xi(t) − X̃i, ∆p(t) = p(t) − p̃i and ζ =
∆RmaxβCX̃

2
i

∆pmax
. Clearly, V (X̃, p̃) = 0, V (X, p) ≥ 0 and

V̇ =

N∑
i=1

∆XiẊi + ζ∆p ṗ =

=

N∑
i=1

∆Xi
( η

R̄2
− βX2

i p
)

+
βC2∆p

N2

N∑
i=1

∆Xi

=

N∑
i=1

∆Xi

(
η

R̄2
− βX2

i p+
βC2p

N2
− βC2ηN2

R̄2βN2C2

)

= −βp
N∑
i=1

∆Xi(X
2
i − X̃2

i ) = −βp
N∑
i=1

∆Xi
2(Xi + X̃i) < 0

where we omitted the indication of the time variable t. Therefore
V̇ (X, p) is negatively semi-definite for any ball including the equi-
librium point. This proves that (X̃, p̃) is a globally stable equilibrium
as per [13]. Let us consider the case with delays and start from the
same Lyapunov function.

V̇ =

N∑
i=1

∆XiẊi + ζ∆pṗ = −β
N∑
i=1

∆Xi(X
2
i p(t−R)− X̃2

i p(t))

= −β
N∑
i=1

∆Xi

(
X2
i p− X̃2

i p−X2
i

∫ t

t−R
ṗ(u)du

)

≤ −β
N∑
i=1

∆Xi

(
X2
i p− X̃2

i p−
X2
i ∆pmax

C∆Rmax

∫ t

t−R
∆Xi(u)du

)
We apply the Lyapunov-Razumikhin theorem [5] to compute a
stability region for the set of parameters. Hence, by assuming
V (X(u), p(u)) ≤ V (X(t), p(t)) as u ∈ [t − R, t] we need to
show that V̇ (X(t), p(t)) < 0 in a non empty region including the
equilibrium.

V̇ (X(t), p(t)) ≤ −β
N∑
i=1

∆Xi

(
p(X2

i − X̃2
i )−X2

i κR
√
ζ +∆X2

i

)
with κ = (∆pmax)/(C∆Rmax). It is easy to see that

V̇ (X(t), p(t)) < 0 as long as Xi < X̃i for all i. Note that
by assuming Xi > X̃i for all i we are computing a smaller
stability region, as in general Xi < X̃i may hold for some i
only. To have V̇t < 0, when Xi > X̃i ∀i it is sufficient to
impose p(1 − X̃2

i /X
2
i ) > κR

√
ζ + ∆X2

i . The exact Xi range
where the inequality holds can be numerically computed. However,
since we are interested in a region of attraction including the
equilibrium point, we can provide a smaller region of attraction for
Xi ≈ X̃i. In this case,

√
ζ + ∆X2

i ≈
√
ζ and Xi + X̃i ≈ 2X̃i.

Thus, a region of attraction for the considered equilibrium point
is
{

(X(t), p(t)) : Xi < X̃i
(

1 + κR̄
√
ζ

pmin

)
, ∀i
}

Remark that k
√
ζ =

X̃i
√

∆pmaxβ
∆Rmax

∝
√

(pmax − pmin)β.


