
An Overview of Strategies for Neurosymbolic IntegrationMelanie HilarioCUI - University of Geneva24 rue G�en�eral-DufourCH-1211 Geneva 4hilario@cui.unige.chSwitzerlandAbstractAt the crossroads of symbolic and neuralprocessing, researchers have been activelyinvestigating the synergies that might beobtained from combining the strengths ofthese two paradigms. Neurosymbolic inte-gration comes in two 
avors: unifed andhybrid. Uni�ed approaches strive to attainfull symbol-processing functionalities usingneural techniques alone while hybrid ap-proaches blend symbolic reasoning and rep-resentational models with neural networks.This papers attempts to clarify and com-pare the objectives, mechanisms, variantsand underlying assumptions of these majorintegration approaches.1 IntroductionThroughout its brief history, the �eld of arti�cial in-telligence (ai) has been the arena of jousts betweentwo fr�eres ennemis, symbolicism and connectionism.No sooner had connectionism recovered from [Minskyand Papert, 1969]'s devastating blows than Fodor andPylyshyn charged to the fore in the name of symbolicai. They argued that connectionism cannot be a validtheory of cognition, since it fails to account for thecombinatorial syntactic and semantic structure of men-tal representations: at best, connectionism is just an-other implementation technology, an alternative meansof implementing classical symbolic structures and pro-cesses [Fodor and Pylyshyn, 1988]. This implementa-tionalist viewpoint has since been the traditional de-fense of symbolic ai against connectionism's cognitiveclaims. At the other extreme, according to [Pinker andPrince, 1988]'s classi�cation, eliminativism rejects thesymbol level as a valid level of description of cognitivephenomena: symbolic theories are no more than crudeapproximations of what really takes place in the brainand must give way to connectionist or neural theories.Between these two radical stances, a number ofmore subtle philosophies have emerged at the interface

of connectionist and symbolic ai. Their origins havebeen inextricably linked with the proliferation of at-tempts at integrating neural and symbolic processing.This paper will give an overview of the various ap-proaches to neurosymbolic integration. Roughly, thesecan be divided into two strategies: uni�ed strategiesaim at combining neural and symbolic capabilities us-ing neural networks alone, while hybrid strategies com-bine neural networks with symbolic models like expertsystems and decision trees. These two approaches aredepicted as the main subtrees of classi�cation hierar-chy in Figure 1; they are discussed in detail in the nexttwo sections.2 Uni�ed strategiesUni�ed strategies are premised on the claim that thereis no need for symbolic structures and processes assuch: full symbol processing functionalities emergefrom neural structures and processes. Two trends canbe distinguished among uni�ed strategies: neuronalsymbol processing and neural (or connectionist) sym-bol processing. This distinction is based on a termi-nological convention adopted in [Reeke and Edelman,1988], where the term neuronal implies a close identi-�cation with the properties of actual (biological) neu-rons and the term neural implies only a general simi-larity to actual neurons.Neuronal symbol processing (nsp) is a specialcase of the neuronal approach, a broader research strat-egy which claims to ground all cognitive processing inbiological reality. nsp's speci�c objective is to modelthe brain's high-level functions. The neuronal ap-proach is a bottom-up approach: its mandatory start-ing point is the biological neuron. Perhaps the mostbrilliant example of the neuronal approach is the theoryof neuronal group selection (tngs), better known asneural darwinism [Edelman, 1992]. Built on three fun-damental tenets|developmental selection, experientialselection and reentrant mapping|this theory attemptsto provide a biological account of the full range of cog-nitive phenomena, from sensorimotor responses all theThis work was partially supported by the eu and the Swiss ofes under Esprit Basic Research Project mix.
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CoprocessingFigure 1: Classi�cation of integrated neurosymbolic systemsway up to concept formation, language, and higher-order consciousness. The consistency of the tngs hasbeen demonstrated in a series of automata which avoidthe preestablished categories and programming of stan-dard ai. Constructed as networks of neuronlike unitsundergoing a process of natural selection, these au-tomata carry out categorization and association tasksin a dynamic environment. In Darwin III, for example,recognition and categorization networks are combinedwith motor circuits and e�ectors that act upon the en-vironment. Objects are categorized on the basis of in-ternal values like \light is better than no light"; the re-sult of the automaton's neuronal activity becomes ap-parent as motor responses to categorized objects. Theprocesses demonstrated in these automata|perceptualcategorization, memory and learning|are precisely thefundamental triad of higher-order brain functions, ac-cording to the tngs. However, neuronal symbol pro-cessing remains to be demonstrated in the Darwin orits descendant series. Neuronal symbol processing mayyet be the ultimate proof-of-concept of the neuronal ap-proach; however, it may take some time before it caneven envisage real-world applications.Connectionist symbol processing (csp) or neu-ral symbol processing lays no claim to neurobiologicalplausibility: the neuron in question here is generally aformal neuron. Arti�cial neural networks are used asbuilding blocks to create a cognitive architecture ca-pable of complex symbol processing. Typically, modelconstruction starts with an idea of some high-level sym-bolic function to be performed and proceeds with thedesign of the appropriate connectionist infrastructure.In this sense, the neural approach can be thought ofas a top-down strategy, despite the opposite thrust ofits claim that complex symbolic functions emerge from

neural structures and processes. However, csp is notinherently top-down: in principle, nothing precludes itfrom actually starting out with neural networks fromwhich non-predetermined symbolic structures and pro-cesses can emerge in unforeseen ways.Historically, Fodor and Pylyshyn's critique hasbeen a signi�cant if negative driving force behindcsp: one of its persistent motivations has been toshow that neural networks exhibit a combinatorial con-stituent structure|precisely what Fodor and Pylyshyndeclared wanting in connectionist architectures. Forinstance, Boltzcons is a connectionist model that dy-namically creates and manipulates linked lists; accord-ing to its author, its aim is not to show that neuralnetworks can implement complex symbol structures,but rather to show how neural networks can exhibitcompositionality and distal access, two distinguishingproperties of high-level symbol processing [Touretzky,1990].From the point of view of the underlying represen-tation scheme, csp architectures can be localist, dis-tributed, and combined localist/distributed. In local-ist architectures, each node in a neural network repre-sents a concept [Shastri, 1988; Feldman and Ballard,1982]. In distributed architectures like dcps [Touret-zky and Hinton, 1988], the most elementary conceptsemerge from the interaction of several di�erent nodes.Finally, combined local/distributed architectures cou-ple these two representations [Sun, 1991]. From thepoint of view of system tasks, the csp approach hasbeen actively investigated in the areas of logic and in-ferencing [H�olldobler and Kurfess, 1991], natural lan-guage understanding [Bookman, 1987; Dyer, 1991] andconnectionist expert systems [Gallant, 1988].



3 Hybrid strategiesThe hybrid approach rests on the assumption thatonly the synergistic combination of neural and sym-bolic models can attain the full range of cognitive andcomputational powers. Hybrid neurosymbolic modelscan be either translational or functional hybrids.Translational hybrids can be viewed as an inter-mediate class between uni�ed models and functionalhybrids. Like uni�ed models, they rely only on neu-ral networks as processors, but they can start from orend with symbolic structures. Most often, the sym-bolic structures used are rules [Kuncicky et al., 1992;Fu and Fu, 1990], though attempts have also beenmade to extract schemas from neural networks [Cru-cianu and Memmi, 1992]. However, symbolic struc-tures are not processed as such in translational mod-els; for instance, rules are not applied by an inferenceengine but only serve as source or target representa-tions of network input or output data. They can thusbe considered semi-hybrid systems in the sense thatthey use symbolic structures without the correspond-ing symbolic processors. Typically, translational mod-els compile symbolic structures into neural networksbefore processing, or extract symbolic structures fromneural networks after processing. Often, compilationinto neural networks is followed by re�nement of pre-existing symbolic knowledge via connectionist learn-ing, then by extraction of symbolic structures in viewof communicating the knowledge thus re�ned to othersystems (either humans or symbol-processing systems)[Towell, 1992]. Translational hybrids have also beencalled transformational models [Medsker, 1994].Functional hybrids incorporate complete sym-bolic and connectionist components: in addition toneural networks, they comprise both symbolic struc-tures and their corresponding processors|e.g., rule in-terpreters, parsers, case-based reasoners and theoremprovers. Functional hybrids are so-called because, con-trary to translational hybrids, they achieve e�ectivefunctional interaction and synergy among the com-bined components. However, since translational hy-brids can be viewed as a degenerate case of functionalhybrids, we shall be using the term 'hybrid' to desig-nate a complete or functional hybrid, unless indicatedotherwise.Hybrid systems can be distinguished along di�er-ent dimensions such as their target problem or taskdomain, the symbolic (e.g., rule-based reasoning, case-based reasoning) and neural (e.g., multilayer percep-trons, Kohonen networks) models used, or the roleplayed by the neural (N) and symbolic (S) componentsin relation to each other and to the overall system.Though such dimensions allow for more or less cleardistinctions between individual systems, they have lit-tle bearing on the central issues of neurosymbolic in-tegration. We therefore propose a taxonomy of hybridsystems based on the mode and level of integration ofthe N and S components.We distinguish two integration levels|loose and

tight coupling. In loosely coupled systems, interac-tion between the two components is clearly localizedin space and time: control and data can be transferreddirectly between N and S components (e.g., by func-tion or procedure calls), or via some intermediate struc-ture (e.g., domain or control blackboards accessible toboth components) or agent (e.g. a supervisor), butinteraction is always explicitly initiated by one of thecomponents or by an external agent. In tightly cou-pled systems, knowledge and data are not only trans-ferred, they can be shared by the N and S compo-nents via common internal structures. Thus a changein one of the components which a�ects these commoninternal structures has immediate repercussions on theother component without need for explicit interactioninitiatives. Within this category, too, coupling is notuniformly tight from one system to another: whereasthe shared structures are often simple links or point-ers between the N and S components as in synhesys[Giacometti, 1992], they can be signi�cantly more im-portant in number and function (e.g., nodes shared bya semantic marker-passing network and a distributedneural network, as in [Hendler, 1989]).The integration mode or scheme refers to theway in which the neural and symbolic components arecon�gured in relation to each other and to the over-all system. Four integration schemes have been iden-ti�ed: chainprocessing, subprocessing, metaprocessingand coprocessing. To de�ne them, we suppose a sys-tem comprising one neural and one symbolic module,with the understanding that for more complex systems,there can be as many integration schemes as pairs ofneural and symbolic components.In chainprocessing, one of the (N or S) componentsis the main processor whereas the other takes charge ofpre and/or postprocessing tasks. In [Hayes et al., 1992],for instance, a neural network preprocesses data froma respiratory monitor to determine qualitative stateswhich are then fed as facts into a classical expert sys-tem. Conversely, a neural network can be assisted bya symbolic preprocessor; e.g., a decision tree generatorselects signi�cant features to be input into a backprop-agation network, thus reducing learning and processingtime [Piramuthu and Shaw, 1994]. Another exampleis a system which uses a Hop�eld network to solve awastewater treatment optimization problem: to accel-erate convergence, a relevant solution is retrieved by acase-based reasoner and used to initialize the Hop�eldnet instead of a randomly generated state [Krovvidyand Wee, 1992].In subprocessing, one of the two components is em-bedded in and subordinated to the other, which acts asthe main problem solver. Typically, the S componentis the main processor and the N component the sub-processor. It is an open question whether the reversesetup is at all possible. An example of neural subpro-cessing is innate/qualms: the main processor, a faultdiagnosis expert system, calls on a set of multilayeredperceptrons to generate a candidate fault, then eithercon�rms their diagnosis or o�ers an alternative solution



Loose coupling Tight couplingChainprocessing [Hayes et al., 1992][Piramuthu and Shaw, 1994]watts [Krovvidy and Wee, 1992]Subprocessing innate/qualms [Becraft et al., 1991] [Hendler, 1989]Metaprocessing rsa2 [Handelman et al., 1989][Gutknecht and Pfeifer, 1990]Coprocessing ddt [Gutknecht et al., 1991] synhesys [Giacometti, 1992][Jabri et al., 1992]Table 1: Classi�cation dimensions and instances of of hybrid NS systems[Becraft et al., 1991].In metaprocessing, one component is the base-level problem solver and the other plays a metalevelrole (such as monitoring, control, or performance im-provement). Symbolic metaprocessing is illustratedin the Robotic Skill Acquisition Architecture [Handel-man et al., 1989], where a rule-based system superviseslearning and performance in a baselevel hybrid com-posed of neural networks and rules. A case of neuralmetaprocessing is a system in which a rulebase solvesphysics problems, guided by a backpropagation net-work which chooses the next unknown variable to solvefor [Gutknecht and Pfeifer, 1990].In coprocessing, the N and S components are equalpartners in the problem-solving process: each can in-teract directly with environment, each can transmitinformation to and receive information from the other.They can compete under the supervision of a metapro-
cessor, or they can cooperate in various ways, e.g., byperforming di�erent subtasks, or by doing the sametask in di�erent ways and/or under di�erent condi-tions. An example of cooperative neurosymbolic copro-cessing by execution of specialized subtasks is a systemwhere a decision tree (timing classi�er) and a neuralnetwork (morphology classi�er) work together to de-tect arrythmia in heart patients [Jabri et al., 1992].In synhesys [Giacometti, 1992], on the contrary, thesame diagnostic task is executed by a rule-based sys-tem and a prototype-based neural network that learnsincrementally; if the neural component comes up witha diagnostic, this output is validated by the rulebasein backward chaining mode; otherwise, the rulebase isactivated in forward chaining mode and its diagnosticis used to train the neural network.Table 1 situates these representative hybrid systemsalong the two classi�cation dimensions.4 The big pictureConnectionism neurosymbolic integration SymbolicismUni�ed approaches Hybrid approachesNeuronal Connectionist Functional TranslationalSymbol Proc. Symbol Proc. hybrids hybridsSegregation Neuronal Connectionist Hybridization Segregationeliminativism eliminativism or cohabitation Implementation�Limitivism alismRevisionismTable 2: Synoptic view of neural, symbolic and neurosymbolic approachesTo sum up this overview of approaches to neu-rosymbolic integration, we will relate the di�erent com-putational strategies to cognitive stances in the sym-bolic/connectionist debate (see Table 2).First of all, both uni�ed approaches can be elim-inativist, but in di�erent ways. To clarify this, weadopt [Smolensky, 1988]'s distinction between neural(read neuronal for consistency with our terminology) and subsymbolic (or connectionist) models. Follow-ing this distinction, eliminativism|which denies sym-bolic models any scienti�c standing|comes into two
avours. Smolenksy's neural eliminativism, which werename neuronal eliminativism, sees in neuronal mod-els the only scienti�cally valid cognitive models, whileconnectionist eliminativism also recognizes the validityof connectionist models. It is clear that neuronal sym-



bol processing rests on neuronal eliminativism, whileconnectionist eliminativism is one of the possible po-sitions that can be taken by exponents of the connec-tionist symbol processing approach.However, the csp approach can map onto other,more ecumenical positions. One is Smolenksy's limi-tivism, which recognizes the validity of neuronal, sub-symbolic and symbolic theories, while observing thatsymbolic models can only provide restricted and ap-proximate descriptions (they cannot, for instance, pro-vide complete and precise accounts of intuitive pro-cessing). Another is revisionist connectionism whichacknowledges the scienti�c validity of symbolic modelsafter revision by connectionist theory. However, theprecise nature of this revision varies. In [Pinker andPrince, 1988]'s de�nition, this revision does not con-sist in simply adding connectionist models alongsidesymbolic models; rather connectionist models will im-plement symbol-processing schemes in ways that haveimportant emergent properties. Revisionist connec-tionism thus de�ned is the stand taken explicitly bya number csp researchers like [Touretzky, 1990].The revisionist position as interpreted by Smolen-sky seems to correspond more closely to the hybrid ap-proach. In this view, the revision called for in symbolicmodels is a kind of division of labor: perception, mem-ory, pattern matching and other \low-level" operationsare relegated to connectionist networks while symbolicmodels retain control of hard, rational symbol process-ing. This brand of revisionism, which Smolensky callsby the French term \cohabitation", is no other than\hybridization" [Memmi, 1992]. Finally, resistance toall integration e�orts can be founded on what Memmicalls segregationism|the claim that symbolicism andconnectionism apply to di�erent, non-overlapping do-mains and can pursue their respective tasks in peacefulcoexistence, if not in mutual indi�erence.References[Becraft et al., 1991] W.R. Becraft, P.L. Lee, and R.B.Newell. Integration of neural networks and expertsystems. In Proc. 12 th International Joint Confer-ence on Arti�cial Intelligence, pages 832{837. Morgan-Kaufmann, 1991.[Bookman, 1987] L.A. Bookman. A microfeature basedscheme for modelling semantics. In Proc. 10 th In-ternational Joint Conference on Arti�cial Intelligence.Morgan-Kaufmann, 1987.[Crucianu and Memmi, 1992] M. Crucianu and D. Memmi.Extraction de la structure implicite dans un r�eseau con-nexionniste. In Neuro-N�̂mes 92. Neural Networks andtheir Applications, pages 491{502, Nanterre, 1992. EC2.[Dyer, 1991] M.G. Dyer. Symbolic neuroengineering fornatural language processing: A multilevel research ap-proach. In J. A. Barnden and J. B. Pollack, editors, Ad-vances in Connectionist and Neural Computation The-ory. Vol.1: High-Level Connectionist Models, pages 32{86. Ablex Publishing, 1991.[Edelman, 1992] G. Edelman. Bright Air, Brilliant Fire.On the Matter of the Mind. Basic Books, 1992.
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