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Abstract. Considerable research has focused on the design of routingcpls
for wireless multi-hop networks. Yet, very little is undeysd about the stabil-
ity of routes in such networks. This understanding is imaottin the design of
wireless routing protocols, and in network planning and aggament. In this pa-
per, we present results from our measurement-based cheration of routing
stability in two network deployments, the UCSB MeshNet amelIT Roofnet.
To conduct these case studies, we collected detailed liaktginformation over
several days from each of these networks. Using this infonawe investigated
routing stability in terms of route-level characteristisach as prevalence, persis-
tence and flapping. Our key findings are the following: wisslenulti-hop routes
are weakly dominated by a single route; dominant routes =treraely short-
lived due to excessive route flapping; and simple stabitinatechniques, such as
hysteresis thresholds, can provide a significant improveimeroute persistence.

1 Introduction

Applications, such as ‘last-mile’ Internet delivery, pigbsafety, and distributed sens-
ing, are driving the deployment of large-scale multi-hopehdss networks, also known
asmesh networksWireless routers in such networks are typically statigniiotable
deployments of mesh networks in the United States includsetlin Mountain View
and Philadelphia.

Routes in these networks are expected to be unstable. Os@reathat wireless
links vary widely in their qualities because of multi-patuing effects, external inter-
ference and weather conditions. Link quality fluctuatioans tead to variations in the
quality of mesh routes, which can result in route fluctuatiorhis degree of instability
is unique to wireless networks.

Current routing protocols are not intelligent enough to sidar routing stability
during the selection of routes. A majority of the routing fwwols [7][12] [17] will ig-
nore the fact that a route initially discovered has beconfreautimal over time. Route
recomputation is typically triggered by only route breaksl aoute timeouts. This ap-
proach can severely degrade network performance.

Other routing protocols [3][9] periodically re-evaluateetquality of a route. The
evaluation periodicity depends on the rate at which rougirgjocol control messages
are exchanged. This approach fails to adapt to route guaditiations that occur at
smaller time-scales. However, by always picking the besteravailable, the resulting
routing instability can lead to routing pathologies, sustpacket reordering [4], which
can severely degrade network performance.

An investigation of routing stability in mesh networks igafly important. We re-
quire a routing protocol that provides the best tradeofiieein performance adaptabil-
ity and routing stability. A comprehensive understandifigoating stability vis-a-vis
routing performance can help us design more efficient rgytiotocols.



Another reason such an analysis is important is becausagostiability impacts
mesh network management. As an example, channel managsohemes [18,19] in
multi-radio mesh networks assign channels to frequencgrdify routes in the mesh.
If routes are expected to change, the mesh radios shouldalsg-assigned channels
in order to ensure optimal network performance.

An understanding of routing stability can also help in netwplanning, such as
router placement and radio configuration. For example,ilgiabnalysis may suggest
that routes to certain regions in the coverage area flucfueqaently. The reason could
be either poor placement of routers or radio misconfiguratio

Although considerable research has focused on the desigutifig protocols and
routing metrics for wireless mesh networks, to the best aoflmowledge, there ex-
ists no formal study of routing stability in such networkshid paper presents the
first measurement-based characterization of routing Italm static wireless mesh
networks. We perform our study by answering questions ssclf1a Is there a clear
choice of an optimal route between a source-destinatiar? (§a) If not, how long do
such routes persist before a route change (flap) occurs? i3} Wénefit does a route
flap provide? and (4) What measures can help reduce rout@flaps

In order to perform our measurement-based characterizafimouting stability, we
analyze link-quality information collected over a perioi3 days from two mesh
network deployments, the UCSB MeshNednd the MIT Roofnét. The MeshNet is
a 20-node multi-radio 802.11a/b network deployed indoarsive floors of a typical
office building on the UCSB campus. The MIT Roofnet is a 22aodtdoor network
spread over four square kilometers in Cambridge, MA.

Clearly, routing stability analysis is influenced by the ting protocol. In order to
investigate routing stability independent of any pariculouting protocol, we com-
pute high-throughput routes between all pairs of hodesmasguglobal knowledge of
the collected link qualities. Routes are computed gregediiya per-minute basis in our
analysis, using the Dijkstra algorithm with the Weightedh@iative Expected Trans-
mission Time (WCETT) [9] as the path selection metric. WeWWSeETT because it has
been shown to discover high throughput paths [9]. We computtes greedily because
we want to establish an upper bound on route capacitiesedabie by a mesh net-
work. Using the maximum capacities, we seek to understamttaideoffs with respect
to route instability.

The major findings from our study are as follows:

— Mesh routes are weakly dominated by a single route. The megnlevalence of the
dominant routes on the MeshNet and Roofnet are 65% and 5{3éateely.

— Dominant routes are short-lived. In the case of the MeshiNetmedian lifetime of
a dominant route is about 10 minutes. For the Roofnet, thaandifietime is only
about 3.5 minutes.

— Dominant routes are short-lived because of an excessivebauof route flaps,
most of which last only one minute.

— In alarge number of cases, a route flap provides marginalamgment in through-
put. 50% of the route flaps on the MeshNet and 27% on the Ropfogtde less
than a 10% throughput improvement.

* http://moment.cs.ucsb.edu/meshnet
** http://pdos.csail.mit.edu/roofnet



— Avoidance of routes that either last only one minute or pievonly 10% through-
put improvement increases the lifetime of the dominanteauyt to five-fold on the
MeshNet and up to four-fold on the Roofnet.

The above findings are specific to the two networks we haveyaedl Future work
includes a detailed analysis of data from different netvamttings. However, we do be-
lieve that the trends observed are generally applicablaeSaf the findings discussed
in this paper are well-known. A major contribution of thisgeai is a quantitative char-
acterization of the extent of instability. We believe theukting insights can be used to
design better routing protocols and network managemetgisys

2 Related Work

Many studies have analyzed routing stability for wireliretworks. Paxson reported on
routing loops, routing stability, and routing symmetry hyadyzing route information
collected usingraceroute[20]. Paxson found that Internet paths are typically domi-
nated by a single route, and that a majority of Internet ropersist for either days or
weeks. Labovitz et al. investigated Internet routing diighiy analyzing BGP routing
messages collected at key vantage points in the InterngtGdvindan et al. studied
the growth of the Internet from 1994 to 1995 and charactdribe growth in terms
of topology changes [11]. At the time of their study, theyridithat route availability
had degraded with the Internet’s growth. More recentlysiderable attention has been
given to routing pathologies because of BGP configuratiaiti$410, 21].

In the domain of wireless networks, the design of routingi@eols for multi-hop
wireless networks has received significant attention.dfaiprotocols have been pro-
posed for such networks [7, 12, 17]. Some of the proposedsebese the shortest hop
count metric to discover routes. This metric has been shovehbose low bandwidth,
error-prone paths [8]. As a remedy, various routing mettiase been proposed that
consider link reliability and bandwidth during route diseoy [3, 8, 9].

Although route discovery in wireless mesh networks has kegensively studied
by these efforts, to the best of our knowledge, there existéormal study of rout-
ing stability in such networks. Studies have investigateihectivity between source-
destination pairs in mobile ad hoc networks in terms of tfegitne of routes [1]. How-
ever, in such networks, node mobility influences the routithe. Our focus is on
static mesh networks where mobility has little bearing autirtg stability. Instead, the
stability is influenced by the network topology and variatan link quality.

3 Methodology

Our analysis of routing stability is based on link qualitfdmmation collected from
the UCSB MeshNet and the MIT Roofnet, two static mesh depéoysi We start this
section by briefly describing the two deployments. We thecwls the technique used
to collect link quality information from these two networksllowing which we present
the route computation engine that uses the link qualityrmttion to compute routes
between all pairs of nodes. We end this section with a disooss some shortcomings
in our methodology.



3.1 Network Deployments

The UCSB MeshNet is a multi-radio 802.11a/b network comsisof 20 PC-nodes
deployed indoors on five floors of a typical office building etUCSB campus. Each
node is equipped with two types of PCMCIA radios: a Winstrahexos-chipset 802.11a
radio and a Senao Prism2-chipset 802.11b radio. Each typaelmf operates on a band-
specific common channel. The radios operate in ‘ad-hoc denoale in order to pre-
vent the network from becoming partitioned because of aediimplementation bug.
RTS/CTS is disabled. For rate adaptation, the 802.11b aBd &8 radios use auto-rate
feedback [13] and SampleRate [3] respectively. There aB13® access points de-
ployed in the building, which operate on various 802.11bleds. There is no external
interference in the 802.11a band.

The MIT Roofnet consists of 22-nodes spread over four sgkibometers in Cam-
bridge, MA. Each node is a PC equipped with a Prism2-chip@2t18.b radio and an
omni-directional antenna that is either roof-mounted arjgxting out of a window.
The radios operate in ‘ad-hoc demo’ mode and transmit with@dliwatts of power.
RTS/CTS is disabled and all radios operate on the same 802t&nnel. The Roofnet
nodes experience interference from other, non-Roofnetsacpoints.

3.2 Link Quality Estimation

Link quality is measured using the Expected TransmissianeT{ETT) metric [9],
which estimates the total time to transmit a packet on aTitle ETT is calculated from

a link’s loss rate and its data rate. ETT is given by the equafipacketsize)/(dy *

dy * bw)], whered, andd, are the link’s delivery ratios in the forward and reverse di-
rections, andw is the average of the link data rate reported by the two enedsod
the link. packetsize is assumed to be 1500 bytes.

In the case of the MeshNet, the link quality information waberted on 3 different
days. The loss rate was calculated by having each node idsadcast probe of size
524 bytes every second on each of its radios. Each node wetterchumber of probes
received from each of its neighbors in a 10 second window.ratie of the number of
packets received to the number of packets sent (10) yielok'a Helivery ratio. The
link data rate is measured using packet pair probing [14éri£20 seconds, each node
issues packet-pair unicast probes of size 134 bytes andidyt84 on each of its radios.
The difference in transmission time of the packet pair, aasueed by a neighbor, is
piggybacked on packet pairs issued by that neighbor. Evergetonds, each node
reports each link’s delivery ratio and data rate to a ceméabsitory.

In the case of the Roofnet, link delivery ratios are ava#dabl on a per-minute
basis for each 802.11b data rate. Since bandwidth infoamaginot available for ETT
computation, we set the link's ETT to be the ETT at the lowegtdate. In order to
compute link delivery ratios, every 3 seconds, each Rodfioele broadcasts a 1500
byte probe at each of the 802.11b data rates, and a 134 bybe ptol Mbps. The
1500 byte probe is used to estimate the delivery probalofitt large data packet at
each of 802.11b data rates, whereas the 134 byte probe isasstimate the delivery
probability of a 802.11b acknowledgment. We use link delivatios on the 12th and
13th of May 2004 in our analysis.

*** http://pdos.csail.mit.edu/roofnet



3.3 Route Computation

We compute routes between all source-destination pairedoh minute recorded in
our two data sets using an implementation of the Dijkstiaégest-path algorithm. The
quality of a route is computed using the Weighted Cumuldiixpected Transmission
Time (WCETT) metric [9]. The WCETT of a route is an estimatetod time a packet

will take to traverse that route. The estimate is computethking into account the data
rates, reliabilities, and channel assignments of all liokghe path. We set WCETT'’s
channel diversification parameter €05. This setting gives equal weight to a path’
channel diversification and its packet delivery rate [9]tHe case of the Roofnet, all
radios operated on a common channel. Hence, channel digatisin did not play a

role in the route computation for the Roofnet. A total of @&hd 11,470 unique routes
were observed for the MeshNet and the Roofnet, respectively

wn

3.4 Shortcomings

Some shortcomings in our analysis methodology are wortingofFirst, we do not
explicitly account for the impact of network load and extrnetworks on the link
quality measurements. In the case of the UCSB MeshNet, thaseno data traffic on
the mesh during the collection period. We are unable to sag fact that this was the
case with the MIT Roofnet because the Roofnet was operatiomag the link quality
monitoring. Both networks experienced interference on802.11b band. We believe
that the outcome of our analysis does not change per se. Howegith our current
methodology, we are unable to quantify the extent of the thphthese factors on our
results. We plan to address this shortcoming in our futurgkwo

A second consideration is the relationship between rowtagility and time-of-
day patterns. Routing behavior is expected to be more sthbiag off-peak hours
when external interference and the load on the network guiedity low. Our current
analysis does not differentiate routing behavior basedme-bf-day patterns. We plan
to investigate this effect in our future work.

Finally, the configuration of a radio, such as its transroisgower, receive sensi-
tivity, and carrier sense threshold, are likely to influemgating stability. A majority
of current radios and their drivers do not permit fine-grdientrol of configuration
settings. As a result, an empirical-based analysis of tipaotof radio configuration on
routing stability is challenging. Software-defined radawe likely to help address this
limitation.

4 Stability Analysis

We use three stability metrics in our analysis. Figgvalences the probability of
observing a given route [20]. Secongkrsistencaepresents the duration for which a
route lasts before a route change occurs [20]. Thindte flaprefers to a change in
route.

4.1 Route Prevalence and Persistence

For a given source-destination pair, we analyze its rougireyalence in terms of its
dominant route. The dominant route is the route observednbst number of times.
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In order to compute,, the prevalence of the dominant route, we notegd,the total
number of times any route was available between the giverapas observed in the set
of routes computed using the technique described in Se8t®yrandk,,, the number of
times the dominant route was observed in the same routelseprEvalencg, is then
given agpy = kyp/np.

Figure 1 shows the cumulative distribution of the prevaéotthe dominant route
for all source-destination pairs in the MeshNet and RooMWé&t observe that the domi-
nant routes in both networks have a wide distribution of plternce values. The median
prevalence on the MeshNet and Roofnet are 65% and 57%, tesbgcThis obser-
vation suggests thautes in static mesh networks are weakly dominated by desing
route

We next analyze the persistence of the dominant routes.derdo calculate the
persistence of the dominant route, we recorded all the duraibbserved for each dom-
inant route. The persistence of a dominant route is then atedpas the average of all
its recorded durations.

Figure 2 plots the cumulative distribution of the persiseeralues in minutes for
the dominant routes. For better clarity, only persistera@es in the range of 1-1200
minutes are depicted on the x-axis. We observe that the dorhioutes for both net-
works have a wide distribution of persistence values. Thdiamepersistence value for
the MeshNet is 9.6 minutes, and the corresponding valu&éRbofnet is 3.2 minutes.
This result suggests thedutes in static mesh networks are short-lived

Note that, in general, the prevalence and persistence addh@énant route in the
MeshNet are higher than in the Roofnet. To investigate thear, we examined the
number of unique routes computed between all pairs of nodémeitwo networks. Fig-
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ure 3 shows the cumulative distribution of the number of urigoutes for all source-
destination pairs. For the median node pair, the MeshNet®if unique routes while
the Roofnet offers as many as 17 unique routes. In geneeahtimber of unique routes
available between node pairs in the Roofnet is much higlaeriththe MeshNet. There-
fore, there exists a higher probability for a Roofnet nodé-po choose a route other
than the dominant route, compared to a MeshNet node-pds.réason could explain
the lower prevalence and persistence values in the Roofmepared to the MeshNet.

One plausible explanation for the higher number of avadlablites in the Roofnet
lies in the difference in the design of the two networks. TreofRet is an outdoor
802.11b network, whereas the MeshNet is an indoor 802. Ttk¥iork. In spite of be-
ing a dual-radio mesh, we observed that the majority of mint¢he MeshNet consisted
of 802.11a links. This majority occurs because 802.11ao#mnificantly higher data
rates as compared to 802.11b. Now, 802.11b has a greater tlaeng 802.11a. 802.11a
range is further limited in a non-line-of-sight indoor emnament as is the case in the
MeshNet. Consequently, the Roofnet nodes are better ctethetith one another than
nodes in the Meshnet. This reason could explain why the nunflveutes available in
the Roofnet is much higher than in the MeshNet.

A worthwhile consideration following from the above reasanis the impact of
network planning on routing stability. In the specific cagete MeshNet, network
connectivity likely contributed to higher persistence pnelvalence values compared to
the Roofnet. As another case in point, Camp et al. found thdémplacement in their
Houston, TX urban mesh deployment influenced routing peréarce [5].

Our analysis of persistence and prevalence indicates dhds in wireless mesh
networks are inherently unstable. As a result, one wouldcekp lot of route flaps to
occur in a mesh network. The next section investigates tligy utf the route flaps by
investigating the throughput improvement they offer, amaiitlifetimes.

4.2 Route Flapping

The methodology to analyze the impact of route flaps is aevi@! Every route change
between a source-destination pair from one instance oftiintiee next is recorded as a
route flap. For each route flap, we noted the length of time,imutes, the flap persists
before the next flap is observed. Also, for each route flap, eveputed the percentage
throughput improvement offered by the new route over theolde. Assuming a 1500
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byte packet, the throughput of a route can be computed bydakie ratio of packet
size to the route’s WCETT value.

Figures 4 and 5 plots the percentage throughputimproveaffemed by a route flap
on the y-axis against the lifetime of the flap on the x-axihEpoint corresponds to a
route flap. For better clarity, only flap lifetimes in the rang through 50 are depicted
on the x-axis. Several observations can be made from thigsfigu

First, the figure shows a high concentration of short-livedte flaps. The long-
lived flaps are smaller in number and likely correspond tadtwminant routes. Figure 6
plots all the route flaps shown in Figures 4 and 5 as a cumaeldistribution of their
flap lifetimes. For both networks, over 60% of the route flagst bnly a minute; 90%
of the route flaps last less than 5 minutes. The high numbenaf-dived route flaps
contribute to the instability of routing in the two networks is observed in our analysis
in Section 4.1.

Second, even though a high concentration of short-livetbrftaps exists, the through-
put improvement offered by these flaps varies widely. Fongda, in both networks,
the one minute route flaps offer throughput improvementstées &s 0.001% and as
high as 100,000%. The implication of our findings is thpportunistic throughput max-
imization through route flaps can lead to significant insli&pin a mesh network. How-
ever, many short-lived routes do provide significant gamghroughput. This suggests
a routing protocol that provides good stability may have ¢onpromise on throughput
gains.

A third observation is that a large number of route flaps mevanly a marginal im-
provement in throughput. Figure 7 plots all the route flapsaghin Figures 4 and 5 as
a cumulative distribution of the percentage throughputmapment they provide. 50%
of the route flaps in the MeshNet and 27% of the route flaps ilRRthafnet provide less
than 10% throughput improvement. These route flaps vary mataun from 1 minute
to 50 minutes. The implication of this result is tlzatouting protocol that always flaps
routes will likely achieve only minimal gains in a large nuenlbof instances

4.3 Can Routing Stability be Improved?

The previous observations suggest that route flapping caaimpened through selec-
tively choosing an alternate route between a source-agitim pair. For example, a
routing protocol may choose to switch to an alternate routg when the route offers
more than 10% throughput improvement over what is currensigd. In the specific
case of the UCSB MeshNet, such a dampening threshold hastéetial to eliminate
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more than 50% of all route flaps. Another likely dampeningnmetould be to switch

to an alternate route only when the alternative is condistdretter than the current
route for a specificed amount of time. For example, this gkciould be two minutes.
In the specific case of the UCSB MeshNet, such a dampenintggyrhas the potential
to eliminate more than 60% of all route flapping.

To investigate the routing stability improvements that oasult by applying such
dampening techniques, we use two dampening metrics. Thefitsic is a 10% through-
put improvement threshold, i.e., an alternate route is ehamly if it provides better
than 10% throughput improvement. The second dampenindgaie#n alternate route
persistence value of two minutes, i.e., the alternate nsugailable for at least 2 min-
utes.

Figures 8 and 9 plot the results from our application of thenganing techniques.
The graphs depict the persistence values of the dominatés@gainst the fraction of
all dominant routes. In the case of the MeshNet, if we comditge median dominant
route, the one minute dampening metric yields a five-foldéase in persistence. The
10% threshold yields a 4.5-fold increase in persistenceghéncase of the Roofnet,
the 10% threshold yields a four-fold increase in persistewbereas the one minute
threshold yields a three-fold increase.

The above results indicate that liging low thresholds during route selection in
a mesh network, the persistence of the dominant routes caigbiicantly increased,
therefore leading to increased stabili#gn increase in the persistence will reduce patho-
logical behavior in routing, such as packet reordering pdit may lower end-to-end
throughput. As future work, we plan to investigate the traffs between stability and
throughput in more detail.

5 Conclusion

We present a link measurement-based characterizationutihgpstability over two
static wireless mesh networks. This is a first step towardietstanding long term be-
havior of routes in mesh networks. Some next steps for outimaed analysis include:
the impact of traffic load and external interference, theaation between daily and
weekly patterns, and the impact of physical layer propsgiech as transmission power
and receiver sensitivity. We believe that the insights gdifrom this paper can stimu-
late more research in understanding routing behavior inhnmegsworks, which in turn



can help us design better routing protocols and also prdetter network management
techniques for large-scale mesh networks.
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