
A new multilevel line-based stereo vision algorithmbased on fuzzy techniquesA. Luo W. Tao and H. BurkhardtMikroelektronik Anwendungszentrum Technische Informatik IHamburg GmbH Technische Univ. Hamburg-Harburg21079 Hamburg, Germany 21079 Hamburg, Germanyluo@maz-hh.de ftao,burkhardtg@tu-harburg.d400.deAbstractThis paper presents a multilevel algorithm forstraight line extraction and matching from stereo in-tensity images based on fuzzy strategies. The ultimategoal of our work is to �nd 3D landmarks representedin the form of straight lines. In this method line ex-tracting not only uses the information of current levelbut also considers the lines extracted at the coarserlevel. The idea is similar to multi-scale edge focusing,except that a fuzzy evaluation procedure is carried outto control the quality of a line candidate. This paperalso proposes a new matching strategy based on fuzzy-sets, where various matching constraints can be e�ec-tively combined and some matching information fromthe coarser level is also considered. This method needsonly one-step matching and avoids inadequate over-strong constraints, so that reliable unique line matchescan be achieved with a relatively small cost.1 IntroductionAs a part of a vision system � for helping blind peo-ple to recognize some important landmarks appearingin their every-day lives, such as telephone booths, busstops and so on [5], our task is to reconstruct the 3Dstructure of an object of interest. Since almost all ofthe important landmarks are arti�cial objects whichusually can clearly be described by their 3D edges,the complete depth map of the object is not neces-sary. Some 3D properties are usually su�cient.As it is known, the reconstruction of 3D struc-tures from 2D images is an essential task for manyvisual problems. Stereo vision, as a fundamental tech-nique for solving these problems, is intensively stud-ied and various methods are widely developed. Thesemethods are roughly classi�ed in three main groups:intensity-based, area-based and feature-based meth-ods [3]. Among them, the feature-based, or exactly,�This work was supported by the German Ministry of Edu-cation and Research under the BMBF-project MOVIS and wasmainly conducted at the TU Hamburg-Harburg

the line-based methods seem to be most interestingfor our task. This is due to the fact that the shape ofmany 3D arti�cial objects is usually completely deter-mined by their 2D and 3D straight lines. Besides, inmost cases the straight lines can be obtained more eas-ily and accurately from noisy images. Further more,straight lines possess more attributes than edge pixelsor other primitive features and have sparse distribu-tion [7].Using straight lines as features for stereo matchingneeds reliable extraction of lines. In this paper we de-velop a multilevel algorithm for straight line extract-ing and matching based on fuzzy-sets. Compared withother existing methods, a great improvements for reli-able feature extraction and matching can be achievedthrough a fuzzy guided coarse-to-�ne tracking.Without loss of generality, we apply the most pop-ular stereo camera arrangement, i.e. lateral stereomodel in this paper, where two stereo images areformed by the perspective projection of both binocularcameras with the focal length F and parallel opticalaxes separated by the baseline length B. In the lat-eral model, the matching is performed along horizontalepipolar lines, so that a simple epipolar constraint canbe applied in line matching.As mentioned above, the line extracting and match-ing algorithm is based on multilevel resolution. Fig. 1illustrates only one level of the implementation. Be-side the normal properties of 2D lines, e.g. geometricand grey parameters, we compute a fuzzy measure-ment representing the reliability or goodness of ex-tracted lines and use it in each step: linking, merging,focusing and matching. A fuzzy measurement of linematching is also achieved according to fuzzy match-ing rules and used for the veri�cation, recognition andat the �ner level. After line matching, it is easy tocompute the depth of the resulting object edges fromdisparities of matched lines.2 Line extractionSeveral well-known edge detectors, such asRoberts's,Prewitt's and Kirsch's operators, Marr and
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Figure 1: The block diagram of multilevel line-basedstereo algorithm: only one level is shown here.Hildreth's zero-crossing of Laplacian Gaussian, Har-alick's zero-crossing of second directional derivativesand Canny's optimal edge detector, were proposedin the past years. In order to use grey attributesof straight lines for line matching, the gradient-basededge detectors are preferred. From the edge image onecan extract straight lines further.Line extraction is a high level process which groupsprimary edge pixels into line structures. Hough tech-niques can directly extract straight lines, but the in-formation about the end points of a line segment andit grey attribute is not provided. Hence they are notvery suited for line-based stereo. For this goal, Burns'smethod [2] seems to be more attractive. This method�rstly segments neighboring pixels with similar gradi-ent directions into line support regions and then di-rectly extracts straight lines by �tting planes, wherestep-like edges are assumed. When applying it to areal image it is di�cult to get the reliable complete linesupport regions. Another drawback of this method isthe relatively high complexity. A primary method isalso often used in line-based stereo, where edge pix-els are linked and �tted into straight lines after edgedetection and thinning. In order to improve the relia-bility and to reduce the fragmentation and complexityof these algorithms, the strategy of Scan-Label-Link-Merging is proposed in [9]. To avoid the noise andunnecessary details and to achieve a high positionalaccuracy, the hierarchical edge re�nement (edge focus-ing) is proposed in [1]. The drawback of this methodis the hard coarse-to-�ne tracking, where unreliablecoarse features are retained and new reliable featuresnot appearing at the coarser level are not consideredat the �ner level.For improving the above described methods, wepropose a multilevel method of line extraction basedon a fuzzy strategy. It has some advantages over [1].Being di�erent from [1], in this algorithm the coarsefeatures are used to guide the whole process of Scan-Label-Link-Merging, which depends on the reliabilityof features and is determined by a fuzzy goodness mea-surement. New reliable features that do not come from

the coarser level can be produced with fuzzy rules usedin linking and merging. The multilevel implementa-tion of the algorithm is shown in Fig. 1. The lineextraction at each level has the following steps. (Thedetails about them are described in [5].)� Sobel's operator is used to compute the gradientimages.� edge pixels are selected in the gradient directionswith the method of non-maximum suppression.� edge pixels are grouped into segments, where theoriginal scan-labeling method is improved withrobust searching and thresholding for less frag-ments in all directions.� line segments are obtained with fuzzy linkingrules and guided by the reliable coarse straightline features. Line segments are evaluated withthe fuzzy goodness measurement according totheir grey identity, gradient magnitude, geomet-ric error, fragmentation and/or reliability of thecoarse predecessors.� complete straight lines are obtained with fuzzymerging rules and guided by the reliable coarsestraight line features. Lines are merged also ac-cording to the fuzzy goodness measurement whichdepends on their grey identity, gradient magni-tude, geometric error, fragmentation and/or reli-ability of the coarse predecessors.Due to the coarse guidance and robust linking andmerging, so complete straight lines with less fragmentscan be extracted as reliably as possible. This easesconsecutive steps such as line matching and objectrecognition. Unreliable coarse predecessors are notenforced to be retained always. The relative high po-sitional accuracy of straight lines that leads also tosatisfactory 3D estimation can be achieved at the cor-respondence level. These straight lines are used at thenext �ner level if necessary.3 Line matchingIn order to estimate 3D edges of objects from stereoimages, it is necessary to build the correct correspon-dences of 2D edges on images by a matching process.Grey and geometric constraints and a-priori 3D mod-eling, e.g. similarity of features, epipolar constraintsfrom stereo triangulation and various constraints ofcontinuity are used in all stereo methods to reducethe searching space of correspondences, so that mul-tiple matches can be disambiguated. Under relativehigh computational complexity, the most existing linebased stereo algorithms use the paradigmof relaxationor dynamic programming to get one-to-one correspon-dences, where a set of reliable matches must often beachieved to initialize the whole matching process [7][4]. One-step line matching was proposed in [6], wherea match function evaluates the goodness of matching



with many constraints. Practically, it is di�cult toproperly combine these constraints and weight themin the match function which a�ects the reliability ofmatching. For all existing line-based methods of stereomatching carefully selected and more explicit match-ing rules are required to eliminate false matches.For reducing the complexity and achieving reliableline matches, we put forward a new multilevel algo-rithm combined with fuzzy techniques. The processof line matching is performed in one-step. Variousmatching constraints are treated by fuzzy evaluationfunctions, their relationship in the matching processare easily simpli�ed by a set of fuzzy rules. The searchspace of matches are greatly reduced by coarse results,so that the multiple matches are easily eliminated.The unreliable or even wrong e�ects from the coarserlevel can be e�ciently controlled by fuzzy evaluationand tracking. According to fuzzy matching goodnessmeasurements, one can choose the reliable and one-to-one matches easily and weight their e�ects moree�ciently on the same and the �ner levels.The corresponding multilevel implementation ofline matching is shown in Fig. 1. The algorithm ateach level is described as follows:Line Matching: for the remaining strongest line Llion the left image (until no proper lines exist)� do all possible matching with the lines Lrk(k=...) in a local window of the right image:mM (match(Lli; Lrk)) (see section 3.1 and 3.2)� �nd the mostreliable matching: mM (match(Lli; Lrj )) =max(mM (match(Lli; Lrk)))� delete the line Lli on the left image. IfmM (match(Lli; Lrj)) is larger than a fuzzythreshold, then establish a 3D edge anddelete the line Lrj on the right image too.Improvement of 3D edges: linking fragmented 3Dedges and incomplete structures.� if a pair of neighboring 3D edges appearalong a 3D line, then link both 3D edgesand compute a new fuzzy evaluation basedon goodness of its predecessors and the ap-proximation.� if both endpoints of an unmatched line areneighbored to a few of 3D edges on the 2Dimage space, then get the depth of this lineand its fuzzy evaluation based on related 3Dedges and their distances.The fragments of 3D lines are satisfactorily elim-inated in two steps, i.e. 2D line extraction and linematching.3.1 Fuzzy matching rulesAs it is usually done, our line matching algorithmuses the epipolar constraint, continuity constraint,

constraint of grey and geometric similarities of lines forreducing the search complexity. By combing them intothe following fuzzy matching rules, these constraintscan be more e�ciently treated.IF line Lli on the left image and line Lrk on the rightimage1. overlap well in the vertical direction:m1(lli; lrk) (epipolar constraint),2. have the same angle: m2(�li; �rk) (constraintof geometric similarity),3. have the same gradient magnitude withidentical sign: m3(gli; grk) (constraint of greysimilarity),4. have a similar disparity to some reliablymatched adjacent strong 3D edges: m4(d)(continuity constraint),5. have a similar disparity to the neighboring3D edges estimated from the coarser level:m5(d) (multilevel transfer),THEN Lli and Lrk is a match,where l is the vertical projection of L, � is the angleof L, g is the gradient magnitude of L and d is thedisparity of two lines Lli and Lrk.The above fuzzy rules can be described in a math-ematical expression.De�nition of fuzzy evaluation function of linematchingmM (match(Lli; Lrk)) = min(m1;m2;m3;m4) m5 (1)3.2 Fuzzy matching evaluationTo perform the above described matching process,we now de�ne some fuzzy evaluation functions relatedto the fuzzy matching rules.With the abbreviation functionSw(x) = ( 1 : jxj � w2� (jxj=w) : w < jxj < 2w0 : 2w � jxjwe de�ne the following fuzzy evaluation functions asexample:m1(lli; lrk) = S�l(log(lli=lrk))overlap(lli=lrk)min(lli; lrk) (2)m2(�li; �rk) = S��(�li � �rk) (3)m3(gli; grk) = S�g(log(gli=grk)) (4)m4(d) = (k0 +Pj kjmM (dj)S�d(d� dj))(k0 +Pj kjmM (dj)) (5)m5(d) = (k0 +Pi kimM (di)S�d(d� di))(k0 +Pi kimM (di)) (6)



where coe�cient i in Eq. 6 is the number of the set ofthe neighboring 3D edges estimated from the coarserlevel, j in Eq. 5 is the number of the set of someselected neighboring and reliably matched 3D edgesat this level, which however can also be empty. diand dj are the disparities of a neighboring 3D edgeestimated from the coarser level and at the same levelseparately with reliability mM (di) and mM (dj). Theweight coe�cient ki (or kj) depends on the distance ofthe current line to match d and an existing neighboringline di:ki = Sxmax (jx(d)� x(di)j+ xmax)overlap(l(d); l(di))min(l(d); l(di))with the maximal distance of correlation xmax and thehorizontal coordinate x.The epipolar constraint can not strictly be followedin Eq. 2 due to the fragmentation and imperfection inthe line extraction. The constraint of continuity neednot be strictly enforced and has only a loose e�ect inthe fuzzy functions 5 and 6.4 Experimental resultsFrom the above discussion can see several advan-tages of our algorithm: 1. e�cient line extraction, 2.robust line matching with reliable performance, and 3.low computational cost. To show the performances ofthis algorithm, two examples estimating 3D structuresfrom the outdoor scenes are given in the following.All scenes consist of a telephone booth and otherman-made objectsy. The extracted 2D straight linesand the matched 3D edges at various levels are shownseparately in Fig. 2 and 3. In Fig. 2 the 3D struc-ture of the telephone booth is detected reliably at themiddle level, whereas in Fig. 3 the 3D edges of thetelephone booth is already estimated satisfactorily atthe coarsest level. In these examples, unnecessary de-tails of the scenes are eliminated well and the com-plete structure of objects of interest is detected reli-ably. With the increase of resolution, the estimationof 3D edges is improved greatly. In summary, the 3Dedges for all examples are well estimated. The accu-racy is not discussed further due to space limit.5 ConclusionIn this paper we discuss some problems aboutthe existing methods of straight line extraction andmatching. In order to improve these methods, newmultilevel algorithms using fuzzy evaluation and guid-ance are put forward. The main di�culties, e.g.dilemmabetween completeness and fragmentation, ac-curacy and unnecessary details of line extraction etc.are satisfactorily solved by our new paradigm, whereyThe original images are kindly delivered by Mr. H.Kirschke, Lab. of AI, Univ. of Hamburg.

both the transfer of coarse features and the extrac-tion of reliable features are selected with fuzzy evalu-ation and an edge focusing is optimally controlled byfuzzy guidance. The whole process of line matchingis performed in one step, where unreliable results areavoided by fuzzy evaluation. Various matching con-straints and their relationship in the matching pro-cess are therefore also easily simpli�ed with the newfuzzy matching rules. By reducing the search space ofmatches with fuzzy tracking of coarse results, the mul-tiple matches are easily eliminated, so that the opti-mal one-to-one line matching can be achieved under alow computational cost. As an extension of this work,we can expect to apply these methods to trinocularline-based stereo vision for improving the estimationaccuracy of 3D straight edges. Besides, one can inte-grate the line-based stereo method with other stereomethods, e.g. intensity-based methods [3] for gettinga dense depth map of scenes with reliable depth edges.References[1] F.Bergholm, Edge Focusing, IEEE Trans. Pat-tern Anal. Mach. Intelligence, Vol. 9, pp. 729-741,1987.[2] J.B.Burns, A.R.Hanson and E.M.Riseman, Ex-tracting straight lines, IEEE Trans. Pattern Anal.Mach. Intelligence, Vol. 8, pp. 425-455, 1986.[3] A. Luo and H. Burkhardt, An intensity-based co-operative bidirectional stereo matching with si-multaneous detection of discontinuities and occlu-sions, Int. Journal of Computer Vision, Vol.15, pp.171-188, 1995[4] Y.Liu and T.S.Huang, Determining straight linecorrespondences from intensity images, PatternRecognition, Vol.24, pp.489-504, 1991.[5] A. Luo and W.Tao, Stereovision in pyramidalerStruktur zur Suche nach 3D Landmarken mitHilfe von Farbinformation, 3. intern MOVIS-Workshop,Technical Report of TI-1, TUHH, 1996.[6] J.H.McIntosh and K.M.Mutch, Matching straightlines, Computer Vision, Graphics and ImageProc., Vol. 43, pp. 386-408, 1988.[7] G.Medioni and R.Nevatia, Matching images usinglinear feature, IEEE Trans. Pattern Anal. Mach.Intelligence, Vol. 6, pp. 675-685, 1984.[8] F.Russo, Fuzzy techniques in image processing,in H.Burkhardt eds.: Recent Advances in ImageProcessing, European Course, 1995.[9] V.Venkateswar and R.Chellapa, Extraction ofstraight lines in aerial images, IEEE Trans. Pat-tern Anal. Mach. Intelligence, Vol. 14, pp. 1111-1114, 1992.



Figure 2: The telephone booth is approximately 15m away from the cameras and the 3D edges of all levels areshown at the right side.

Figure 3: The telephone booth is approximately 5m away from the cameras and the 3D edges of all levels areshown at the right side. (the images and results of the �nest level are not shown.)


