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Abstract

Peer-to-Peer (P2P) systems are a good alternative to conventional client-server
systems for distribution of content. Many different approaches exist towards the
design of P2P networks, which should take into account scalability, efficiency,
availability and integrity. The approach discussed in thisthesis creates a network
based on social relations between users, called a social P2Poverlay network. In
order to create a social P2P network, users must be able to create and maintain
connections to friends.
Two main problems in creating a social P2P network are identified and discussed
in this thesis. The first is the social network discovery problem. We have designed
and implemented a protocol to spread and search user identities through the social
network using an epidemic protocol and superpeers. The use of epidemic proto-
cols in social networks is a scalable and efficient way of spreading the identities
of users. The second problem is the peer IP address discoveryproblem. We have
performed an analysis of the dynamics of IP addresses of peers in a BitTorrent
community as well as in the Tribler network. From this analysis we conclude
that IP dynamics are relatively low. Therefore, changes in IP addresses can be
propagated through the network and the chance is high that IPchanges can be
discovered through the social network.
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Chapter 1

Introduction

In the last decade, the use of the Internet has increased extremely fast. The Internet
has developed from a text and email-based service to a rich multimedia platform.
Multimedia uses a lot of bandwidth, putting pressure on servers. An alternative for
the usual client-server model of distributing data is the use of Peer-to-Peer (P2P)
networks. P2P networks are already widely used around the Internet, mainly for
file sharing. The massive size of some P2P networks contain huge numbers of all
kinds of content. Different approaches to P2P network design exist, each having
advantages and disadvantages. Many system have scalability, performance and
integrity issues as the network size increases.

The research as part of this thesis takes social networks as abasis for the P2P struc-
ture. Social network have implicit trust and are quite scalable. This thesis gives
challenges in P2P overlay network creation and a social network based solution.
Two problems in creating and maintaining a social P2P network are discussed.
The first is the building of the social network. It is vital forthe quick adaption of
social system that the network of friends and friends of friends can be build quick
and easy. A solution is proposed and implemented based on spreading identities
through the social network. The second issue is keeping up connections in the
social network. Analysis of two P2P networks was done as partof the research.
The results show a relative low dynamics of Internet Protocol (IP) addresses.

This chapter first gives an introduction into P2P systems in Section 1.1. Some
examples of P2P systems using social features are discussedin Section 1.2. Sec-
tion 1.3 gives a background overview of the P2P system which is being used as
part of the research project. Finally Section 1.4 gives the structure of this thesis.
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number of downloads 100 Million per day
average movie size 8.3MB
total data transfered 24 PB per month

Table 1.1: An estimation of the bandwidth usage of Youtube, based on 5 samples
of the top 100 downloads of all time.

1.1 Peer-to-Peer Systems

The number of users who use the Internet to get large content such as video is
increasing [13]. Media, telecommunication, and broadcasting companies are in-
troducing ways to watch content through the use of data connections, and the dig-
ital distribution of television is growing. At the same timeinteractive television
[19] and possibilities to create and publish own content areincreasing. For exam-
ple sites likeyoutube.com andvideo.google.com, which allow users to
share their own video content, are very popular.
Today, most content providers still store content on central servers, which must
be able to handle huge amounts of data. For example, the Dutchpublic broad-
casting company has a service (www.uitzendinggemist.nl) where recent
television shows can be watched. They have now reached theirmaximum of 4
Gbit per second of data and will expand to 22 Gbit per second inthe near future1.
Another examples is the bandwidth usage of youtube. Although no official figures
are available an estimate2 3 has been made in Table 1.1.
The bandwidth costs are very high, while not even taking intoaccount the cost
of the servers. Clearly the servers are the bottlenecks in thedistribution system.
More users will be using these video-on-demand systems and in the future more
and more content will be displayed on televisions directly from the Internet. Most
of the content online at this moment is of low quality becauseof bandwidth con-
strains. For example the recommended size of content on YouTube is 320x240
while standard television already has far superior resolutions. As quality will rice
so will the bandwidth consumption. Another disadvantage ofservers is that they
are single points of failure. If the central server fails thecontent is no longer
available.
P2P systems are an alternative to the use of central servers for content distribution.
P2P system use distributed methods to share and distribute content. Each partici-
pant in the systems is both client and server. Individual clients can connect directly
to each other rather than through a computer designated as a central server. The
main function of current P2P systems is efficient sharing anddistribution of con-

1Source: Webwereld, 22-05-2006 (in Dutch)
2Measurement by http://willy.boerland.com/
3Based on Youtube Fact Sheet: http://www.youtube.com/t/fact sheet
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Client-Server Peer-to-Peer

Figure 1.1: The Client-Server model versus the Peer-to-Peermodel.

Figure 1.2: Data usage trends of the Internet (source: Cachelogic, 2006).

tent and sharing of resources. If one participant, apeer, in the network fails the
network as a whole should continue to function. Figure 1.1 shows the difference
between a client-server model and a P2P model. The content inthe P2P model
is both send and received by other peers. In the client-server model the content
is provided by the server and received by the clients. In the client-server model
the bandwidth required for the server equals the sum of the bandwidths required
by the requesting peers. In a P2P system that pressure is no longer on one server.
Instead the load is spread among peers in the network.

P2P systems are increasingly popular. At the end of 2004 already 60% [36] of
all Internet traffic was used by P2P systems. Figure 1.2 showsthe upward trend.
Most existing P2P systems are based on anonymous connections between peers.
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Some of these networks are tainted by malicous use [28]. A major problem in
current systems is the lack of incentive to participate in sharing content and band-
with. A lot of poeple use the system without contributing, called freeriding. The
performance of most systems decreased after being adopted by general users who
tend to be egoistic in their behavior. Only 10% of the P2P community shares 99%
of the bandwidth [45]. Also, current P2P systems are subjectto attacks or misuse
of the network. Most systems that work well nowadays have some form of central
moderation to prevent malicious use. However, these central components must be
avoided for scalability [8], availability [4], and stability [39] reasons.

1.2 Social Peer-to-Peer Systems

In P2P networks control and trust is partly distributed among the users of the net-
work. As discussed in the previous section some systems failto function because
people try to maximize their profit and tend to freeride. Closed user groups tend
to work better due to the social control. Examples are DirectConnect [14] and
BitTorrent communities such as filelist.org. These systems require relationships
and social control between users. Social P2P aims to create aP2P system based
on social networks and thus having social control implicit in the structure.
A first advantage of social P2P networks is that peers are connected to known
peers instead of anonymous peers as in present systems. Thisway a history can
be build up and misbehaving peers can be identified and punished. Also levels
of trust can be introduced by adding friends. Friends of friends (FoFs) are also
probably more trusted than anonymous users. People who knowthe people they
communicate with are less likely to misbehave and more likely to be altruistic.
A second advantage is that content favored by friends is morelikely to be inter-
esting content than content favored by random peers. The people in a social P2P
network could also be people with the same interest, interest buddies. Content
from these groups is even more likely to be of interest. Therefore content cluster-
ing is likely to occur. The concept of social P2P is discussedin depth in Chapter
3.

1.3 Tribler and BitTorrent

The work of this thesis was performed as part of the Freeband research project
called I-share [23]. As part of I-Share, Delft University ofTechnology and Vrije
Universiteit Amsterdam research social P2P. As part of the project an academic
research vehicle has been developed called Tribler [40]. Tribler is a P2P client
based on the BitTorrent protocol, and specifically on the ABC Client [10]. Tri-
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bler allows the user to add and remove friends. Improved authentication based
on permanent identifiers(PermID) is added to provide identifiable peers. The so-
cial network can be used to find paths between peers through the social network.
The social network is used by extra features of Tribler such as a content recom-
mendation and discovery algorithm, called BuddyCast. Which uses a epidemic
protocol to exchange preference lists with taste buddies. Tribler will also in-
clude distributed swarm discovery to overcome scalabilityissues with a central
tracker. Cooperative downloading is an other social feature, allowing users to re-
quest friends for download assistance. Friends donate spare bandwidth. Many
other features are in development in the Tribler project, such as video streaming,
sharing-ratio enforcement and NAT and firewall traversal. This thesis investigates
a mechanism to build and maintain the social network in the Tribler system. The
results of this thesis will be partly tested in Tribler.

Tracker

SwarmID
Peer Info

Peers
in Swarm

Content Blocks &
Control Data

A

E

D

C

B

Figure 1.3: Information exchange in the BitTorrent system.

The BitTorrent system [11] uses central servers, called trackers, which coordinate
single downloads (swarms). The tracker can also do some administrative task and
put some limitations on the user base, for example by only allowing registered
users. Users need a meta file called atorrent which describes the content in terms
of size and hash values. This torrent also contains the address of the tracker(s).
Clients request the tracker for other peers that have the content. After receiving

5



the addresses of other peers from the tracker connections are set up to individual
peers. The user can be in multiple swarms at the same time which are independent
from each other. The system splits content in pieces which are exchanged between
the peers. Because pieces can be downloaded from multiple peers at the same time
the system is fast and efficient. The clients are also able to share the pieces that
have already been acquired while still downloading others.To decrease freeriding
users store past exchange data for a swarm. Peers that give much resources will
be served faster. This mechanism, called tit-for-tat, is anincentive to share and
forces fairness. In Figure 1.3 a simple example is given of the BitTorrent system.
In the example data blocks of the swarm are distributed amongthe peers. Only
peer C has the complete download, it is called aseeder. The other peers, called
leechers, can exchange blocks with each other and peer C in order to acquire all
the blocks. For example, peer A can acquire two blocks from E and the last part
from either B or E, as soon as they acquired it.

1.4 Structure of the Thesis

The previous sections have given an introduction to the context of this thesis. In
the next chapters we will discuss the goals and results of this research. Chapter 2
identifies problems in P2P overlay networks and the problemsbeing studied in this
research aimed at creating a social P2P network. Chapter 3 introduces a social P2P
network solution and covers the research problems first introduced in Chapter 2.
The two problems, Social Network Discovery and IP Discovery, are discussed in
depth in Chapters 4 and 5, respectively. Finally, Chapter 6 covers the conclusions
of the research, and also gives recommendations for furtherresearch.
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Chapter 2

P2P Overlay Network Approaches
and Challenges

P2P systems form a virtual topology of computers, calledpeers, and their con-
nections. The network can be represented as a graph with the peers as the nodes
and the network connections as the edges. In order to create aP2P network, an
interconnecting network has to be created, which is called the overlay network.
The overlay network facilitates the self-organizing system of the nodes (peers)
and the edges (connections). The responsibility of the overlay network is to fa-
cilitate the efficient and working creation and maintenanceof the virtual topology
and facilitate the communication and connections between the peers. Designing
an overlay is quite difficult. Some current designs fail to deliver good services.
In this chapter we will discuss overlay networks and some problems that occur in
such networks.
Section 2.1 gives an overview of the ideas behind an overlay network. Some of
the most widely used P2P overlay techniques are in Section 2.2. General issues
in designing an overlay network are given in Section 2.3. Section 2.4 discusses
some problems in current P2P overlay networks that are treated in this thesis.

2.1 Peer-to-Peer Overlay Networks

Most current P2P networks have the goal to create a large distributed storage
space to share content and share bandwidth in order to get high combined trans-
fer speeds. In this thesis we will focus on these networks, itis however trivial to
extend the ideas to the sharing of other resources such as processing power. The
sharing of content is based upon replication. After initialinsertion of the content
in the network it will be distributed among other peers. As each of these peers
also shares the content the speed at which this content can beacquired is the com-
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F: 23.43.102.200

F

Figure 2.1: Example of a P2P overlay network.

bined available upload bandwidth of the peers sharing the content. As more and
more replications of the content are available the total bandwidth available for the
content will grow. Acquiring the content as well as the lookup or search for con-
tent is also facilitated by the overlay network. This may require routing messages
through the network to other peers.
The idea of a P2P overlay network is too create a network of computers which
are interconnected instead of using a client server model. Computers can only be
connected to a relatively small number of other computers. Connect to a huge
number of other peers is neither efficient nor feasible with the resources available
per peer. P2P systems can however grow very large. Thereforenot every peer
in the network can be connected to all other peers. Because of the large size
of current P2P networks, peers are only connected to a very small percentage of
the P2P network. Overlay networks offer services for the communication and
connection handling between the peers in the network, including peers that are
not directly connected to the peer. The overlay network is a layer on top of the
network connections, which creates transparent services to higher layers of the
software to handle the virtual topology of the network.
Figure 2.1 shows an basic overlay network. Peers keep track of a subset of other
peers and can be connected to them. In the example each peer keeps track of some
other peers and their IP address. A peer may be in the list but not available, as
peer F is in the example. The overlay will use algorithms and knowledge of the
network to offer services to other peers. The overlay network facilitates the joining
and leaving of a peers. For example the placement among otherpeers. After initial
joining the overlay network will keep communicating with the network in order
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to keep the network stable and handle network maintenance, depending on the
design. The overlay network will maintain a virtual topology and route messages
among nodes of the topology.

2.2 Current Overlay Approaches

P2P networks have evolved from the first simple systems like Napster [44] to more
advanced system. Different methods to control the structure and distribute content
and metadata have been developed.
P2P overlay networks are mostly differentiated in the way the virtual topology
looks, is created and maintained, and the way messages are routed between peers.
In this section the designs of most important current overlay network solutions
are shown. Each of these approaches have different ways of dissimenating data
over the network. These forms show concepts from the extremesides. Mixtures
of the given approaches are often used to combine advantagesof different ap-
proaches. An example of a mixture is the use of Distributed Hash Tables in the
central point based system BitTorrent [31, 6] in order to overcome the problem
of offline servers.

2.2.1 P2P Systems with Central Point(s)

The simplest way of structuring a P2P system is to have one or more central points.
This central point keeps track of the properties, address and content of a number
of peers. Upon connecting to the system a peer announces its (new) address and
content shared. The complexity of the system is low because the server is the
fixed place of return for peers. Another advantage is that thecentral points can
discover peers disappearing which keeps the system stable.Also searching for
content is easy. To fetch or search for content the user sendsa request to the cen-
tralized server. The server then sends back a list of the peers having the requested
resources and facilitates the connection and download. Thecentral point is even
more useful if it is ran by a trusted source. BitTorrent is an example of a systems
using (multiple) central servers as shown in Figure 1.3.
A major disadvantage is that the central server is a bottleneck. The central server
needs to be powerful enough to serve requests from all users in the network. In
extremely large P2P systems such server requires huge storage, processing and
bandwidth. This puts a limit on the scalability of the network. An other problem
is the single point of failure of the server; once it disappears the network no longer
works. To overcome the single point of failure not one serverbut multiple servers
can be used. These systems are still easy to implement but theproblem of scala-
bility still exists. Although the single point of failure ispartly overcome, having
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centralized servers as the heart of a system is always a threat to the continuity of
the system. Each of the servers could disappear and the peersconnected to it will
also stop functioning. The responsibility for the central servers lies with who runs
it, which costs money and can make the medium unavailable to some. Also the
owner can put sensor on the content which might be undesirable for some users.
It is better to have as few central components in the system aspossible. Examples
of dominating systems that use (multiple) servers are the eMule network [26],
DirectConnect [14] and BitTorrent [11].

2.2.2 Purely Decentralized P2P Systems

The first decentralized P2P systems were fully decentralized. All peers are threated
completely equal. Peers connect to a first known peer in the network. They build
links with other peers as they encounter them during a session. Connections are
created ad-hoc with almost no rules. The peers are unorderedas the example in
Figure 2.2 shows. When content or information is required most of these sys-
tem flood the network with request and messages. These messages are forward
through the network a number of times. This method creates a lot of overhead.
Most unstructured decentralized P2P systems do not scale [8] well because of the
low efficiency of the flooding mechanism, although some improvements can be
made using smarter routing of messages. One approach is using (multiple) ran-
dom walks of the network [29]. Another approach is semantic routing [50]; in
which queries are only send toward peers which are thought tohave interest in the
information or answers to the queries. The interesting peerselection is based on
previous knowledge of the peers.

Figure 2.2: An overview of a decentralized P2P overlay network.

Epidemic protocols [5] are useful as an alternative for flooding of information that
is not changing very fast. This technique slowly spreads theinformation across

10
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message arrival

Figure 2.3: Example of epidemic gossiping.

the network using regular small random gossips of knowledge. It is also used in
the spreading of information in distributed databases [2].It is not a search tech-
nology but rather a way to dissimulate information across the network. Because
the information is forwarded through the network each period it spreads quite fast
around the network and duplication is high. The spread is in fact exponential,
which makes the system robust against failures. If for example each period is five
minute and peers send a gossip to two other peers. The spread an hour after in-
sertion is already at212 = 4096 peers, not counting duplicates. An example of a
gossip is in Figure 2.3. It shows three forwards. One of the peers receives the
message twice in the third period. Although this redundancywastes resources it
makes the method more robust.
The opinions on the scalability of gossiping are divided [12, 24], but is believed
to be good, especially when combined with semantic routing [1] and clustering of
peers [34].

2.2.3 Distributed Hash Tables

To become more scalable and deterministically find content,networks can be
mathematically structured [20] using rules on how to organize the topology. Ex-
amples are Chord [46], Content Addressable Network (CAN) [41],and Kademlia
[31]. The system maps a key onto a peer, making that peer responsible for the
information stored at the key. The keys are spread mathematically equally around
all users, so that all user in the structure can potentially be used as a small server
for information. This method in essence implements a distributed database. Peers
can update or receive information stored at a certain key. A peer requiring to
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Figure 2.4: An example of a structured P2P overlay network. Simplified overview
of Chord [46].

access information at a key must be able to calculate the key.The key can for
example be a unique file hash. By routing messages through the structure the peer
responsible can be determined. Each peer receiving a request either has the infor-
mation and replies or it forwards the message to the closest peer it knows near the
target. Most DHT systems can route a message to a peer inO(log n), n being the
number of nodes in the system.
In the example of Figure 2.4, the peers are aligned across a virtual circle based on
a mathematical distribution, which will evenly spread the peers across the circle.
Each peer has an identifier and takes responsibility for the key with the same
number. If a peer of a certain number does not exist in the network the first
following peer will assume responsibility for the key. For example key 30 will be
the responsibility of peer 37. If peer 1 wants to access the information stored at
the key 38 it sends a message to peer responsible for key 38, which is forwarded
through the network. Because no peer with number 38 exist peer39 will get the
message and handle the request or update.
A major problem of the structured approach is that it only works in stable systems.
Upon failing, joining or leaving of peers the structure mustbe updated or repaired.
Maintaining the structure is often difficult and resource consuming. When users
are transient the system will be unstable and hard to maintain resulting in an un-
stable structure and a lot of misrouted messages. Studies have shown that most
networks are highly transient [42]. The churn of the networkmakes the network
unstable. Related is that an attack on the network can be very effective. Because
attackers know the structure it is easier to attack essential peers. These attacks are
called rational attacks [35]. In the example a malicious peer 20 could forward a
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message to none existing peers so that peer 1 would not find itstarget.
Another problem is that load can be high on one or more peers. If a peer is respon-
sible for popular content the requests can overload this peer. This overloading is
negative for the function of the peer and the network. The load can be spread by
using multiple ways to create keys and thus use multiple peers, but this technique
is extremely complex and requires a lot of overhead.

2.2.4 Superpeers

Each peer has different connectivity capabilities, available bandwidth, CPU power
and up time. Peers can have different responsibilities in the systems. Some peers
can therefore have some special tasks which are handled by a central server in
centralized approach. Thesesuperpeers can act as a servers for a number of or-
dinary peers. The superpeer technique [33] is a good way of overcoming the
problems with transient users and makes the lookup and routing of message eas-
ier since a limited number of superpeers can handle these functions. Connections
between superpeers can create a network of superpeers whichin essence models
the functionality of centralized server. These superpeerstake over some of the
responsibilities of the servers in the centralized P2P system. However once a su-
perpeer fails, its functions and responsibilities will quickly be taken over by other
peers. This technique is quite robust, but it puts a high loadon a small fraction
of peers. Figure 2.5 gives an overview of a network with four superpeers. Each
of the superpeers is responsible for a number of peers. An example of a system
using superpeers to lookup meta data is Skype [3]. Skype letsusers create a list of
contacts. By connecting to a superpeer the addresses of peersare determined and
a search for users can be sent to the superpeers.

2.2.5 Social Features in P2P Networks

Social networking on the Internet is growing. Social networking websites such as
myspaces.com, orkut.com andhyves.nl have millions of users. P2P sys-
tems also have been using social features for some time. In most systems groups
are created to which a user has to register or meet certain criteria before being
able to access the system. These restrictions are often created to fight freerid-
ing and insertion of malicious content. An example is DC++ [14], which runs
central configurable servers. Administrators of these servers can define minimal
sharing features or even IP address ranges to assure high bandwidth connection
and ban freeriding. An other adaption of a system to create social control is that
some BitTorrent site require registration. Users who do not obey the rules of the
community are banned. These closed communities have bettersocial control than
other open parts of the same network. Malicious users can be banned easier and
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Figure 2.5: An overview of a superpeer P2P overlay network.

the totally utility of the system is increased. These P2P system are not designed
for social control, but using some extra mechanisms social control is enforced,
which is almost always done by registering IP address and control access to the
system by these IP addresses.

Recently P2P systems with explicit social features are introduced. The P2P project
Maze [9] is designed, implemented and maintained by an academic research team.
The Maze system uses encryption and a central server to control the network and
authenticate users. The maze system allows users to add and identify friends.
Besides chatting and direct friend sharing it does not exploit other social features
such as friends of friends. An other example is Skype [3], a voice-over-IP program
using friends and superpeers to communicate. A pure decentralized example is
thesocialized.net [7] which bases trust and social relationships on the usefulness
of peers in routing messages and sending queries. Only thesocialized.net now
explicitly uses social properties to evaluate other peers and determine how to route
messages. It also uses similarities in interest to determine possible interesting
links between peers.
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2.3 General Challenges in P2P Overlay Design

The previous sections mentioned that a lot of pitfalls and problems exist in current
overlay networks. Overlay networks can not function well unless they provide
scalability, efficiency, availability and integrity. These properties are essential for
a P2P overlay network. These are general problems and shouldbe considered with
every P2P overlay design. Some of these properties are partly contradictory. A
central server for example can increase integrity and efficiency but is not scalable.

2.3.1 Scalability and Efficiency

P2P systems can grow extremely large over time. Current P2P networks connect
thousands to millions of users. As the size grows so does the total amount of
resources in the system. However the system becomes far moredifficult to con-
trol. Even though a central server may be able to control suchlarge networks
these systems themselves do not scale. Scalability means that a growing P2P
network should not have a significant decrease in performance. Adding more
users increases the total available resources but may also require more overhead
in maintenance and network messages. This problem puts restrains to the possi-
ble network size. This overhead must not become too big and result in decreased
performance.
In a decentralized network each peer only knows a small portion of the total sys-
tem but must be able to find content and communicate across thenetwork without
having too much increase in latency and bandwidth consumption. As the network
grows the traffic to route messages across the network will increase. The protocol
of the system must be efficient in order to minimize the overhead which does not
directly contribute to the actual content sharing. The design of a P2P system must
make sure that the overhead is minimized and the system is scalable [8].

2.3.2 Availability

The total number of users of a P2P system may be very large but not all peers are
available at the same time. Most system have a highly transient user base. A study
[21] showed that only 3% of the user of a BitTorrent system had an uptime of over
10 hours. Also constantly a lot of users leave the system forever as well as join
for the first time. Transient users require peers to connect to different users and
reroute traffic. The network structure has to be maintained constantly and a part
of the connects or messages will not succeed.
Content is also transient. Most users [39] only share contentfor a short time and
BitTorrent studies have shown that 99% of the P2P bandwidth isprovided by only
10% of the P2P community [45]. P2P systems must be designed toovercome the
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problems of transient users and content. The transient nature of the users must
have the least possible impact on the system as a whole. Misusage of the system
must be difficult and altruistic behavior must be encouragedby creating incentives
to do so.

2.3.3 Trust and Integrity

Even if a peer is connectable and available the functionality of the overlay network
can decrease if some of these peers misbehave. Some users misbehave within
the design boundaries of the system. Users of networks tend to be unwilling to
share contents or bandwidth. Incentives to share are required for most users. The
system must be designed with implicit or explicit incentives to share resources.
Some networks for example depend the download speed on the upload speed.
Some peers may also attack the system or disobey the rules. This can make the
network unstable. Especially P2P system with a tight structure are vulnerable to
these attacks. Repairing and stabilizing the network is difficult and requires a lot
of overhead. Systems that require forwarding of messages are vulnerable to these
attacks since peers are able to decrease the performance of the network by not
forwarding messages or taking out essential points in the network.
A possible solution is evaluation of peers. Behavior of peerscan be evaluated and
actions can be taken to diminish the impact of bad behavior. Identifiable peers
are easier evaluated because past behavior can be taken intoaccount. Peers can
earn trust and or have credentials to show its trustworthiness. For trust to work
the system needs to be able to correctly identify peers. Peers should not be able to
forge their identity or worse take over the identity of otherpeers. This problem is
know as the peerspoofing problem. Due to the relatively anonymous environment
of the Internet and the massive size of current P2P system peers can easily take
a new clean identity. The whitewashing of history by peers isvery difficult and
it is therefore easier to evaluate peers on the positive behavior than on negative
behavior.

2.4 Specific Research Challenges

The solution to the design of an overlay network discussed inthis thesis uses
social networks of people as a basis for the topology. In order to create such a
topology the system must be able to link real life people to peers. Figure 2.6 gives
an example of a social network on the left and a P2P network on the right. This
figure shows the main goal of our research. The challenge is tocreate an overlay
network which is able to map the social network onto the P2P network. The sys-
tem must handle the construction and maintenance. This problem can be divided
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Figure 2.6: From people and their social network to InternetP2P networks.

into two subproblems. First the system must be able to determine to connect to
which peers, the social network discovery problem. Second aconnection must be
set up and maintained to these peers. To be able to make a connection to friends
their current address must be found among the possible millions of users. Since
the address of peer may change, this is a major challenge. This problem is the
IP discovery problem. In this research we would like to research the social net-
work discovery problem and the IP discovery problem. The results should make
it possible for the Tribler system to create a social network.

2.4.1 Social Network Discovery Problem

The overlay network is used to determine which peers to connect to. The overlay
network may need to connect to certain peers in order to fetchcontent from that
peer. This requires that the overlay knows which peers have the content. The
determination of content of peers is not part of the main function of the overlay
network and not discussed here. Content and meta informationdistribution will
be handled in higher levels in the software hierarchy.
The overlay network is used to create and maintain the virtual topology. This
requires the overlay network to determine autonomously to which peers to con-
nect. A computer can only make a maximum number of connectionand each
connection creates overhead. It is important that the overlay network creates and
maintains connections to a relatively small number of peersso that the operation
of the entire P2P network works well. The choice of peers is often determined by
the chosen structure of the topology of the network. For example in a pure cen-
tralized environment all the peers will only connect to one other peer, the server.
In a social network the connections would be to peers in the social nearness of a
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peer.
Given that the system would know the people to connect to in most current sys-
tem peers are anonymous and it is difficult to determine the identity of connected
peers. People can counterfeit their identity and make use ofprivileges of the owner
of the identity, a sybil attack [16]. A problem is how to identify peers. Using a
trusted third party to enforce identifiers is the easiest andmost safe way, but this
requires a central component and thus can not be used in distributed P2P environ-
ment. In a distributed environment other certification is necessary. Examples are
using the IP address and using hardware embedded keys. Both are not very useful
nowadays. IP address based is useless because often multiple peers are behind
one IP. The absence of hardware embedded keys renders it useless. A distributed
solutions is required to identify peers. In order to use social networks a peer must
be identifiable so that returning connections can be recognized and buddies can
be recognized. If peers are identifiable the system must be able to differentiate
between friends and other peers. Given that peers are identifiable methods are
required to find friends and allies and build the social network, the social network
discovery problem.

2.4.2 IP discovery problem

Once the target peers are clear, connections must be setup and maintained. The
system must be able to find the Internet address (IP address) of the peer. Even if a
connection has been made before or an IP address is known connecting to a peer
is not always easy. Peers are unreliable and can change address. A P2P overlay
network must handle the dynamics of the behavior of these peers and be able to
(re)connect to peers.

Unreliable Peers

Studies have shown that most peers are not available all the time. Only 3% is
available 10 hours or more a day [21]. Also connections can beunstable. There-
fore given an internet adress of a peer a connect will not always succeed. Peers
are unreliable.

Dynamic IP

Even if a certain peer is online the IP address may change. Some Internet service
providers assign IP addresses randomly from a pool of IP address numbers result-
ing in changing IP addresses. Also the physical location of peers may change. For
example in case of mobile clients. In most cases changing thephysical location
will result in a change of IP address. Discovering the current address of a peer is
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important so a connection to transient peers can be made. A lot of solutions exist,
for example Mobile IP (IETF RFC 3344 [38]),IPv6 [49] and MobileAgent [27].
But most required significant change of the underlying network.
Once a peer starts a session it should (re)discover the address of other peers in
order to connect to them. If peers are anonymous this may require rerunning the
algorithm to determine neighbor peers. If the P2P system uses identifiable peers
the possible changes of IP addresses must be looked up in order to connect to a
known peer.

Unconnectable Peers

Even though the current address of a peer is known and the peeris online the peer
may be unconnectable. Many computers are protected by firewalls or are behind
NAT routers to share the IP address [18]. If these black boxesin the connection
are not properly set up, our connection attempt may be blocked. This problem is
however outside the scope of this report.

19



20



Chapter 3

A Social P2P Overlay Solution

The approach to the problem of creating a P2P overlay networkfurther discussed
in this thesis is to base the topology of the overlay network on a social network.
The people in the social network are the peers in the P2P network and the connec-
tions are the social links. In order to do so a P2P program mustbuild and maintain
the social network. This chapter gives an overview of my solution from real life
social network to physical Internet network. In the chapters 4 and 5 two parts of
the solution are more elaborately discussed.
Before discussing the building and maintaining of a social network, Section 3.1
discusses useful features of a social network. For a social P2P network to be useful
it must first be populated by friends. Peers must add their friends or buddies. The
building of a network and maintaining it is discussed in Section 3.2.

3.1 Social Network

Each person has ties and relationships with many people through their social net-
work. The social network is a network of friends, friends of friends (FoFs), friends
of friends of friends, and so on. A social network has features that are useful to
exploit creating an overlay network. An example overview ofa social network
is in Figure 3.1. The figure shows the social network of user A,which has four
friends B,C,D and E and ten FoFs (F - O). Some of the friends are mutual friends,
such as C and B. It also shows that our some of the FoFs can be reached through
multiple friends. For example peer M can be reached through peer D and L, B and
N or through E.
If the social network is used as a bases for a P2P overlay network friends will
be connected to friends. Users are less selfish in their behavior towards friends
[37]. They may even be altruistic. Friends also have friends. You trust your
friends and your friends trust their friends. These FoFs aretherefore probably
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Figure 3.1: A social (P2P) network. The black lines are relationships, the dotted
circles are friend levels in the social network of peer A.
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more trusted than random other peers. It is suggested [30] that the trust of two
peers is dependent on the distance of those peers in the social network. Therefore
FoFs are also more likely to behave well. The further the distance between two
peers the lower the trust. If misbehaving peers are identified they will probably
be removed as friends in the social network and therefore move to the edges of
the social network. The creation of the knowledge of the social network around a
peer is not part of the scope of this report but is essential ina social P2P network.
The implicit trust in the system helps to keep content in the social network correct
and keep malicious peers on the edge of a social network. Alsopeople tend to be
more willing to share resource towards friends because theyexpect the favor back
or are altruistic in the future which can greatly increase availability.
Social networks are also clustered. People tend to have a lotof friends in common
[43]. This clustering is useful because friends are clustered and therefore friends
can be used to connect to other friends [47]. Also people withthe same interest
tend to be connected to a lot of common friends. This clustering of interest can be
used since useful content will probably be around users of the same interest [48].
This increases the chance of correct semantic routing. Peers can also expand the
social network with peers with similar interests of taste incontent and cluster with
them in the same way. This would increase the reach of the social network.
Throughout the social network most peers are within a relatively close to each
other. Research has shown that two random people anywhere in the world are on
average separated by only by a small number of intermediate social acquaintances.
The average number of hops in the USA is six [32]. On the Internet, the average
number of hops is five to seven [15]. This social nearness makes it possible to
connect to almost any peer in the world using only a small number of hops around
the social network. Each peer should know its surrounding social network with
a number of layers of FoFs. By using the route in the social network almost any
peer can be connected. Due to the small number of hops the scalability of such a
system can be very good.

3.2 Building and Maintaining the Social Network

The social P2P network building can be seen as three steps:

1. Finding real life networks. From the real life social network to computer
social networks.

2. Finding the PermIDs of peers. From computer social networks to identifi-
able peers.

3. Determining IP addresses. From identifiable peers to individual computers.
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These steps are shown in Figure 3.2 based on the social network of the person in
the middle of the real-life social network. This figure also shows the potentially
connected malicious and unconnectable users.

Real life social network Individual identifiable
 peers with PermID

P2P network (Internet)Computer social networks

Individual

Finding real life networks Finding PermIDs Determining IP addresses

Malicious 
peer

Firewalled Peer

Figure 3.2: The three steps from real life social networks toa P2P computer net-
work with identifiable computer peers.

In order to use a social network in a P2P system the system creates a virtual social
network. The challenge is to find a person which is classified as a friend and be
able to connect to that peer. This requires identifiable peers and peer must not be
able to spoof their identity. So a way to authenticate a user is required. In [25] we
introduced permanent identifiers (PermID) for each peer, a strong authentication
scheme using a challenge response system. This PermID represents the identity
of a peer on the network and peers can verify that identity.
To build the social P2P network users are required to add people to build their
social network. The current Tribler system allows users to copy their PermID and
give or send it to their friends. These friends can manually add the PermID of
this friend to their list of friends. This process is too difficult and ineffective for
most users and prohibits a quick adaption of the system by users. Upon first use of
the system a user must be able to quickly build up a social network in the Tribler
network. This is the bootstrap phase of the social network. Given that peers are
identifiable by their PermID the question is how to find the PermID of a person.
This enables us to find the PermIDs of friends so a social network can be build.
Second we should be able to connect to a peer given the PermID.The Internet
Protocol (IP) address and Port number at which a peer is connectable must be
found. Our approach uses the social networks to find the IP address of a PermID.
As shown in figure 3.2 the building of the P2P social network requires steps from
a real life social network to the physical network.
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3.2.1 Finding Real Life Social Networks

Although this step can be skipped and people could enter the real life social iden-
tities them self automating this step can decrease the time of building a social
network. As a lot of current social computer networks already exist with social
network information this information can be extracted and used in quickly build-
ing a social P2P network. In real life people are member of allkinds of social
networks. The people in these networks have unique identities represented by
strings and numbers. Some of these are unique for the person,for example email
address or phone number. A mechanism that extracts current social networks,
from address books for example, can be useful. We designed and implemented
modules to extract such information from GMail1 and MSN Messenger2, which
are discussed in Chapter 4.

3.2.2 Finding PermIDs

The next problem is how to map current real life social networks to the social P2P
system. Given a unique value representing our identity we must be able to store
information representing our identity on the network and search for identities we
know. This bootstrap phase is not frequently used and information change rate
is relatively slow. Therefore it is not necessary to have extremely smart and effi-
cient protocols. We propose to spread mappings of identity information to allow
the search for the corresponding permanent identifier. It isnecessary to be able
to send information and to request it. To ensure privacy the information should
not be directly revealed. Hash values can be used to hide the private data. The
spreading and updating of information can be relatively slow and thus epidemic
gossip protocols are a good choice.
We use the social network to store identities and search for ones. The social clus-
tering increases the chance of finding friends as soon as we already have friends.
This way the social network can grow incrementally. We create an implementa-
tion for the Tribler system, which is discussed in Chapter 4.

3.2.3 Determining IP addresses

Once a peer gets online it should be able to reconnect to its friends. Some peers
will be offline and not be connectable. Other peers may have changed addresses.
The first problem ca not be resolved, although friends may be altruistic to each
other and stay online longer. Thus the social incentive to stay online for friends.

1see http://www.gmail.com
2see http://messenger.msn.com
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The problem of finding changed addresses should and can be resolved. This re-
quires finding an IP address for a PermID. This can be resolvedusing different
technologies such as superpeers, flooding or central servers. Using the bootstrap
phase of building a social network we get initial IP addresses of friends and the
system can store the IP address if an other peer initiates theconnection. The sys-
tem can always try the last known IP address. If this fails thesystem must resolve
the new IP address. We propose to use the social network. Our solution is to use
common friends and friends of friends to store and find the current IP address.
A peer coming online should announce its identity and address to all peers in its
social network to which it can connect. By exchanging lists ofPermIDs and ad-
dresses with friends and FoFs the local IP address database of friends and FoFs
can be kept up to date. As only one peer in our social network stays online to cap-
tured changes we will be able to reconnect to the social P2P network and acquire
changes.
The question is whether this will succeed. In order to answerthis it is necessary
to know the chance a user is offline or the statistical distributing of online users
and the the chance and frequency of IP address changes and thetime users keep
their IP address. We measured the dynamics of IP address, which is discussed in
Chapter 5.
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Chapter 4

Social Network Discovery

In the previous chapter we outlined the concept of a social P2P network, which
consists of relationships between people. In order to use such a P2P network it
is required to add friends and a social P2P network with more friends can func-
tion better. The social network can be build manually, by adding user permanent
identifiers and other data. Figure 4.1 shows the screen shotsof the current method
in Tribler. But this method is a slow method and difficult for the average user,
blocking the quick adaptation of a system.

It is essential for adaptation of a social P2P system that a social network is build
quick and easy. Users of a social P2P system must be able to findthe P2P identity
of their friends, represented by a permanent identifier. A fast and easy way is to
enable users to search for their friends by known values, such as values of real life
identities. User should be able to insert their real life identity in the network and
attach it to their online P2P identity. Social network discovery must be included
in every social P2P network.

This chapter discusses an approach based on the social network, which is used to
spread information among the peers in the social nearness ofa peer by using an
epidemic protocol. In case no social network exists superpeer technology is used
as a backup. A module has been designed and implemented in Tribler for spread-
ing and searching of identities. Also, example modules havebeen developed for
the extraction of identities of friends from GMail and MSN Messenger in Tribler.
These identities can be input for a search on the network.

Section 4.1 gives an overview of the identity search mechanism for the social
network discovery problem. The prototype implementation is discussed in Sec-
tion 4.2. Results of some tests are in Section 4.3. Section 4.4discusses the
solution in this chapter.

27



Figure 4.1: Current method to add friends in Tribler.

4.1 Design of Identity Search

The goal of the social network discovery is to enable users tofind identities of peo-
ple. This requires users to be able to add their own identity and search for others.
The spreading and searching must be quick and easy. The mechanism should also
consider that malicious peers could fake their identity, using a spoofing attack, in
order to get certain privileges.

As discussed in Section 2.2, different ways exists of spreading and searching in-
formation across a network. A social P2P network can exploitsocial features for
this goal. Social networks have social nearness and clustering of peers, therefore
user can spread and save mappings around friends. Social clustering means that
people have a lot of common friends and thus users can find eachother through
their friends. The reach of a social network is also very huge. For example,
a study has shown that humans have on average a direct social network of 124
people [22] and on average everybody in the world is connect through 5 to 7 in-
termediate friends[15]. If each of these people would also have a social network
of 124 people and only half of the people overlap, two levels in the social network
would already consist of1242∗0.5 = 7688 people. More levels will exponentially
grow the reach. Peers can reach each other through the peoplein their social net-
work. The concept is shown in Figure 4.2. In this figure two layers of the social
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networks of peer A and E are shown. Peers A and E are said to havefour degrees
of separation. Peer C is in both and thus can store information from both A and E.
It is possible for A to reach for information of E and find the information through
C and vice versa. Thus spreading and searching information among two levels of
a social network creates the possibility for the system to reach four levels of users.
In a crowded network this would mean many users.
We propose exploiting of the social P2P network with an epidemic gossip proto-
col. Since the social network can become enormous, but is relatively clustered this
technology is very efficient and scalable. The social network also has implicit trust
among peers. Since friends are more trusted than random anonymous peers the
impact and possibility of a spoofing attack is reduced. Identities are spread in the
social network and searches are executed in the social network. If a peer already
has friends in his network these are requested first in a search. Also friends of
friends can be requested because they are also more likely tohave shared known
contacts. The clustering of friends increases the chance the mapping is found if
peers have a common friend which also uses the network. Because not all peers
are clustered or have a social network build, superpeers canbe used as a ren-
dezvous point. If the search among friends and FoFs does not result in a positive
response superpeers are queried. Superpeers store all information they encounter,
but since this information is not verified mapping information from superpeers
must be considered less trusted.
This solution spreads personal mappings from an identity toa permanent identi-
fier, to allow the search for the corresponding permanent identifier. An identity
can be seen as the tuple(service, value), which should point to the correct Per-
mID. To ensure privacy the information should not be directly revealed, instead
of the actual values the (sha [17]) hash values are used. The service parameter
is a string description of the already existing identity, for exampleemail. The
inclusion of a service parameter adds to possibility to use the system for differ-
ent types of real life identities. To spread and request information we propose
two new messages to the BitTorrent protocol:BOOTSTRAP GET to request and
BOOTSTRAP SET to send identity information. The exact specification of these
messages is in Appendix A.
A boost in the speed of building a social P2P network can be accomplished by
using existing social networks and extract the relationships as input for the search
on the network. Nowadays, a lot of systems exist which imply relationships be-
tween persons. Extracting information from these system can give us friends of
a person. Examples of these systems are MSN Messenger, Frienster and GMail
contact list.
The message size in a test (see Section 4.3) on average consisted for 66% of useful
data and the rest is overhead created by the bencoding and dictionary format.
Dropping the dictionary values and using an array and a strict order raised that
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Figure 4.2: Social Network of two Peers.

86%. However, to allow the message specification to be extended in the future
and to allow flexibility the dictiories are used in the final design.

4.1.1 Message Exchange

The identity search mechanism continuously runs in the background allowing
other peers to request or update information. Every transaction in the system
is based on one peer sending aBOOTSTRAP SET orBOOTSTRAP GET message.
The system uses the Tribler secure overlay module [40], which makes it possible
to send message to specific PermIDs and register to receive messages. Usage of
the bootstrap system is done in the following cases:

• User insertion of identity mapping

• User request of PermID based on a real life identity

• Continuous spreading of information. Done by gossiping

• Receiving of information

Each of these cases is clarified in the following subsections.

Insertion of identity data

If a user wants to add information to attach to its PermID at least the name of
the service and the value must be provided. The system will attach signatures and
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Figure 4.3: Scheme for adding of an identity.

other meta data. After the data is created and stored in a local database the new in-
formation is announced to friends, friends of friends (FoFs) and superpeers using
theBOOTSTRAP SET message. Figure 4.3 shows this scenario in a diagram.
A peer should only insert mappings that represent his own identity. His P2P iden-
tity is unique by his PermID and corresponding private key. To avoid false inser-
tions pointing to a PermID, and thus making distributed denial of service attacks
possible, a created identity mapping must be signed by the inserting peer. This
signature includes the service and value and because information can be updated
the time of insertion is included in the signature. The signature avoids that peers
can create false mappings pointing to other peers.
Peers can however insert false identities. They can claim tobe the owner of a cer-
tain identity while they are not. Without a trusted source itis impossible to avoid
this. In order to minimize the impact peers should not store multiple values of the
same service for each PermID. Although a identity value can be claimed by mul-
tiple peers it is not possible for a peer to claim multiple identities of the same ser-
vice. For example both Bob and Alice can insert theemail:alice@mail.com
tuple and a request should return both. But if Bob first insertsemail:alice@mail.com
and lateremail:bob@mail.com peers receiving both should discard the old-
est. This way a peer can not claim a lot of identities in order to redirect every
search to him. Peers should however verify mappings before using them as friends
as discussed in Section 4.4.

Request for PermID of real life identity

Users should be able to search for identities of friends. A request or search is
done using the(service, hashedvalue) tuple. The value (for example an email
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Figure 4.4: Scheme for requesting other peers for an identity.

address) is hashed for privacy reasons. This tuple is used tosearch friends, FoFs
and superpeers using theBOOTSTRAP GET message. To increase the efficiency
each request may consist of multiple tuples. Friends are queried immediately. The
load on superpeers should not be too big and a peer can have a huge number of
FoFs. To limit the bandwidth usage and peer load FoF and Superpeer searches
are queued and at a certain interval a number of these searches is send until all
searches are done or a positive result is returned. The scheme for a request is
shown as a diagram in Figure 4.4.
The use of friends and FoFs has the advantage of using social clustering of friends
as a means to find peers. Also friends are likely to be more trusted than random
peers which decreases the impact of malicious clients. Oncea friend is found the
system can send previous unsuccessful requests to this peer. This way an incre-
mental search is done which includes the growing social network. The system can
reach up to four levels in the social network as shown in Figure 4.2.
Upon receiving a request the system looks in its database. Ifa PermID is found
that matches the service and hash, all known mappings of thatPermID are returned
to the requester.

Gossiping

Information is announced during insertion. The information should however also
spread among peers which were not connectable or in the social network at the
moment of insertion. The concept of gossiping is used to slowly spread mappings
around. At a specified regular intervals gossips are send around the social net-
work. A gossip consists of a number of mappings of friends andFoFs from the
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DB DBSave

Send to a peer

Program Start

Figure 4.5: Scheme for gossiping social mappings.

local database. This information is gossiped to random friends, FoFs and super-
peers. Gossiping is an excellent way to distributed slowly changing data such as
mappings as discussed in Section 2.2.2. The social surrounding will know every-
thing from the nearby social layers in time. Figure 4.5 showsthe diagram of this
gossiping.

Receiving of mapping data

Upon receiving of a BOOSTRAP SET message containing information the sys-
tems first checks the integrity of the message and the signature. Second the system
looks whether request were send for this mapping and notifiesthe user if that is
the case. The system saves the message to the local database in the following
cases:

1. The peer is a superpeer. Superpeers store all information

2. Social network:

(a) The sender of the mapping message is a friend or FoF. The peer stores
all information that friends and FoFs are storing.

(b) The message contains mapping information from friends or FoFs. So
that the peers stores all information from the nearby socialnetwork.

In each of these cases the information is only saved if no newer information from
the same PermID and service exist. It is possible that the peer saves information
of the same hash value but this cannot be from the same service-PermID. It is pos-
sible that two identical hash values with different PermIDsexist because people
can insert false information. If this is the case at least oneof the peers is try to fake
its identity. Without verification it is impossible to determine the correct mapping.
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4.1.2 Rate Control

Bandwidth consumption and the load on peers must be low. The mechanism
should create little overhead. In order to control the bandwidth usage peers may
only send messages to other peers once every number of seconds. Also the mes-
sage may contain a maximum number of mappings or request. If the thresholds
at the receiving peer are exceeded messages are dropped. If arequest is launched
by a user and the number of mappings is larger than the threshold the message is
split up and queued.

4.2 Prototype

The basic bootstrap protocol can be used for different real life identities. As part
of this thesis a prototype is implemented in Tribler1. The bootstrap protocol is im-
plemented as a python module called BOOTSTRAPMANAGER. The modules for
extracting the existing social networks are created as similar black boxes. Each
of these modules should have a similar function which accepts the username and
password for an existing account and returns a list of peoplerepresented by ser-
vice, value and optional a name field. As part of this thesis black boxes are created
for the extraction of friends based on contact lists from MSNMessenger Contact
List and Gmail Address book.

4.2.1 MSN

An adapted version of the MSNP package2 is used to connect to an existing MSN
Messenger account and extract contact information. The package connects to the
MSN network and acts as a client. Once the contact list is acquired from the server,
it is returned. In the prototype this is shown as a list which can be searched for on
the Tribler network. Figure 4.6 shows an example of the prototype interface. The
service is calledmsn since these are msn friends.

4.2.2 GMail

To extract the contact list from webmail accounts of gmail weuse the libgmail
module3. This module acts as a interface to connect to the website of gmail.
It allows the extraction of contacts from the contact list. The module had to be
slightly adapted in order to function some new functions of gmail as well. As with

1Tribler branch of version February 16,2006
2http://msnp.sourceforge.net
3http://libgmail.sourceforge.net
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Figure 4.6: Prototype of MSN identity extraction interface.

MSN contact the email addresses are shown in a list and can be searched on the
Tribler network. The contact details are only email addresses and therefore the
service isemail. Figure 4.7 gives an example of the prototype user interface
after an extraction.

Figure 4.7: Gmail identity extraction prototype interface.

4.2.3 Bootstrap Handler

The BOOTSTRAPHANDLER class implements the actual handling of messages
and storing and searching of identities. It implements the mechanisms as dis-
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Figure 4.8: Request to Superpeer on Tribler Network.

cussed in this chapter. The user can insert information of his identity, search for
others and the class gossips identity information around. The class accepts the
messagesBOOTSTRAP GET andBOOTSTRAP SET. Figure 4.8 shows a com-
mand line log output of a search.

4.3 Tests

We tested the system in a small scale test environment. Example output on a
superpeer is shown in figure 4.9. A search resulting in a foundPermID is shown
in figure 4.10 .

We created a fake social network with a superpeer having 400 known PermIDs
with each four identity services. We ran ten instances of a client, which were
all friends. In this test the PermID, IP address and port of friends were known.
Each of the friends insert their (random) values for the fouridentity services.
This information is spread immediate among friends and the superpeer. Each of
the peers also randomly searches 20 of the 1600 (= 400 ∗ 4) possible identity
representations with an interval of ten minutes. After all the test runs each of the
peers knows all its searches.

In order to test whether the superpeer could handle a lot of requests, we also
ran the ten friends constantly sending random requests to the superpeer. After
a message was send another one was send directly hereafter. On the superpeer
rate limits were disabled to allow receiving of all messages. The superpeer could
handle the continues stream of messages and a reply was send on every request.
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Figure 4.9: Example output on peer after recieving GET message.

Figure 4.10: Prototype Pop-up Result of Tribler Network Search and Found Per-
mid.
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4.4 Discussion

The gossiping of information will slowly spread all information. As the infor-
mation is in injected the P2P system it will probably be savedby at least the
superpeers but a lot of other peers might known the information as well. A search
for an identity is very likely to get results if the search value is in the system.
The biggest issue in this solution is that everybody can insert false identities. A
solution could be to introduce a trusted third party. Every user should sign up and
prove its identity to the third party so that searches can be verified. The central
server could sign verified identities and give the signatureto the user. This makes
the user able to prove its claim about his identity. This however requires a central
server and thus has scalability issues. Also the question iswho would run and
be responsible for this server. The owner should be trusted and willing to invest
without any return. Therefore a decentralized verificationsolution is required in a
global social P2P network.
In order to prevent malicious insertion of identity values we use signatures. We
can always confirm that the inserted value is done by the PermID it signed the
values with. The PermID prevents peer spoofing. However a person may fake its
identity. For example Bob may insert a service email with valuealice@mail.com.
The common way (used by MSN, Skype,Hyves) of verifying is to use direct ver-
ification. The final implementation of the bootstrap search should include some
form of direct verification. Our social network however can aid to make a more
efficient social based verification possible.

Direct Verification Direct verification means that the mapping of identity to
PermID is directly verified with the owner of PermID. This could be for example
by mouth or telephone. Most current systems use a form of social challenge-
response. Once a presumed person is found a challenge is sendto that person.
For example a question only that person could know. If that person responds with
the correct answer its identity is considered verified. The users of the system are
responsible for correct verification. For good conclusive verification the challenge
response should be send and replied in both ways between two peers requiring
four messages. This makes the verification process lengthy and complex and it is
therefore also possible to use smaller number of messages. For example Skype
[3] uses only one response message. This makes the responsibility of the end-user
bigger but decreasing complexity of the verification process.

Verification by friend Most social networks have common friends. If some
of the already verified friends have verified common friends we could assume
their identities as already verified. A mapping could include credentials signed
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by our friends that these mappings are correct. Of course thelevel op trust in
this verification must be lower than that of direct verification. This could however
decreases the number of direct verifications dramatically as the social network
grows.
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Chapter 5

IP Discovery

Building the social network, as discussed in Chapter 4, is the first step in creating
a social P2P network. The second step is creating and maintaining Internet data
connections between peers. A data connection must be created between friends in
the network, and thus peers must be able to connect to the current IP address of
their friends. As outlined in Section 2.4.2 connecting to peers is problematic due
to low peer reliability, peer unconnectability, and unstable IP addresses.
Unconnectability is outside the scope of this thesis, but several promising tech-
niques exist to overcome the problem [18]. Online time measurements are avail-
able [21, 39]. These studies conclude that the majority of the peers are unavailable
most of the time. However, to the best of our knowledge no realIP address change
analysis has been done. In order to fill this gap the IP addresschange dynamics of
peers has been studied as part of this thesis and is discussedin this chapter. The
first dataset is based on a BitTorrent community, of which the peers were moni-
tored for about a week. The second dataset is based on four months of observed
data from the bootstrap peers in the Tribler network. Based onthe two datasets
can be concluded that IP address of peers are not very dynamic.
Section 5.1 will first discuss and explain the measurement ona BitTorrent com-
munity and an analysis of the Tribler network in Section 5.2.The results of both
analyses are combined in Section 5.3. Finally, the results of this chapter are dis-
cussed in Section 5.4.

5.1 BitTorrent Community Measurement

The question is how dynamic IP addresses of peers are, how often peers in P2P
networks change their IP address, and how available they are. An analysis should
be done on a P2P system. We wanted to do a measurement on a BitTorrent com-
munity which has identifiable users, because this way users can be tracked across
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From HTML From Peerping

SwarmInfoHash SwarmInfoHash
Nickname

Connectable Internal
Percentage Pieces
Time - Idle Time Of Update
Clientname (Part of) PeerID

IP Port

Table 5.1: Data from HTML Scraper and Peerping module that overlap.

Scraper Tracker Pinger Peer pinger
New Swarm

Get HTML Files Query Tracker Ping Peer

(Re)schedule

Save To Database Save To DatabaseSave To Database

Swarm Alive
Reschedule

New Peer

Peer Alive
Reschedule

Swarm Death Peer Death

Figure 5.1: Scheme of BitTorrent community measurement.

sessions. A measurement has been done on a BitTorrent community (fileporn.
org) with around 90,000 registered users. This closed community has fixed nick-
names with which we can identify people. Statistics of the download behavior of
these users are shown on the website. Statistics are shown for each swarm. On
the other hand the IP addresses are distributed by the tracker. Our first attempt
was to measurefilelist.org, a community with more diverse content, but
the administrators unfortunately removed statistics during the development of our
measurement software.

5.1.1 Measurement Methodology

Given that we would have the IP addresses of nicknames at certain times we could
calculate statistics about changing IP addresses. Unfortunately the system does
not provide these directly for privacy reason. However, since we can also poll in-
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dividual peers for their progress and progress data is also available on the website
we can try to link the data from the website and the peers. Information is received
from three sources: the website HTML scrapes, from tracker request and from
individual peer request (PeerPing). The two sources havingthe overlap in infor-
mation, the nicknames and IP address information are the HTML scrapes and the
peerpings. The overlap in the two sources is shown in Table 5.1
Two pieces of software were used to monitor the HTML pages on the one hand
and the tracker and peers on the other hand. The scheme for this measurement is
shown in Figure 5.1. The HTML page scraper used is an adaptionof the system by
Roozenburg [43]. The scraper downloads the torrent file and pages of individual
swarms and saves the results on average every five minutes, but times may differ
due to resource limitation on the system. Not all information on the HTML files
is important. Most of it are layout,comments or annotations. Although all HTML
files are saved for each swarm, the following information is filtered per user per
scrape moment:

• SwarmInfoHash: unique hash value of the swarm

• Time: time of the HTML scrape

• Nickname: the nickname in the website system

• Connectable: Yes if the peer is connectable and No if it is not

• Percentage: percentage of the completion of the download

• Idle: time since last progress update received from the peer

• ClientName: name and version of the client

The torrents saved by the HTML scraper are input for the Peerping module. The
torrents are equally spread among eight parallel running tracker and peerping
clients. The tracker requester and peerping clients we developed gather informa-
tion based on the torrent files. These clients poll the tracker every 15 minutes for
new peers. Every known peers is also polled every 10 minutes if it is a still down-
loading (leecher). Because seeders do not change value they are only polled every
30 minutes to see whether they are still available. Each timea peer is connected,
an update is requested by the PeerPing client and the following information is
stored in a file per swarm:

• Time: time an update is received from the client

• IP and Port: IP address of peer and the port used by the client
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• Pieces: number of pieces completed

• Internal: I if the peer was ping from the system or E when the connection
originated from the other peer

• PeerID: 20 character self chosen name of peer. First eight characters are a
code for the client name.

After collection of the data the raw data is matched as discussed in Section 5.1.3.

Fubar4004 Yes 100.00% 1d07:53:15 16:22 Azureus/2.4.0.2 1149609549
LordSilent Yes 100.00% 1d00:52:05 21:13 uTorrent/1500 1149609549
77nn77 No 100.00% 16:21:57 20:27 uTorrent/1500 1149609549
maciek82 No 100.00% 6:48:47 7:44 BitComet/0.66 1149609549
SVAMPEN No 100.00% 3d18:32:00 19:27 uTorrent/1500 1149609549
whitelight No 93.26% 1:28:54 0:32 Azureus/2.4.0.2 1149609549
qwerty2r3r No 32.57% 1:02:41 3:35 BitTorrent/4.1.2 1149609549
xip Yes 20.79% 3:49:30 10:41 Azureus/2.4.0.2 1149609549
karelcaca No 12.84% 1:54:38 3:16 BitTorrent/4.1.2 1149609549

Output 1: Example HTML scrape data (nickname, connectable, percentage done,
time, idle, client, and scrape time).

1149544820 87.5.214.61 49177 1409 I -AZ2402-GUCZPdrZr5wR
1149544828 193.77.246.216 81 1409 I -AZ2402-q89g9KhHHQ6o
1149544897 81.228.26.36 59612 1409 I -AZ2402-5ex5ADHouMQz
1149545179 75.10.66.5 55170 1409 I -AZ2402-IILOboA0hp5p
1149560219 212.1.157.98 49153 38 I M4-4-1--75fcedf62121
1149554372 87.5.214.61 49177 1409 I -AZ2402-GUCZPdrZr5wR
1149554550 80.202.215.133 11704 1409 I -BC0061-AsR22eeBsjwq
1149554558 88.108.172.45 41952 1409 I M4-4-1--04df5e442baa
1149554559 84.230.152.223 18760 1409 I -AZ2402-wu1jHaVnGOgz

Output 2: Example peerping data for swarm (time, IP address, port, internal, and
PeerID).

5.1.2 Dataset

The dataset contains seven days of data. Only seven days are available because
the systems bans non-contributing members such as the scraper client used. This
contains information from 796 swarms of the community. The information is
stored in log files. Output 1 shows a small subset of data collected from the
HTML pages. In output 2 some lines of the peer measurement areshown. It must
be noted that the PeerID is something like: ’-AZ2402-q89g9KhHHQ6o’, where
the first eight characters represent the client.
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The dataset may contain wrong information since the information is provided to
the system by users. However, social control is high in the closed community
and malicious users are banned quickly. Since the up and downdata must be in
balance a faulty swarm can easily be identified and false information is low.

5.1.3 Matching HTML Scraper and Peerping

The two sources of information are HTML and peerping. No direct relationship
between the sets exists. It is necessary to connect them. Thematching between
HTML scraper results and peerping results is based on matching of similar data.
For example percentage can be calculated from the number of pieces divided by
the total number of pieces from the torrent file. The matchingis done in three
steps:

1. Inner swarm possibility selection

2. Inter swarm possibility selection

3. Combining inner and inter swarm results and selecting mostlikely results

The matching client scans each swarm and looks for possible peerpings matches
for each nickname in the HTML Scraper data. The client also looks for nicknames
that were in multiple swarms at the same time and for peerpingIP addresses that
were also in the same number of swarms during that time. Thesetwo steps in the
matching both result in possible peerping peers for each nickname. As a third step
the system combines the two results and if possibles choosesa match between the
nickname and peerping peer. It was possible to match on average 43% of the
nicknames to peerid(s) in each swarm. Of the nicknames 4% didhave possible
matches but a clear choice could not be made. On average 63% ofthe nicknames
were unidentifiable because no possibilities existed. Thisis mostly because peers
are seeders all the time or unconnectable due to network restrictions such as fire-
walls. Due to the lack of information, peerping data from these peers can not be
acquired and no link between the sets can be created. Of the unidentifiable nick-
names, 72% was always a seeder or unconnectable. These results are shown in
Table 5.2.

Inner swarm possible matches

The idea of inner swarm matching is to create lists of possible PeerIDs for each
nickname in the system. This is done per swarm. The system does so by tak-
ing two consecutive occurs of a nickname in a swarm from the HTML set. All
possible peerping results that can are in range of the two consecutive occurs are
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Match found 43%
Ambigous matching 4%

No match found 63%, of which 72% was either seeder or unconnectable

Table 5.2: Average percentages matching results per swarm for the BitTorrent
measurement

selected. The systems first takes all peerping results between the time of the two
HTML results. This includes many impossible results. The results are filtered by
client name, percentage and connectability. This selecting is done for every two
consecutive measures. The time between two occurs in the HTML set is five min-
utes. This is quite short since peers are only polled every 15minutes. Therefore,
if no results are found the five minute window is widened. Instead of taking two
direct consecutive occurs the system can take three or more consecutive occurs
and take the outer two as boundaries. The pseudo algorithm ofthis selection for
each individual swarm is shown in Algorithm 1.

Algorithm 1 Inner Swarm
HtmlPeers := Read()
PeerpingPeers := Read()
for all pp IN PeerpingPeersdo

if PP with similar IP,Port,Client,Increasing Percentage Donethen
MERGE

end if
end for
for all TP IN HtmlPeersdo

occurs := TP.data
window=0
while Not found possiblesdo

window =+ 1
for all Tn,Tm IN occurs SUCH THATTm = Tn+window do

PossibleTemp :={Peerpingpeer(s)‖Swarm, Tm ≤ Tpeerping ≤ Tn}
PossibleTemp := Filter(PossibleTemp,%Tm ≤ %Peerping ≤ %Tn)
PossibleTemp := Filter(PossibleTemp,TPClient ≡ PeerP ingClient)
PossibleTemp := Filter(PossibleTemp,Connectable ∨ (Unconnectable ∧
external))
Possibles :=Possibles ∩ PossibleTemp

end for
end while
TP.InternalPossibles = Possibles

end for
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Inter swarm possible matches

Since some peers download from multiple swarms at the same time these peers
must occur in both HTML and peerping data. The system sweeps over all the
HTML files in order to find these multiple swarm users and savesthe information
of each occur of a nickname and its timing. It also counts different amounts of
overlaps and the timing. A peer may for example be in five swarms during one
period and in only three during an other period. The results are also filtered for
matching percentages, connectability and client names.
Overlaps can be found on multiple levels, the user can be in more than two swarms
at the same time. Because overlap on low levels a common and a lot of peers have
similar low level overlaps a selection is done. Criteria for saving the overlaps are:

1. If only one overlapping IP address with PeerIDs found

2. If minimal five level overlaps save all overlaps from levelfive and higher.
This is because the results showed that overlap levels up to 3-4 is still high
with a lot of different IP addresses at the same time and therefore not likely.
Starting from level five overlap not much collisions occur.

3. Minimal level three and the most occurring overlap overall is also the only
overlap in the maximal level overlap

4. Minimal level three and more than one overlap in highest level and only one
in highest overlaps. If the highest overlap is most in highest level use it.

Combining Inter and Inner swarm matches

For each swarm the most likely matches between PeerPing and nicknames are
saved. This is based on inner swarm and inter swarm possibilities. All nicknames
of a swarm are put in a queue and the system checks for the most likely matches
of each nickname based on the following criteria:

1. Inter - Inner swarm match:

(a) If only one (same) match in both inner and inner match.

(b) Intersection of inner and inter swarm possibilities gives one result

(c) Maximum match in inner swarm is also in inter swarm match

2. checkOneMatch: Find nickname with only one possible peerping and that
possibility has been identified at minimal two occurrences.
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3. checkMoreMatch: If the most occuring match is at least twice as much as
the second most. And that possibility has been identified at minimal two
occurrences.

4. removeZeroMatchResults: Remove nicknames that do not haveany possi-
ble match and mark those as ’Unidentifiable’

If a match is found the match is saved, the nickname is removedfrom the queue
and the peerid is remove from all other possibility lists. The system sweeps over
all nicknames multiple times until no more resolves are done. This process is
repeated for every swarm. This results in a list of PeerIDs, including IP addresses
used by thoses peerids, for each nickname. From these results a list of time, IP
address and port at which a nickname is seen can be created, which are discussed
in Section 5.3.

1160352436.415 82.157.141.59 6881
1160367186.879 82.157.141.59 6881
1161085908.742 82.157.141.59 6881
1161104614.420 82.157.141.59 6881
1161123541.294 82.157.141.59 6881
1161138517.617 82.157.141.59 6881
1161158705.957 82.157.141.59 6881
1161173262.847 82.157.141.59 6881
1161188092.717 82.157.141.59 6881

Output 3: Tribler data containing timing and IP address data for a PermID

5.2 Tribler Analysis

The BitTorrent measurement, as discussed in the previous section, is the first
source of IP address change data. The second source is from the users of the
Tribler system. The Tribler system uses bootstrap peers to enable new users to
quickly be able to use the system. From data of the bootstrap peers, we observed
the IP address and PermID data of users in the Tribler network. PermIDs are fixed
for an installation of the Tribler client and PermIDs are also unique. Thus, because
the data shows information for each PermID it is possible to extract the different
IP addresses of a PermID and thus of a user. Output 3 shows someexample data.
During creation of the results it was clear that some people run multiple instances
of the client at the same time with the same PermID but from different IP ad-
dresses. This probably caused by copying the installation to multiple computers.
Because the goal of the analysis is to see changes of IP addressfor one client this
kind of behavior blurs the data. These peers are also filteredfrom the results. If
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Figure 5.2: New arrival of PermIDs and active PermIDs in the Tribler network.

a peer switches back and forth a number of times between IP addresses within a
short amount of time it is very likely that the user runs multiple instances.
Figure 5.2 shows the number of active PermIDs and new arrivals on the Tribler
network. Showing almost an continuous measurement for41

2
month. The graph

shows some peaks and a gap. The peak around May 2th is due to Tribler press
coverage. The gap in both graphs is caused by a bootstrap peercrash on May 18th.
The strange increase after the server crash comes to together with the hosting of
an open source movie ”Elephants Dream”1 by Tribler. This probably caused an
increase in users of Tribler.

5.3 Results

Both the BitTorrent community measurement and the Tribler analysis provide
similar lists that contain IP address and timing information per identifiable peers.
From these lists information about the dynamics of IP addresses of peers can be
extracted or calculated. The results of IP address change behavior are shown in
the next subsection. From the BitTorrent community measurement it is also pos-
sible to extract availability and connectability data, which are briefly discussed as
well.

1Elephants Dream: http://orange.blender.org/
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Figure 5.3: Number of Peers with number of IP addresses. The left figure shows
the Tribler network, the right figure the BitTorrent CommunityNetwork. The
lines are Bezier approximations of the data points.
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Tribler BitTorrent Community

Single IP address 36830(90.7%) 7545(84.4%)
Two IP addresses 2327(5.7%) 909(10.2%)
3-4 IP addresses 818(2.0%) 339(3.8%)
5-10 IP addresses 440(1.1%) 122(1.4%)
11+ IP addresses 191(0,5%) 20(0.2%)

Table 5.3: Number op IP addresses used by peers in Tribler andBitTorrent com-
munity.

5.3.1 IP Changes

The goal of the research done for this chapter has been to determine the IP address
dynamics of peers in a P2P network. From the results can be seen that IP addresses
of peers are not very dynamic. In both Tribler and the BitTorrent community most
people in the network use only one IP address. Figure 5.3 shows the percentage
of users that use a certain number of IP addresses in the Tribler network and the
BitTorrent community. In the Tribler network 91% of the usersonly have one
IP address during their time using the client. The vertical axis is on a logaritmic
scale because the number of user using more IP address drops very quickly. The
percentages drops to 6% of the users having two IP address andless than 2% of
the users use more than five addresses. The Figure also shows the same for the
BitTorrent measurement, in which 84 % of the peers only uses one IP address.
In the BitTorrent community also only 2% of the peers uses morethan five IP
addresses. The percentages are shown in Table 5.3.
Figure 5.4 shows both datasets in one figure, which shows remarkable similarity
between the two sets on the number of IP numbers per users. Bothlines follow
roughly the same trend. The resemblance of the two independent datasets con-
firms the validity of the analysis. Only in the end the lines get a bit different, but
this is due to the fact that the Tribler dataset has more users.
Thus only small percentage of the users could be a potential problem due to chang-
ing IP address. The number of users with many IP addresses is very low, although
it must be noted that some peers come online with a different IP address almost
each time and some peers use a lot of IP addresses.
Peers might not use their P2P client all the time, and therefore IP address (switch)
data is only from observed sessions of the P2P clients. Respectively 9% and 16%
of the users of Tribler and BitTorrent community are seen withmultiple IP ad-
dresses. Please note that this does not say anything about the amount of observed
switches. Figure 5.5 and Figure 5.6 show the amount of switches of the peers
that use at least two IP addresses. On the horizontal axis arethe number of IP
addresses and on vertical axis the number op changes that peers have. Almost ev-
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Figure 5.5: Number of IP address changes versus the number ofIP addresses in
the Tribler Network.
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Figure 5.6: Number of IP address changes versus the number ofIP addresses in
the BitTorrent Community.
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ery peer which uses 25 IP addresses or more in both datasets use an equal number
of changes of IP address. Thus, peers that have a lot of IP addresses tend to ac-
quire a new IP address every switch. On the other hand peers inthe lower region
have a lot more changes than the number of IP addresses and thus they change
between IP address from a small pool of addresses. A strange difference between
both datasets is the amount of changes in the BitTorrent dataset. The peers in the
BitTorrent community change back and forth a lot more often than peers in Tri-
bler. This could point out that some of the matching on the BitTorrent community
contains a small amount of pollution.
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Figure 5.7: Average time between IP address changes of peersin the Tribler Net-
work. The first 36830 peers have no change in IP address and arenot shown.

The average amount of time that the peers are observed with one IP address before
changing to an other IP address are shown in Figure 5.7 for Tribler and in Figure
5.8 for the BitTorrent community. It shows the average time between the moment
a peers is observed with an IP address for the first time until it is observed with
an other IP address. All the peers with IP address changes areshown and are
sorted on the horizontal axis by the number of IP changes. Theaverage time
between switches in the Tribler graph is 288556 seconds, around 80 hours. In the
BitTorrent network it is on average 10 hours. Thus even peers that do change, on
average do not change very fast, which makes it easier for a social P2P network
to find a changing IP address. However some peers switch between IP address
after a short amount of time, as is also confirmed by Figure 5.9, which shows the
minimal change times of peers in both datasets. This figure shows that some of

53



 1

 10

 100

 1000

 10000

 100000

 1e+06

 1e+07

 7200  7400  7600  7800  8000  8200  8400  8600  8800

T
im

e 
be

tw
ee

n 
IP

 C
ha

ng
es

 -
 s

ec
on

ds

Peer, sorted by number of changes

First 7545 peers
have no IP
address changes

Figure 5.8: Average time between IP address changes of peersin the BitTorrent
community network. The first 7545 peers have no change in IP address and are
not shown.
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Figure 5.9: Minimal time between IP address changes per peer. The left figure is
in the Tribler Network, the right figure in the BitTorrent community. The peers
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the often switching peers could potentially change their IPaddress after a couple
of minutes or even quicker.
For the social look up of changing IP addresses it would be interesting to see what
the chance is that a peer is connectable or unconnectable at aprevious IP address.
Such numbers could be used to predict the chance that a connect to a peer will fail
or succeed due to an IP address change. In a social P2P networkthe same users
are connected over and over again. Therefore it is especially interesting to able
to have knowledge about the probability distribution of an IP address change of
a peer that has been seen with the same IP address multiple times. The graph in
Figure 5.10 gives for both Tribler and the BitTorrent community the percentage
of peers that had a different IP address at timetn+1, given that they have had the
same IP addressn times. The chance that a peer will have changed its IP address
are quite small. For example, if a peer has only been seen once, the chance it has
a different IP address the next time is 9.5%. However, if the peer has been seen
at the same IP twice this percentage already drops to a mere 0.80%. The graphs
do not exactly follow the same trend, as with the number of IP addresses, but in
both graphs a drop is fast. Also in both datasets, after the inital drop, the line
starts to climb a bit again. A possible explanation is that some peers may keep
their IP address for a short time, but in the long run a change is likelier to occur.
For example a DHCP2 lease may expire. Figure 5.11 show the individual graphs
of the two data sets. It is quite striking that both datasets have a similar climb.
Also in both datasets the minimim of the datapoints is almostthe same; in both
BitTorrent and Tribler it is around 21. To calculate the figurewe used an interval
of an hour, which could point to a change after around one day,thus be caused by
peers returning a next day. We studied the effect of changes to this interval, which
is not shown here. But, changing the interval does not change the form of the
figure much and only moves the minimum point of the graphs to lower number a
bit.

5.3.2 Availability and Connectability

The previous section shows that on average the IP address of peers are mostly
static. Although already a lot of research has been done regarding the online
time of peers in P2P networks [21, 39] the BitTorrent community measurement
contains data on availability. Results from that data, presented here, can verify
the claim that peers are highly unavailable. We extract fromthe log files for each
peer its status, being either online or offline, during the measurement. The log
files have an interval of five minutes and thus the status can bedetermined with a
threshold of five minutes. Figure 5.12 shows the percentage of the total time that

2Dynamic Host Configuration Protocol
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Figure 5.10: Chance of a peer returning with a different IP address if encountered
for a number of consecutive times for both the Tribler and theBitTorrent Commu-
nity network. (Only counts> 3600 minutes. The lines are Bezier approximations
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each peers was online. The figure gives the distribution of online time.
The data shows confirms earlier findings that most peers are not online all the time
and in fact the majority of the peers are most of the time offline. In the figure the
most reliable peers are on the left, which shows that only 1.3% of the peers is
available more than 99% of the time and 10.1% of the peers is less than 1% of the
time using the system. During the measurement a peer was on average 33.3% of
the time connected to BitTorrent community.
Connectability is not researched here but it is also available in the statistics of the
BitTorrent community. 61% of the peers were always connectable. So a 4 out
of 10 peers were at leasts once not connectable. Such a low connectability could
lead to a lot of problems in connecting to a peer.
Thus connecting to a random known peer has a very high chance that the peer is
either unconnectable or unavailable.
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Figure 5.12: Percentage of the time users are online in the BitTorrent community.

5.4 Discussion

The Tribler analysis gives a good analysis of the dynamics ofpeers. Peers are
identifiable by PermID. Peers can not forge their PermID and therefore no am-
biguous data about the addresses can be in the dataset. However the measurement
is on a fairly new network. Figure 5.2 shows that a lot of people only use the
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client once or twice. This is probably because people only try the new client, es-
pecially after media attention. Also Tribler at this momentdoes not really exploit
social control. The BitTorrent community does use social control and a lot of peo-
ple are using the system continuously. It must be noted however that some users
maybe running their client while using other trackers. In contrast to the Tribler
network IP addresses are not directly linked to identifiablepeers. In order to cre-
ate these links the best possibilities were selected, as discussed in Section 5.1.3.
Some faulty links may be presumed, and thus some of the final data used for the
result might be ambiguous. Reviewing the data of the previoussection shows that
the independent datasets show much likeness, which is a confirmation that the
BitTorrent measurement and matching process has been quite accurate. Although
some extreme values are in Figure 5.6 on the whole the resultsare very similar
and are likely to be correct. The combination of the two independent datasets and
the similarity also strengthens the credibility of the conclusions.
The research in this chapter has been done as part of the IP discovery problem, as
the third step required in creating a social P2P overlay network, as discussed in
Section 3.2.3 and shown in Figure 3.2. A mechanism is required in a social P2P
system to be able to find the current IP address of peers is required. Although the
percentage of peers using multiple IP addresses is low some peers change address.
It is important to notice that most peers actually only switch between a pool of IP
address, therefore saving the last known couple of addresses of a peer can aid in
rediscover the peer. Furthermore, in most cases peers do notchange IP addresses
in short time. Thus IP numbers are slow changing data and a good candidate of
spreading the changes would be gossiping in the social network. Implementing a
gossip mechanism which updates peers in the social network upon an IP address
change is very likely to succeed in updating changes. Peers should announce their
new address to all online peers in their social network as soon as a change occurs,
and continue to spread IP addresses of itself and others around the social network.
Up to a number of levels of FoFs, the complete social network of a peer can be
kept up to date with latest addresses with only a small overhead in bandwidth
since spreading the address can be done quite slowly. As discussed in Section
2.2.2 a network of thousands of friends and FoFs can be up to date in a couple of
hours. Given that a social network feature is available in the system that provides
exchanges of friends list, it would be easy to calculate common friends or common
FoFs. Peers should always spread updates of their addresses. So in case a peer can
not be connected at the latest known IP address, the friends and FoFs of the peer
can be queried for updates. If any of these peers was online the last time the peer
was online or it received a gossip, the new address can be acquired. For example
in the relative small social network of Figure 3.1 consider aconnect must be made
to peer B by peer A, and B changed its address since the last connect. The latest
address can be request from friends of peer B, the peers C, E, F, Nand O. Each

58



peer could gossip address of friends and FoFs to all his friends and FoF, and thus
spreading the information across four levels in the social network. If the update
has been gossiped around, all the peers in this network couldhave the information,
even if peer A did not forward anything. For example peer J andK could get the
information from FoF I of B and peer D could get it from friend Ior FoFs M, C
and E. The chance that at least one of the peers is available ishigh. This way peer
A is likely to acquire the new address of B.
Although peers may not change IP address very fast the previous section showed
that the chance is high that a peer is unavailable or unconnectable. Results on
availability on regular networks will probably be even lower because the BitTor-
rent community only gives access to peers that contribute. The community thus
has a strong incentive for peers to stay online. The high chance of unavailability
and unconnectability could mean that a peer sending an update or gossip of IP
addresses has a high chance of failure. The unavailability and unconnectability
are much more of a problem than IP address dynamics, and the effectiveness of
the gossiping solution could decrease due to unavailability and unconnectability.
A lot of research is done to overcome unconnectability due tofirewalls or Net-
work Address Translation boxes, such as firewall puncturing[18] and UPnP3.
More research should be done and a system should use methods to overcome un-
connectability. Also instead of using a push gossip method,peers may also use a
pull gossip method [34]. Unconnectable peers may be unable to receive, but can
pull the information from connectable peers.
Unavailability can not be solved by technical mechanisms since it is the user who
shuts down a computer or P2P client. However, incentives could increase the will-
ingness of users to stay online. A social network could deliver good incentives,
since social control is high and people tend to be altruistictowards friends.

3Universal Plug and Play: http://www.upnp.org
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Chapter 6

Conclusions and Future Work

In this thesis we have presented a solution to the problem of creating an overlay
network based on real social networks. Two main problems have been discussed.
The first is the social network discovery problem, which deals with the creation
of the social network and finding friends. The second part is the determination
of the IP addresses of peers in the social network, which is required to create and
maintain connections between peers in the social P2P network.

In order to solve the social network discovery problem, we have designed and
implemented a module for Tribler which allows the users to search for people,
known to them, using social identifiers such as email addresses or telephone num-
bers. The user can search for an identity mapping from a real-life identifier to a
so-called PermID. In order to decrease the complexity for the user, input of this
module can be from existing social networks. Two examples have been built for
MSN Messenger and GMail contact lists. A small test has been carried out.

In order to find the IP addresses of people in the social network, we have proposed
to use the social network. Using social connections will only succeed if a peer is
able to connect to at least some peers in the network. Whether apeer is reach-
able is based on the availability, connectability, and IP address dynamics of peers.
Connectability is outside the scope of this thesis. Availability has already been
researched. In order to research the IP address dynamics of peers, a BitTorrent
community and the Tribler network have been analyzed.

This chapter gives our conclusions with regard to these two main problems in
Section 6.1. Some recommendations for future research and improvements are
given in Section 6.2.
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6.1 Conclusions

Based on the results of our research in social network discovery research, we can
state the following conclusions:

1. Gossiping will spread the local knowledge of identities to all peers in the
social network, which creates distributed knowledge of identity mappings.
Because of the limited bandwidth usage per client and the relatively limited
number of users in the social network of each peer, this method is very
efficient and scalable.

2. Identity mappings are spread around the social network. If already con-
nected to a social network, common friends are likely to havethe identity
information. This will aid the scalability of the system. Using superpeers
as backups for information exchange makes the network operate even if no
social network has been built or no common friends exist.

Based on the IP address dynamics analysis, we can state the following conclu-
sions:

1. Most of the peers only have one IP address, and if a peer is seen with the
same IP address a couple of times, the chance that a IP addresschange
will occur is slim. This will make rediscovering peers easy using a social
network. The chance that multiple peers change IP address isextremely
low, making it possible to look up IP addresses through the social network
as long as the social network is reasonably large.

2. The social network is known and every peer announces its IPaddress to
friends and FoFs. Therefore a peer can calculate for each of its friends to
which peers IP addresses have been announced. In case of an unconnectable
peer a lookup can be very specific. This creates a small numberof lookups
and makes this method scalable and efficient.

3. The social network also creates a high level of trust so, even though a IP
announce should be signed, a denial of service attack is unlikely since the
announce is done in the social surroundings of the peer.

4. Most peers are unavailable most of the time, which proves to be much more
of a challenge than the dynamics of IP addresses. However, unavailability
does not impact the building of the social network connection.
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6.2 Future Work

Finally, we present some possible future research for social P2P overlay networks
and some technical improvements:

1. Although a user can search the network, and is sure that thevalues inserted
are in fact inserted by the owner of the PermID, users can insert false data.
A confirmation mechanism should be implemented before peerscan fully
acknowledge other peers as their friend. Further research into this subject
is required to make the mechanism less vulnerable to attacks.

2. Gossiping is a good mechanism to spread slow changing information, es-
pecially combined with semantic routing or social networks. It would be
useful to research the possibility of one gossip mechanism to support mul-
tiple types of information. This could lead to an integration with buddy-
cast [40] and other (social) gossip methods in Tribler. Gossiping should be
researched in more depth to create a more advanced gossip method.

3. Our current social network discovery mechanism has been tested on a very
limited scale; it should be emulated or tested in a social P2Psystem.

4. The results from the IP dynamics analysis can be used to implement an
address discovery mechanism. This has to be implemented andtested. The
data acquired from both Tribler and the BitTorrent communitycan be used
to run an emulation or simulation. This could prove in more detail that the
social network can resolve the IP discovery problem.

5. The IP discovery is very likely to succeed in finding a peer that has changed
IP address and is online. However, knowledge of unconnectable or unavail-
able peers should be considered as well to improve efficiencyand perfor-
mance. More specific research could combine data about connectability,
availability and IP dynamics.
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Appendix A

Identity BootStrap Message
Specification

The two new message are a request (GET) message and a store (SET) message.
The SET message forwards information to other peers. It can consists of map-
pings for a number of peers. The GET message can request certain hashes of
information and optionally also request all information ofpermanent identifiers.
TheBOOTSTRAP GET message is a dictionary containing the following key and
values

• ’permid’ is the permanent identifier of the requester of the search

• ’searches’ is an array of dictionaries containing:

– ’service’ the textual representation of the service. For example email
or msn

– ’hash’ is the sha hash value of the concatenation of the service and the
original value. For example hash(email:me@mail.com)

• ’permids’ (optional). Array of permanent identifiers. Allows the requester
to pull mapping values of the given PermIDs.

TheBOOTSTRAP SET message is an array containing dictionaries with the fol-
lowing key and values:

• Array:

– ’permid’ the PermID that is mapped.

– ’mappings’ is an array of mappings of the PermID:
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∗ ’service’ the textual representation of the service. For example
email or msn

∗ ’hash’ is the sha hash value of the concatenation of the service
and the original value. For example hash(email:me@mail.com)

∗ ’insertion’ integer time of the moment the value was inserted by
the original PermID in seconds after 1-1-1970 GMT

∗ ’signature’ the ECC signature of the hash of a concatenated string
’service + BASE64 of hash + time of insertion’. The signature
consist of an tuple of the two signature values of an ECC signature

∗ ’mapping’ (optional) The non hashed value of the mapping. Can
be omitted too ensure privacy

∗ ’ip’ a dictionary containing address information of the peer

· ’ipport’ tuple of the IP address and port number

· ’last seen’ time the IP address was inserted

· ’signature’ the ECC signature of the hash of string represen-
tation of tuple(ip,port,lastseen)

Since it is an array it can hold mappings of more than one permid.
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