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Abstract

Most research in mobile ad hoc networks has been de-
voted to routing protocols since they are fundamental to the
technology. Performance analyses of these protocols have
shown advantages and disadvantages and the effectiveness
usually depends on the type of application or environment
they are meant to run on. Lately, some studies have also
included the performance of transport level protocols over
ad hoc networks, in particular TCP. However, these studies
provide general insights about the performance of TCP over
these networks but no specific application is associated with
them. In this paper we study the performance of the most
important TCP versions and ad hoc routing protocols in a
closed environment simulating a very likely scenario such
as a classroom, conference room, or the like and show that
due to the static nature of the setting these types of networks
are a good solution, in particular when TCP Reno and DSR
routing protocols are combined.

I. Introduction
Ad hoc wireless networks have been proposed as the net-

working solution for those situations where the network set
up time is a major constraint and/or a networking infrastruc-
ture is either not available or not desirable. Ad hoc networks
allow mobile devices to exchange information using their
wireless interfaces without the need of the fixed infrastruc-
ture and the attached specialized devices commonly found
in wired networks such as routers, switches, gateways, etc.
As a result, every device in an ad hoc wireless network can
take the role of an end system, a server, a router, gateway,
etc., or all of them at the same time.

One of the most important functions in ad hoc networks is
routing. Performing the routing function in an environment
where the routers move and run on batteries is very chal-
lenging. Mobility makes good routes now to break some
time later or not to be optimal anymore. In addition, mobile
devices run on batteries and can’t afford to have a routing
function that consumes a big portion of the energy. This is
perhaps why most research on ad hoc wireless networks has
focused on developing efficient routing protocols. Nowa-
days several standard routing protocols for ad hoc networks
exist [3], [15], [14], [12] and performance evaluations com-
paring them have shown the advantages and disadvantages
of each one [4].

Once the ad hoc network is up and running using a par-
ticular routing protocol, the next step is to assess the perfor-

mance of the transport layer protocols. We are particularly
interested in the performance of TCP and UDP as they are
the transport layer protocols we commonly use in wired net-
works. The performance of TCP over wireless networks has
been studied extensively and the main problems and issues
are well known and have already been addressed. However,
TCP confronts new issues and problems when running over
ad hoc wireless networks and performance evaluations are
not widely available. Only a few studies have considered
transport protocols like TCP in their performance evalua-
tions over ad hoc networks [7], [8] and few studies have
proposed improvements [10], [5]. It is expected that the
performance of TCP will be affected considerably in ad hoc
networks not only due to the effects of the wireless environ-
ment but also due to specific issues only found in ad hoc
networks like mobility, routing, and energy. Even less re-
search work has been done on UDP and the effects of run-
ning UDP traffic on power consumption and network per-
formance when mixed with TCP. We expect to find a worse
TCP-friendliness problem in ad hoc networks. However,
these issues are not considered in this paper.

Two main problems commonly found in the available per-
formance analyses of TCP over wireless ad hoc networks
are lack of completeness and generalization. Available per-
formance evaluations usually analyze the performance of a
specific TCP version using the different routing protocols
available. Or vice versa, all TCP versions over a specific
routing protocol. Another important factor is the network
scenario these protocols are meant to work on. So far, gen-
eral scenarios with random mobility patterns have been ana-
lyzed but not many studies have focused on finding the best
combination of ad hoc routing protocol and TCP version
for a particular setting. In this paper we address these two
aspects, analyzing the performance of the most important
TCP versions and ad hoc routing protocols over a static ad
hoc wireless network that we consider as a very likely sce-
nario: a room where the participants are meant to do some
collaborative work of some sort, such as a classroom, a con-
ference, or a business meeting in a hotel room.

The rest of the paper is organized as follows. Next section
briefly describes the related literature in routing protocols,
TCP versions, and performance of TCP over ad hoc net-
works. Section III describes our specific environment and
simulation settings. In Section IV we present our simula-
tion results and in Section V, we present our conclusions
and directions for additional research.



II. Related Work
In this section, we briefly describe the functionality and

most important characteristics of the most relevant ad hoc
routing protocols and TCP versions and the current perfor-
mance evaluations. In particular, we consider DSDV, DSR,
and AODV ad hoc routing protocols and TCP Tahoe, Reno,
New Reno, and SACK versions.

Ad hoc routing protocols can be classified as reactive and
proactive. Reactive routing protocols find routes only when
needed while proactive ones always try to maintain valid
routes in their routing tables. It can be easily seen that an
important tradeoff exists in terms of performance and power
consumption. In general, reactive protocols tend to con-
sume less power at the expense of having not valid infor-
mation in their routing tables. On the other hand, proactive
protocols incur in a higher overhead to keep their routing
tables up to date, consuming more energy. However, this is
not the whole story as having valid routes all the time could
translate in having to send fewer packets to complete the
required transactions.

Several routing protocols have been developed for ad
hoc networks. The Destination-Sequenced Distance Vec-
tor (DSDV) protocol was introduced in [15]. DSDV is a
distance vector routing protocol that requires each node to
advertise to its neighbors its whole routing table, including
the next hop information to reach all other destinations in
the network. DSDV sends updates periodically (proactive)
or in the event of a link change and use sequence numbers in
order to use the most recent information. Dynamic Source
Routing (DSR) [3] is a reactive routing protocol based on
source routing, so packets leave the source node with the
complete route in their headers. DSR relies on a flooding
route discovery mechanism to find out appropriate routes,
and a route maintenance mechanism to know whether ex-
isting routes can still be used. The main advantage of DSR
over DSDV is that intermediate nodes don’t need to main-
tain routing tables. DSR doesn’t need to send routing ta-
ble updates periodically but need to implement a controlled
flooding mechanism instead. Temporally-Ordered Routing
Algorithm (TORA) [12] uses a controlled flooding mecha-
nism to discover multiple routes from a source to a destina-
tion on a demand basis. In order to reduce overhead, TORA
sometimes utilizes sub-optimal paths instead of triggering
a new flooding procedure. Ad Hoc On-Demand Distance
Vector (AODV) [14] is a source routing protocol based on
DSDV and DSR. It utilizes the sequence numbers of DSDV
and the on-demand route discovery and maintenance mech-
anisms of DSR.

In [4], a thorough performance evaluation of DSR,
DSDV, AODV and TORA is presented analyzing the per-
centage of packets received and the routing overhead in re-
lation to the pause time, or the time the mobile user is not
moving before taking a new direction. They analyze the
four routing protocols using different values of pause times,
from continuous movement to no motion at all. One of the
main conclusions and the one most related to our study is

that DSR is the protocol that under no movement provides
the highest percentage of packets delivered and the low-
est routing overhead. These results are somehow expected
because DSR, as a source routing protocol, doesn’t need
routing updates if nodes don’t move and connections don’t
break. In addition, source routing is very effective if a valid
route is available all the time. In the same paper, the authors
show that TORA is the worst performing routing protocol in
terms of overhead (over all pause times considered) and per-
centage of packets delivered (from medium to large pause
times). These are the main reasons why we didn’t include
TORA in our performance evaluations.

Since its initial design, TCP has suffered many modifica-
tions, which have caused different versions to appear. The
first version is TCP Tahoe introduced in 1990 [9]. In TCP
Tahoe, the known slow start, congestion avoidance, and fast
retransmit mechanisms are included. All these new mecha-
nisms not only improve TCP’s performance but also are re-
sponsible of the stability of the Internet. They are meant to
probe the network slowly and reduce the sending rate drasti-
cally in the event of congestion. The fast retransmit mecha-
nism allows for the retransmission of a missing packet faster
and it is activated after the reception of three duplicate ac-
knowledgements for the same TCP segment. TCP Reno in-
cludes two main additions, the fast recovery mechanism and
the window inflation/deflation mechanism. The fast recov-
ery mechanism is activated after fast retransmit and doesn’t
reduce the congestion window to one but only to half its cur-
rent value. The reception of three duplicate acknowledge-
ments is an indication that the network is not heavily con-
gested, therefore TCP throughput can be improved not re-
ducing the congestion window so drastically. The inflation
and deflation mechanism allows TCP to continue sending
new segments during the fast retransmit/fast recovery phase,
avoiding timeouts. TCP New Reno was introduced to avoid
timeouts in the case of multiple segments lost from the same
window by staying in the fast retransmit/fast recovery phase
until all the segments are correctly received. TCP SACK re-
cuperates all segments lost from the current window faster
than TCP NewReno by having specific information about
the packets in flight and the ones correctly received. Other
TCP versions have been published but not widely imple-
mented as they are in research stages yet or are more specific
for certain environments [16], [1], [17], [13], [2]. These
TCP versions are not considered in this paper.

Not many performance studies of transport layer proto-
cols over ad hoc networks exist. In [7], the authors rather
focus on the interactions between TCP and different MAC
layer protocols. They don’t investigate the performance of
different TCP versions over available ad hoc routing pro-
tocols but instead vary the MAC layer protocol. In [8] the
authors investigate the throughput of TCP connections as a
function of the node mobility and find that the throughput
decreases considerably because of TCP’s inability to differ-
entiate between network congestion and link failures. The
authors show that the inclusion of the Explicit Link Fail-
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ure Notification (ELFN) mechanism improves TCP perfor-
mance considerably. However, the study is restricted to
DSR and TCP Reno. Ad Hoc TCP (ATCP [10]) introduces
a thin layer between IP and TCP that receives network in-
formation in the form of Explicit Congestion Notification
(ECN) messages and ICMP messages to control the behav-
ior of TCP. Depending upon the received message, ATCP
put TCP into persistent state, congestion control state, or
retransmit state. However, the emphasis is on ATCP and its
comparison against TCP and not TCP versions under differ-
ent ad hoc routing algorithms.

III. Simulation Environment
In this section we describe our simulation environment

and settings. Figure 1 shows a typical classroom, a 9x11
Mts. area with five rows of desks each with capacity to
seat eight students. At the front is the professor desk with
a wired connection to the school network. We assume that
not all students have laptops and used a 4:1 ratio; only ten
students and the professor will be connected by means of
the ad hoc network. We also assume that once the network
is set up users don’t move until the end of the lecture.

We utilize the ns-2 simulator [11] and present simula-
tion results focusing on two main performance metrics, TCP
throughput and energy level. Simulations are run for a total
of 500 seconds each. The mobility pattern is static; there-
fore once the initial position of the nodes is set no further
node motion is allowed. In terms of energy, the initial en-
ergy for all nodes is set to 200 Joules, which is a realistic
value taken from the specifications of a Li-ion rechargeable
battery of a popular laptop. The battery is drained 0.5 Watts
for every received packet and 0.3 Watts for every transmit-
ted one. Packet sizes are limited to 512 bytes and acknowl-
edgements are 40 bytes long. As mentioned in Section II,
the same experiment will be performed making all possible
combinations between TCP Tahoe, Reno, New Reno and

SACK, and DSDV, DSR, and AODV so we can say which
TCP version and routing protocol is the best combination
for this environment. All the scripts used to run the simula-
tions can be found at http://www.csee.usf.edu/˜labrador.

We consider several types of TCP connections and trans-
missions during the lecture time but the traffic in the net-
work is introduced in a controlled manner so that we can
assess the performance of the TCP connections under three
different network conditions: low, medium, and high loads.
The most important connections are the file transfers that
the students perform to the Internet during the class time
using the professor node as the main router. These connec-
tions allow us to vary the network load to the required level,
as they are scheduled in the following order: Node number
1 (student 1) begins a file transfer connection at t=25 sec-
onds that last for 250 seconds. Student number two begins
its transmission 25 seconds later and last 250 seconds. The
same pattern is repeated until the last student begins his/her
transmission at 250 seconds and ends at 500 seconds (sim-
ulation end time). The result of this traffic pattern is the
staircase pattern shown in Figure 2 showing the number of
concurrent FTP connections to the Internet. Also, at time 5
seconds and until the simulation end time, all students es-
tablish file transfer connections to all other students. This
is a mesh-type of situation created to establish kind of con-
stant background traffic in the network. Each student trans-
mission is generated using an exponential distribution with
mean values of 0.2 and 0.8 seconds of duration for the trans-
mission and quite time (ON and OFF mean times). During
the ON time, the file transfer generates data at 64Kbps. Fi-
nally, the professor makes three file transfers to all the stu-
dents during the lecture. At the beginning of the class, the
professor transfers the lecture notes to all students. A simi-
lar file is transferred in the middle of the lecture, and another
file is sent towards the end of the class. From Figure 2 it can
be seen that the first file transfer occurs when the network
is lightly loaded as there is a maximum of three concurrent
FTP connections to the Internet; the second transfer occurs
when the network is heavily loaded as there are 8, 9, or 10
simultaneous connections; finally, during the third transfer
the network is moderately loaded having 4, 5, or 6 concur-
rent connections. We plot segment sequence numbers as
an indication of TCP throughput and energy results for two
nodes only, the professor node and node number 4. TCP
sequence numbers are shown for the three file transfer con-
nections from the professor to student number 4 and the file
transfer of student number 4 to the Internet. (This connec-
tion begins at 100 seconds and ends at 350 seconds, and it
is considered a variable load scenario - during this connec-
tion’s life time, the number of concurrent connections from
the students to the Internet goes from 4 to 10 and then from
10 to 7.) Energy results are shown for both, the professor
and student number four nodes. Figure 1 only shows a few
of these connections and Figure 2 describes all these con-
nections.



TCP Low Load Medium Load High Load FTP Node 4
Version Protocol Seq. # Protocol Seq. # Protocol Seq. # Protocol Seq. #
Tahoe AODV 500 AODV 350 DSR 300 DSDV 950

DSR 300 DSDV 350 AODV 285 DSR 850
DSDV 250 DSR 300 DSDV 225 AODV 850

Reno DSR 400 DSR 370 DSR 300 DSR 1000
AODV 200 AODV 300 AODV 225 AODV 1000
DSDV 200 DSDV 300 DSDV 190 DSDV 1000

New AODV 450 DSDV 310 DSR 200 DSDV 1200
Reno DSR 325 DSR 275 AODV 170 DSR 1000

DSDV 325 AODV 250 DSDV 150 AODV 1000
SACK DSR 475 DSDV 360 AODV 300 AODV 1400

AODV 280 AODV 340 DSDV 240 DSR 900
DSDV 225 DSR 250 DSR 210 DSDV 800

TABLE I
PERFORMANCE OF TCP VERSIONS USING DIFFERENT AD HOC ROUTING PROTOCOLS UNDER

LOW, MEDIUM, AND HIGH LOADS IN A STATIC SETTING

0 100 200 300 400 500

1

2

3

4

5

6

7

8

9

10

File Transfer
Prof to Node 4

File Transfer
Prof to Node 4

File Transfer
Prof to Node 4

1

2

3

4

5

6

7

8

9

Low Load
scenario

High Load
scenario

Medium Load
scenario

Variable Load
scenario

Student 4 to Internet
Background

traffic

Fig. 2. The traffic pattern

IV. Simulation Results
We made experiments running all considered TCP ver-

sions (TCP Tahoe, Reno, New Reno, and SACK) over
the different ad hoc routing protocols (DSR, DSDV and
AODV). In this section we present all our simulation re-
sults showing the best combination when the network is
lightly, medium, and highly loaded. Another important way
of looking at our experiments is from the duration of the
connection point of view. The FTP connections established
to analyze the low, medium, and high load scenarios are of
short duration (100 seconds each). We also present the best
combinations for the FTP connection that student number
4 makes to the Internet. This can be considered a long-
lasting connection since it is on during 250 seconds out of
the 500 seconds simulation time. According to Figure 2,

over the lifetime of this connection the network load varies
from medium to high and back to medium load. As a result,
we will also be able to say which combinations are the best
for short and long-lived connections.

Table I summarizes the throughput results showing the
sequence number that each TCP version achieved at the end
of the simulation. (Best results are shown in bold for easier
identification in the table.) The higher the sequence number
the better the throughput as more segments are sent during
the same period of time. We are looking for consistency and
performance. Consistency refers to the combination that
performs better in the majority of the scenarios. Consis-
tency is very important because systems usually have one
TCP stack and one routing protocol installed, therefore it is
better to install the combination that performs the best un-
der most scenarios. From the table it can be seen that TCP
Reno along with DSR is the most consistent combination.
In terms of the routing protocol, this result agrees with the
one found in [4] in the case of a very long pause time (no
mobility). For the short-lived connections, no matter the
network load, TCP Reno along with DSR is always better
than Reno with any of the other routing protocols. For long-
lived connections the performance received by TCP Reno is
independent of the routing protocol.

The fact that TCP Reno with DSR is the most consistent
combination doesn’t mean that it is always the best perform-
ing one. In fact, from the table, it can be seen that for the
low load scenario TCP Tahoe with AODV is the best; TCP
Reno with DSR is the best one in the medium load scenario;
for the high load scenario TCP Tahoe with DSR, TCP Reno
with DSR, and TCP SACK with AODV are the best per-
forming combinations. In addition, TCP SACK with AODV
is the best combination for long-lasting connections. In Fig-
ures 3, 4, 5, and 6 we show these best performing combina-
tions.
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Fig. 3. TCP Tahoe and AODV is the best performing com-
bination for low loads
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Fig. 4. TCP Reno and DSR is the best performing combi-
nation for medium loads

It is worth noticing that our static ad hoc network differs
from the scenarios discussed in other papers in two impor-
tant aspects. First, the distance between nodes is such that
each node is always able to hear each other and establish di-
rect connections, therefore, there is no routing of packets.
Second, the nodes don’t move, therefore once the routes
are established, the links do not break and the probability
of stale routes in the nodes cache is very small. This lat-
ter point suggests that DSDV is not the best option for this
kind of scenario, as we would not need frequent route up-
dates. Transmitting routing table updates at regular intervals
would consume considerable bandwidth and energy unnec-
essarily. Our throughput results confirm this as DSDV ap-
pears in the worst performing combinations. On the other
hand, reactive source routing-based protocols like DSR and
AODV, should perform better, as it can also be seen from
our results. From the TCP point of view, one of the most
important conclusions is that TCP SACK is perhaps the best
performing TCP version as it is the second best performing
TCP version in the low and medium load scenarios and the
best one in the high load and long-connection cases. This
result agrees with the findings in [6] where it is shown that
TCP SACK performs better than TCP Tahoe, Reno, and
NewReno in the presence of one, two, three, and four packet
losses.

We also present energy results to show which combina-
tion consumes less power. For the energy results it is impor-
tant to analyze three related values: The time at which the
nodes transmit or receive the last packet, the total amount of
battery left at the simulation end time, and the total amount
of packets transmitted and received by all nodes. Table II
shows the time at which nodes 0 and 4 transmit their very
last packet. At that time, either the node itself run out of bat-
tery or all other active nodes run out of battery. The first ob-
servation is that the time for node 0 is always shorter. This is
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Fig. 5. TCP Reno and DSR is one of the best performing
combinations for high loads
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Fig. 6. TCP SACK and AODV is the best performing com-
bination for long-lasting connections

easily explained by the fact that this node is receiving pack-
ets from the FTP connections during the whole simulation
time and receiving is more expensive than transmitting in
terms of energy. The second and most important observa-
tion is that there is no major advantage of one combination
vs. the others; all combinations perform fairly the same.
Similar values (not shown here) were obtained for the total
amount of battery left on each node after the simulation fin-
ished. These two values are related because a node can still
have some energy but if all other nodes are out of battery,
this particular node can’t do anything else. We also looked
at the total number of packets sent and received during the
whole simulation time by all nodes using each combination.
It is important relate the times for the last packets and the
final energy levels to the total number of packets because on
equal conditions the combination with the higher number of
packets is the most energy efficient. In terms of number of
packets we found that AODV is the routing protocol with
higher number of packets no matter the TCP version, fol-
lowed by DSDV and DSR. Two observations must be made
though. First, the difference among them is really small.
Second, DSDV handles a higher number of packets than
DSR because the routing updates packets are included. If
they were left out, DSR would have a higher number. We
can conclude this part on power consumption saying that for
our particular environment, we should avoid proactive rout-
ing protocols and could use any reactive protocol with any
TCP version.

V. Conclusions and Further Research
In this paper we study the performance of TCP over static

ad hoc wireless networks. Two important contributions are
included in the paper. First, a complete coverage of the most
widely used TCP versions and their performance over the
most important ad hoc routing protocols is included in one



DSR DSDV AODV
TCP Version Node 4 Node 0 Node 4 Node 0 Node 4 Node 0
Tahoe 465.75 466.6 467.56 468.35 467.07 467.13
Reno 465.7 466.28 468.78 470.00 467.15 468.58
NewReno 465.84 467.24 467.53 470.00 466.76 468.65
SACK 465.92 470.00 467.46 468.20 467.00 468.48

TABLE II
TIME AT WHICH NODE 0 AND NODE 4 TRANSMITTED OR

RECEIVED THE LAST PACKET

study, not commonly found in other papers. Second, we
focus on a very specific and very likely scenario: a closed
room where individuals are meant to work together for a
specific amount of time, such as a classroom, a business
meeting or a conference in a hotel room, and the like. Usu-
ally, these studies have been performed using a general mo-
bility pattern that provide good insights but don’t necessar-
ily reflect the real environment.

We show that TCP Reno along with DSR is the most con-
sistent combination in terms of performance, making it the
combination of choice for static ad hoc networks. From the
energy consumption point of view, we conclude that proac-
tive routing protocols should be avoided and any reactive
protocol can be used along with any TCP version since the
difference in energy consumption is almost unnoticeable.

Additional research will be carried out in several direc-
tions. First, we plan to perform similar studies on different
environments so we can provide insights about what spe-
cific combinations of TCP versions and routing protocols
are most useful on those settings. Second, we plan to study
the TCP-friendliness and congestion collapse problems over
ad hoc networks including the effect of UDP on network
performance and power consumption.
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