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Abstract

Real-time distribution of stored video over wide-area networks is ei@raomponent of many
emerging distributed multimedia applications. The heterogeneitydrutiderlying network envi-
ronments is an important factor that must be taken into considerationdéségning an end-to-end
video delivery system.

In this paper, we present a nouweétwork-consciouspproach to the problem of end-to-end
video delivery over wide-area networks using proxy servers situated betoegrarea networks
(LANSs) and a backbone wide-area network (WAN). A major objective of opragch is to reduce
the backbone WAN bandwidth requirement. Towards this end, we devetmvel and effective
video delivery technique calleddeo stagingvia intelligent utilization of the disk bandwidth and
storage space available at proxy servers. Using this video staging qeehminly part of a video
stream is retrieved directly from the central video server across the backlidNewhereas the
rest of the video stream is delivered to users locally from proxy serveashatl to the LANS. In
this manner, the WAN bandwidth requirement can be significantly reducdydarly when a large
number of users from the same LAN access the video data. We design seveoatading methods
and evaluate their effectiveness in trading the disk bandwidth of a meryer for the backbone
WAN bandwidth. We also develop two heuristic algorithms to sohe problem of designing a
multiple video staging scheme for a proxy server with a given video aceefitepf a LAN. Our
results demonstrate that the proposed proxy-server-based, netwwski@as approach provides
an effective and scalable solution to the problem of the end-to-end viele@y over wide-area
networks.
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1 Introduction

Real-time distribution of stored video over high-speeduoeks is a crucial component of many emerg-
ing multimedia applications including distance learnidggital library, Internet TV broadcasting and
video-on-demand systems. Because of its high bandwidthireggent, video is typically stored and
transmitted in compressed format. As a result, video trafiitbe highly bursty, possibly exhibiting rate
variability spanning multiple time scales. This is partaly the case when constant-quality variable-
bit-rate (VBR) compression algorithms are used [9]. Dueh bursty nature of compressed video,
support for quality-of-service (QoS) guarantees for t@ak transport of stored video across a network
is therefore a challenging problem. This problem is furt@mpounded when video is delivered over a
wide-area network (WAN) where several heterogeneous m&saare interconnected.

The heterogeneity in the underlying network environmesitsn important factor that must be taken
into consideration in the design of many distributed muttitia applications. For example, consider a
distance learning application in a large university whiels Beveral geographically separate campuses.
Each campus has its own campus-wide high-speed local are@arkgLAN). These campus networks
are typically interconnected to each other through a bawkbeide-area network owned by a third
party. Suppose that the distance learning center is sttuatéhe main campus with a central video
server supplying video-based multimedia course matetgaddl campuses over the wide-area network.
The backbone WAN is typically shared by a large number ofitintsdns or users, and it is generally
more expensive to deploy additional resources in the bawk®@AN than in local area networks. Given
the emerging gigabit networking technologies such as Gidiethernet and Fibre Channel, the cost of
installing and running a local-area gigabit network becsimereasingly cheaper. On the other hand, the
WAN bandwidth is a much more critical and costly resodirtean that of campus-wide LANs. There-
fore, reducing the total bandwidth requirement of the backbWAN should be an important objective
in the design of a real-time video delivery system in suchemado. The heterogeneous networking
environment of the aforementioned example is also fairlgnemn in other settings, e.g., in a large
corporation where its intranet consists of several gedgcafly dispersed LANs interconnected by a
wide-area network leased from a network service providein a residential setting where several res-
idential access networks (operated by one network servimader) are connected to a large backbone
wide-area network operated by another service provider.

In this paper, we present a noy®bxy-server-based, network-consci@pproach to the end-to-end

! As an indication of the potential cost of backbone WAN barttiithe University of Minnesota, as one of the participants

in the Internet-11 project, recently leased an OC-3 linktfwa bandwidth of 155Mb/s) from Minneapolis to Chicago which

costsl.7 million dollars biennially.



video delivery over wide-area networks. For simplicity igalission, the wide-area network in question
is assumed to comprise several local area networks inteexbed by a backbone wide-area network
(see Figure 1 for a simple example), although our approachbeaapplied to networks with more
general topology and configuration. Video streams are @i from a central video server through the
backbone WAN to a large number of users in the local area mksvAAs part of the network system
architecture, we also assume thapecial server with a disk storage systemhich we shall refer to as a

proxy (video) servér is installed in each LAN and is directly attached to the yaterouter connecting
the LAN to the backbone WAN. This assumption is quite reabtmaiven the relatively low cost of PC
servers todayThe major objective of our proxy-server-based, networlscimus approach is to reduce
the bandwidth requirement in the backbone wide-area né¢wwhereas the bandwidth of LANs is
assumed to be bountiful and thus not a major concern. Weajeasl effective video delivery technique
calledvideo stagingia intelligent utilization of the disk bandwidth and stgeacapacity available at
proxy serves attached to the LANs. The basic idea behind itted\staging technique is farefetch
a predetermined amount of video data and store them a priograxy servers— this operation is
referred to astaging Using the video staging technique, only part of video dateetrieved directly

from the central video server across the backbone WAN widtearest of the video data is delivered
to users from proxy servers attached to the LANSs. In this regrthe WAN bandwidth requirement can

be significantly reduced, particularly when a large numbersers from the same LAN access the video
data.

Our proxy-server-based, network-conscious approachegtbblem of end-to-end video delivery
across wide-area networks has several salient featuresiduahtages. Because of the large storage
space at a proxy server, for a given video, a sizeable podtiidgis data can be staged at a proxy server.
The video staging technique is designed in such a mannathihaideo data can be delivered across the
backbone WAN using a constant-bit-rate (CBR) network serviHence only fixed amount of bandwidth
needs to be reserved from the central video server acrofmtidone WAN to a LAN, allowing simple
admission control and scheduling mechanisms to be emplty@&hsure QoS guarantees for video
delivery across the backbone WAN. This bandwidth resesmatan also be done on an aggregate basis
when multiple video streams are delivered from the centiddw server across the backbone WAN to
the same LAN, thereby further simplifying the resource nggmaent and control in the backbone WAN.
Furthermore, since the disk bandwidth and storage capacéijable at a proxy server are shared by all
users attached to the same LAN, statistical multiplexinggyaan be effectively exploited to improve

2Although we use “proxy server” as the name for this specialese however, as will be clear later, the usage of proxy
server in our context of real-time video delivery is quitéfelient from the typical usage of a proxy server as a cachewje

in the context of web-based data applications. Despitediffesrence, we decide to borrow the terminologspxy serveifor

lack of better nomenclature.
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Figure 1: Video delivery over a simple heterogeneous ndtingrenvironment

resource (e.g. disk bandwidth) utilization at the proxyveemwhen multiple staged video streams are
retrieved from the disk storage system of the proxy serveysscthe LAN to various users on the LAN.

We design several video staging methods and study theatie@ess in trading the disk bandwidth
of a proxy server for the backbone WAN bandwidth. Given thaslé-off in the disk bandwidth require-
ment of proxy server and the backbone WAN bandwidth requargrfor each video stream, we proceed
to investigate the problem of how to determine the amounidgw data from a collection videos to be
staged at a proxy server with fixed disk bandwidth and diskage space. We develop two heuristic
algorithms to solve this problem. We evaluate our approaihmgusimulations based on MPEG-1 video
traces. Our results demonstrate that the proposed proxgrseased, network-conscious approach pro-
vides an effective and scalable solution to the problem eftihd-to-end video delivery over wide-area

networks.

The remainder of our paper is organized as follows. In SeQiowve describe our problem setting
and present our proxy-server-based, network-consciopsoaph. In Section 3, we present various
video staging techniques in the context of a single videzastr. In Section 4, we develop two heuristic
algorithms to solve the problem of designing multiple vidgaging scheme for a proxy server with a
given video access profile of a LAN. In Section 5, comparisdih velated work is made. The paper is

concluded in Section 6



2 Problem Setting

In this paper, we study the problem of end-to-end video dgfiwver heterogeneous networking envi-
ronments. A simple example is shown in Figure 1, where sél@ral area networks are interconnected
by a backbone wide-area network. As an important part of #tevork system architecture, we also
assume that a proxy video server is installed in each LAN anlitéctly attached to the gateway router
connecting the LAN to the backbone WAN. A central video semsystem with a large disk farm is
connected to the backbone WAN through a high-speed LAN haekiffrom the perspective of clients
in other LANSs across the backbone WAN, the central videoesesystem can be viewed as if it is at-
tached directly to the backbone WAN). An exemplar videow#gy architecture over a rathemplistic
heterogeneous networking environment is shown in Figuret®re the LANs are connected to the
backbone WAN through OC3 links (with 155 Mb/s bandwidth) aimel backbone WAN has two back-
bone switches connected by an OCA48 links (with 2.48 Gb/sweitle). Upon request, video streams
are delivered from a central video server across the baekld¢N to a large number of clients attached
to the LANSs.
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Figure 2: An exemplar proxy-server-based video delivegh#ecture

In a typical heterogeneous networking environment we cmsn this paper, we assume that the
backbone WAN and the LANSs belong to different administmatdomains, in other words, owned by
different entities. There are frequently a large number s#ra concentrated at a LAN concurrently
accessing the central video server across the backbone WA#Er these circumstances, reducing the
backbone WAN bandwidth required to delivery video from thentral video server to users on the
LANSs is therefore a major objective in the design of the emad video delivery system. Instead
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of replicating the central video server at each LAN, whiclygénerally too expensive to be practical,
installing inexpensive proxy (video) server with apprepei amount of resources such as disk bandwidth
and storage space is likely to be a most feasible and cattiofé approach to achieve this objective.

The fundamental contribution of our proxy-server-basestywork-conscious approach to the prob-
lem of end-to-end video delivery over heterogeneous nétsvisrthe notion o/ideo staging The basic
idea behind the video staging technique is to prefetpredeterminecamount of video data and store
thema priori at proxy servers — this operation is referred tasteging Unlike thecachingtechnique
commonly used in a proxy web server, where data files are daichend purged out of the proxy web
server based on on-line prediction of the random user aqeassin, the video staging technique we
develop in this paper determines the video data to be stagegm@xy video server based on several
important factors which we will explain below. The video @atre staged at the proxy server on a fairly
long period of time instead of caching in and purged out dyinalty. For example, in the case of a
distance learning application, staged video data can eerdigted on a daily basis based on the course
materials offered each day and the expected user accesmatthese materials.

Stored Video Data from Central Video Server
————————— = Staged Video Data from Proxy Server
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Figure 3: Proxy-server-assisted video delivery

The objective of the video staging technique is to reducedta expecteackbone WAN band-
width required for delivering video to a large number of ssen a LAN. As illustrated in Figure 3, for
a given video, if a portion of its video data is staged at a prearver attached to a LAN, then when
a user on the LAN accesses the video, only part of the videmidatktrieved directly from the central

video server across the backbone WAN while the rest of theovidiata is delivered to the user from
the proxy server. Since only a portion of the video data indmaitted across the backbone WAN, the

bandwidth required is thus reduced. Moreover, if the videadcessed by a large number of users at
the LAN, then this reduction in the backbone WAN bandwidtuieement can be significant. In the
extreme case where the whole video is staged at the proxgrsémen no backbone WAN bandwidth is
required, and the video is delivered locally from the proeyver. Clearly, this reduction in the back-
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bone WAN bandwidth requirement is achieved by consumintazeamount of resources such as the
disk bandwidth and storage capacity at the proxy serveright bf the limited resources at a proxy
server, it is therefore important to stage video data at aypserver in such a manner that the expected
total backbone WAN bandwidth required to deliver video terson the associated LAN is maximally
reduced while efficiently utilizing the resources at thexyreerver.

For a given video, the decision of whether to stage the ewiileo, or a portion of it, or none of it
at a proxy server hinges on many factors. One important fastihe effectiveness of video staging in
reducing the backbone WAN bandwidth requirement for thegivideo. This effectiveness will depend
on both the characteristics of the video and the method wsdddide which portion of the video to be
staged at the proxy server. Such a method is referred tovakea staging methodAnother important
factor is the access pattern of a LAN, namely, the expectedwoent accesses to the video during a
certain period of time. If the video is expected to be acabsaanerous times by a large number of
users on a LAN, it will likely be a good idea to stage the entira large portion of the video at the
proxy server to reduce the backbone WAN bandwidth requinddansmit the video. On the other hand,
if the video is seldomly accessed, it may be better only tgestasmall portion of it or none at all so that
the disk bandwidth and storage space can be used for stahi@gvideos. Given the video collection at
the central video server, the expected number of accessesiovideo can be derived from user access
pattern of a LAN. This information is referred to thigleo access profilef the LAN. For a proxy server
with limited amount of resources, particularly limited anmb of disk bandwidth and storage capacity, it
is crucial to take both the video access profile and videoaattaristics into consideration when deciding
the amount of video data to be staged at the proxy server. Fivea collection of videos and a video
access profile of a LAN, the problem of determining the amadinideo data to be staged at the proxy
server so as to minimize the total backbone bandwidth reqent is referred to as thraultiple video
staging desigmproblem. The focus of the paper is thus on the developingovidaging methods and,
based on these methods, solving the multiple video stagisigd problem.

Before we delve into the details of our approach, we would tik point out that there are several
implementation issues that must be resolved when appliigitieo staging technique in practice. For
instance, if a portion of a video is staged at a proxy servelevthe rest of it is stored at the central video
server, then these two portions of the video data must bénsgnized during the playback of the video.
This synchronization can be done either at the proxy semdera at the user side. In the former case,
the video data stored at the central video server will bestratied to the proxy server first, merged with
the video data staged at the proxy server, and then deliter@dser. The disadvantage of this approach
is that the processing capability of the proxy server can petantial performance bottleneck. In the
latter case, the two portion of the video data are deliveoed tiser separately, and then synchronized.

6



This requires extra buffering capability and incurs morerbread at the user side. Another related issue
is the signaling of the video delivery system, i.e., theéssfisending control signals to both the central
video server and the proxy server to initiate the playback eideo stream. For instance, these issues
may be investigated in the context of RTP (Real-Time Trartdpmtocol) [22] and RTSP (Real-Time
Streaming Protocol) [23] protocols. Investigation of #héssues is outside the scope of this paper, and
will be the topics of future research.

3 Video Staging: a Single Video Case

The effectiveness of staging video data at a proxy serveedngaing the backbone bandwidth require-
ment can be measured by the ratio of the amount of the backiviebandwidth reduction to that of
the disk bandwidth required at the proxy. This ratio will leferred to adbandwidth reduction ratioln

this section, we present several video staging methods sorghe video, and based on these methods,
we study the effectiveness of video staging in reducing tekbone WAN bandwidth. We also inte-
grate the optimal video smoothing technique [21] into thsigle of video staging methods to achieve
further backbone WAN bandwidth reduction when clients hextea buffering capabilities available for
smoothing.

3.1 Video Staging without Smoothing

We first consider the case where clients have no extra baffexapabilities available for smoothing and
describe a simple video staging method for this case. Thiplsi method will form the basis for our
study. In order to simplify resource management at the baogkBVAN, we will assume that a CBR
network service with minimal delay and no loss is used foewitkansport across the backbone WAN.
Without the presence of a proxy server, when a video is deltd/&om the central video server to a user
at a LAN, the bandwidth reserved across the backbone WAN thastbe equal to the peak rate of the
video. With the presence of a proxy server, however, we cagesa portion of the video at the proxy
server so that a portion of the video data is delivered dird@m the proxy server to a user on the LAN.
In this way, we can use the resources (disk bandwidth andge#mspace among others) available at the
proxy to reduce the backbone WAN bandwidth required for @idelivery across the backbone WAN.
However, this reduction is achieved by devoting certain amof disk bandwidth and storage capacity
available at the proxy server to store and deliver the stafgb data. Since the resources (especially
the disk bandwidth) at the proxy server are limited, it is ortant to consider the effectiveness of video
staging in reducing the backbone WAN bandwidth for a giveteoi
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Figure 4: A simple video staging method using a cut-off rate

Consider a video indexed hy Let F' be its frame period (measured in seconds), i.e., the time
interval during two consecutive frames are displayed, &advl be its total number of frames. For

j =1,...,N;, the size of thejth frame isls{ bits. Then the peak rate of this videB;, measured in
bits per second, is given b§; = (maxi<;<n; sg)/F. As a simple video staging method, we choose

a cut-off rate C;, where() < C; < P; x F = max;<j<n;, sf and divide videdi into two parts as
illustrated schematically in Figure 4. The lower part cetsiof a sequence of partial frames with size

shl=gl — (s{ —C)t,5=1,...,N;, wherezxt = max{z,0}. The upper part consists of a sequence

i i
of partial frames with size{’“ = (sg —Cy))", 7 =1,...,N,. The upper part will be duplicated and
staged at the proxy server whereas the lower part will reraired at the central servefin fact, the
whole video is always stored at the central video servegnHFigure 4, we note that the smalléy is,
the more video data is staged at a proxy server. MoreoveTr; aecreases, the lower part of the video
becomes less burstier, and eventually approaches to amiefigeconstant-bit-rate stream.

During the playback of videg only the lower part of the video is transferred from the caintideo
server across the backbone WAN, thus reducing the backbdké Méndwidth requirement fron#;
to T; = C;/F. The upper part of the video is delivered directly from thexyr server, consuming

D; = (max;<j<n; s{’“)/F amount of disk bandwidth in the worst case. It also consumesyaount of
disk storage space equaIXD;.V:"1 95“ Define thebandwidth reduction ratipdenoted byR;, as the ratio
of the backbone WAN bandwidth reduction to the disk bandwitinsumed at the proxy server. Then

R, = PD;T When there are a large number of concurrent accesses frerm arsthe LAN, the effective

#Since the upper part contains the “bursty portion” of theeaidiata while the lower part the “less bursty” portion, it is
clearly beneficial to store the lower part instead of the ugaet at the central server so that the reserved backbone WAN
bandwidth can be more efficiently utilized.



disk bandwidth consumed by each video stream may be mucthbas®; due to statistical multiplexing
gains. The potential statistical multiplexing gain can igmi§icant because the staged video (the upper

part of videoi) at the proxy is generally bursty. Lé?; denote the effective disk bandwidth consumed

in this case. Then the bandwidth reduction ratio becomes Zi=:.

i

3.2 Video Staging with Smoothing

If clients have extra buffering capabilities, the video sting [21, 5, 19, 20] can be incorporated into
the design of video staging methods to further reduce thkbwae WAN bandwidth requirement. For
simplicity, we assume that all clients on the same LAN haveféeb of size B for smoothing (when
the client smoothing buffer sizes diffelB can be taken to be the smallest one). Given this client huffer
there are two basic approaches: we can either perform vicheothing first, and then select a cut-off
rate (this approach is referred to agt-off after smoothingCAS)); or select a cut-off rate first, and
then perform smoothing on either part of the video or bothigéhis approach is referred to est-off
before smoothingCBS)). We describe these two approaches below, and assatthée optimal video
smoothing algorithm developed in [21] is used for video sthimgy.

3.2.1 Cut-off After Smoothing

Consider videa with N; frames and a sequence of frames with siﬁgf =1,...,N;. For a buffer size
B, the optimal smoothing algorithm [21] generates the “srhest’ transmission schedule consisting

of a sequence of transmission siz?és(referred to as smoothed frameg)= 1,...,N;. Let P, =
(maxi<j<n, 57)/F be the peak rate of this smoothed transmission schedulen Sedtion 3.1, we
choose a cut-off rat€;, where0 < C; < P, » F, and divide the smoothed transmits schedule into two

parts: the lower part consists of a sequence of partial smeddrames with size/' = 5/ — (3 — ¢;)*,

7

j =1,..., N;; and the upper part consists of a sequence of partial srbdthmes with size}Z’“ =

(31 —C)*,j =1,...,N;. The upper part will be duplicated and staged at the proxyesavhereas

the lower part will remain stored at the central server. Herduring the playback of videfy only
T; = C;/F amount of backbone WAN bandwidth is reserved for the trassion of the lower part

of video across the backbone WAN, while; = (max, <<y, 5")/F amount of disk bandwidth is

required in the worst case to transfer the upper part fronptogy server to a user on the LAN. The

total disk storage space consumed in the proxy ser\)g}j]\ijs,I g

7
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3.2.2 Cut-off Before Smoothing

As in Section 3.1, let’; = max<;<n;, 93 is the peak rate of videg, which hasN; frames and a

sequence of frames with sizé, j =1,...,N;. Under the cut-off before smoothing approach, we first
choose a cut-off rat€’;, where0 < C; < P, x F, and divide the video into two parts: the lower part

consists of a sequence of partial frames with sgzle: s? — (sf - C)t,i=1,...,N;, and the upper

part consists of a sequence of partial frames with sfié: (s{ - Cy)*, 5 =1,...,N;. As before,
the lower part will remain stored at the central video semwhile the upper part will be duplicated and
staged at the proxy server. There are three possible waypty the optimal smoothing algorithm after
the cut-off: we can use the client buffer to smooth eitheroeer part or the upper part or both parts to
reduce the rate variability in transmitting these parts.

If considerable rate variability exists in the lower partvideo 7, using the client buffer to smooth
the lower part will generate a smoother transmission sdeethwus reducing the backbone WAN band-
width requirement that must be reserved across the backWéié. Formally, denote this smoother

transmission schedule byl j = 1,...,N;. Then the reserved backbone WAN bandwidtiTjs=

P, = (maxj<j<n; §{’l)/F which is likely to be smaller tha;/F', the backbone WAN bandwidth
that must be reserved if the lower part is not smoothed. Werefiér to this video staging method as
smoothing on the lower pa(SOLP).

In contrast, using the client buffer to smooth the upper pénideo i will reduce the burstiness
of the video data staged at the proxy server, thereby redubia disk bandwidth required to transfer
the video data from the proxy to clients. We shall refer t® titleo staging method &snoothing on
the upper par{SOUP). This method may be beneficial when the upper parteofitheo is very bursty
whereas the lower part is almost constant-bit-rate (e.lggnithe cut-off rate; is fairly small).

We can also smooth both the upper part and lower part of vidgoappropriately partitioning the
client buffer into two separate buffers. This method shalréferred to asmoothing on the upper and
lower parts(SOULP). There are many possible ways to partition the bufe an heuristic approach, we

partition the buffer according to the ratio of the cut-offe&’; to the peak raté;, namely,B; = B x PSjF

amount of the client buffer is used to smooth the lower pathefvideo, andB, = B * (1 — %)
amount of the client buffer is used to smooth the upper pathefideo. Using this method, both the
reserved backbone WAN bandwidth and the disk bandwidthiredjat the proxy server may be reduced.

However, the amount of reduction will depend on both thedaffitate C; and the video characteristics.

10



350 T . 180

160

300 h“ H H |
| 140

250

200 100 I \ [ ]

150 80 ‘

Frame Size (KBits)
Frame Size (KBits)

60
100

40

0 20

0 0

0 5 10 15 20 25 30 35 40 45 0 20 40 60 80 100 120 140 160 180
Frame No. (Thousands) Frame No. (Thousands)
(a) Wizard of Oz (b) Star Wars

Figure 5: Video traces dVizard of OzandStar Wars

3.3 Empirical Evaluation

In this section, we empirically evaluate the video stagireghnds presented in Section 3.2. The evalua-
tion is carried out based on simulation using MPEG-1 trafesm MPEG-1 video trace§tar Warsand
Wizard of Ozused in this simulation study are shown in Figure 5. ThewM#&zard of Ozhas a total

of 41762 frames and is approximate8 minutes long, while the videStar Warshas a total ofl 74055
frames and is approximatef)p minutes long. The frame rate is 24 frames per section for tiokkos.

In our simulation, the disk system at the proxy server is nemtlbased on the Seagate Elite-9 disk,
the relevant parameters of which is listed in Table 1. Werassthat the proxy server employs a simple
two-buffer scheme for delivering staged video data of awiskeeam to a user on the LAN: during each
round, one buffer is used to retrieve a block of video dateftbe disk system while the other is used to
hold the previously retrieved video data block that is cailgebeing transferred to the LAN. In the next
round, the role of the buffers are swapped. The effectivie llisidwidth depends on the block size used
in disk retrieval. Based on the experimental study in [29,ali0ose a block size of 200KB which yields
an effective bandwidth of approximately SMB/s. From Tahlevé observe that the storage capacity of
an Elite-9 disk is about 9GB.

Capacity (GB) 9.09
Rotational Speed (RPM) 5400
Average Rotational Latency (mg) 5.56
Average Seek Time (ms) 115
Instant Transfer Rate (MB/s) 5.5-8.125

Table 1:Elite-9 Disk parameters
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The purpose of our empirical study is to evaluate the effeottss of using the disk bandwidth
at the proxy server to reduce the backbone WAN bandwidthireauent. We first consider the case
where only a single video stream is accessed, and thus thestatistical multiplexing gain in disk
retrieval. Assume that clients have no extra buffering béjbg for smoothing the video transmission.
It is clear that for each unit of disk bandwidth consumed atgloxy server, we can reduce one unit of
the backbone WAN bandwidth required by staging the appatgramount of video data at the proxy
server. Thus the bandwidth reduction raftp(as defined in Section 3.1) is one. When clients have extra
buffers for smoothing, this observation still holds if thigt-off after smoothingCAS) staging method is
used. However, this will not be the case whendhbeoff before smoothingpproach is used. The focus
of our empirical evaluation is thus on the comparison of the ¥#ideo staging methods with smoothing:
the cut-off after smoothing (CAS) method and the three naghmased on the cut-off before smoothing
approach —smoothing on the upper paffOUP) smoothing on the lower pa(6OLP), andsmoothing
on the upper and lower parSOULP). In the simulation study below, we assume #ilatlients have
a total smoothing buffer of size 1MB
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Figure 6: Resource Requirements for a single streaWvinérd of Oz

In order to make fair comparison, we choose the cut-off ratatfe four methods in such a manner
that the percentage of video data staged at the proxy sesvept the same. For single stream
of Wizard of Oz the backbone WAN bandwidth requirement under the four odghs plotted as a
function of the percentage of video data staged at the premyesin Figure 6 (a). The corresponding
disk bandwidth requirement at the proxy server is plottedrigure 6 (b). The bandwidth reduction
ratio R; plotted as a function of the percentage of video data stagétegroxy server is shown in
Figure 7 (a). We observe that all three cut-off-before-sthimg methods have a bandwidth reduction
ration R; not exceeding 1. The SOULP method outperforms both SOLP @éPSnethods because the
latter two have either very high disk bandwidth requiremarivackbone WAN bandwidth requirement.
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As more video data is stored at the proxy server, SOUP becomoes effective and its performance
approaches to that of SOULP and CAS. This is due to the fatttiiealower part of the video data
becomes an essentially constant-bit-rate stream as tlweitiudf rate becomes smaller (thus more video
data is staged at the proxy). For the same reason, as more d#te is staged at the proxy server,
smoothing on the lower part of the video data has less ef@éahsequently, the performance of SOLP
does not have any significant improvement. As shown in Figuile), the same observation applies to
the result obtained using a single streanStdr Warstrace.
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g i S g ; SOLP.
|31 i, |31 OUP o
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= 0.2 = 0.2 e
e
0 - 0 j
0O 10 20 30 40 50 60 70 80 90 100 0O 10 20 30 40 50 60 70 80 90 100
Percentage of Video Staged at Proxy Server Percentage of Staged Video at Proxy Server
(a) Wizard of Oz (b) Star Wars

Figure 7: Ratio of backbone WAN bandwidth reduction to preeyver disk bandwidth: single stream

When a large number of users on a LAN play back a vidaadomly (in other words, multiple
streams of a single video are played back randomly), theteffiestatistical multiplexing gains in re-

ducing the disk bandwidth requiremeh¥ at the proxy may be significant. As a result, the effective
per-stream disk bandwidth requiremenj may be much smaller than that in the worst-case, which is

given byD; = (max; <<, §")/F. Heres)" represents the video data retrieved from the disk system
of the proxy at thejth frame period; = 1,..., N;. In theory, as the number of random accesses in-

~ N; gj,u
creases]); may approach the average disk bandwidth requirement giye;,g;F—l. Figure 8 shows

the effective per-stream disk bandwidth requirement aptiogy server when 100 streamsWizard of
Ozare played back randomly. Note that since we assume that aneB®rk service is used for video
transmission across the backbone WAN, the per-stream baekW/AN bandwidth requirement will be
the same (as shown in Figure 6 (a)) regardless of the numlvandbm accesses to the video.

Therefore, when a video is accessed multiple times indeg@nadve compute the bandwidth re-

duction ratioR; using D; instead of the worst-casB;. Figure 9 (a) and (b) show, respectively, the
bandwidth reduction ratid; under the four video staging methods when 10 and 100 strefvezard

13



1400 5
Ry
1200 Avg:-Band: e
2 CAS -~ Lzl
2 SOLP - RS
2 1000 SOULD >
k= SOUP -+-- sl
S 800 A
z o
g 600 ey
% T
A 400 s
”J!’,f';"
200 [gE
¢

0
0 10 20 30 40 50 60 70 80 90 100
Percentage of Video Staged at Proxy Server

Figure 8: Effective per-stream disk bandwidth requiremghen 100 streams dWVizard of Ozare sta-
tistically multiplexed

of Ozare statistically multiplexed. The results from the sanmmeutation conducted using tt&tar Wars
trace are shown in Figure 10. These figures show that the CAsotheutperforms the three cut-off be-
fore smoothing methods most of the time and their perforradands to converge when a large amount
of video data is staged at the proxy server.
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Figure 9: Bandwidth reduction ratio for multiple streamd/dkzard of Oz

Before we leave this section, however, we would like to point one short-coming of the CAS
method. For simplicity, we have assumed that all clientel@asmoothing buffer of the same size. When
client smoothing buffer sizes differ, the CAS method hassthhe smallest buffer size to smooth a video
stream before selecting a cut-off rate and then stage thesgamding upper part at a proxy server. On
the other hand, the cut-off before smoothing approach ctterb@ccommodate this heterogeneity in
client buffer capabilities by performing smoothing at tiae of video retrieval and transfer. Due to
space limitation, the results from our study investigatinig issue will not be included here.
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Figure 10: Bandwidth reduction ratio for multiple streanfisStar Wars

4 Video Staging: Multiple Video Case

In the previous section, we have studied the effectivenéstdeo staging in reducing the backbone
WAN bandwidth for a given video. One important problem reniraj to be addressed is how to choose
the cut-off rate so as to determine the amount of video ddte giaged at a proxy server. In this section,
we will study this problem in the context of multiple videaging with a given video access profile for
a LAN. We first formulate the problem formally and then deyeteo heuristic algorithms. Lastly the
two algorithms are empirically evaluated. Comparison i approach where no proxy server is used
is also made.

4.1 Problem Formulation

Given a set of videos, the expected number of accesses witens may vary dramasticallly depend-
ing on their popularity. User access pattern is thus an itaporfactor that must be taken into account
when determining the amount of video data to be staged atg perver. Zipf-like distributions have
been commonly used to characterize user access patteride@an-demand environment [3, 26]. In
Zipf distribution, the skewness in the popularity of a sef\éfvideos is represented by a skewness pa-

rameter, 0 < « < 1: the probability that vide@ is accessed is given t%ﬂ;—f wheref; = ﬂ%a for

j=1 J
1 <i < M. Whena = 1, each video is equally accessed with probabiﬁ;;y In general, the smaller

the skewness factor is , the skewer the distributidn is

*For example, Zipf distribution with a skewness parameted.®¥1 has been used in the literature [3, 26]. The value is
chosen because it closely matches a published video stusd déstribution [14] of 92 videos.
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In formulating the multiple video staging design probleng assume that the user access pattern at
a LAN is characterized by a known Zipf distribution with skess parameter. This information can
be gathered, for example, from the past user access patighes on a daily, weekly or monthly basis
or on an even longer time period. Suppose that the numbedebsistored in the central video server
is M, and the total number of expected concurrent accessesde tha@eos isA. The M videos are
numbered in the descending order of their popularity. (TWideo 1 is most popular one, i.e., it has the
largest expected number of accesses. Videos having theesgraeted number of accesses are ordered

arbitrarily.) Therefore, foil < i < M, the expected number of accesses to vidisa,; = A x —

Z;Vi1 fj .
By abuse of notation, we definéd = (a1,as9,...,ap ), and refer to this vector as thedeo access
profile.

Suppose that the disk subsystem of the proxy server haslatotant of disk bandwidthi3% ",

ozy

and a total amount of storage spagf..”. Consider videa, 1 < i < M, and fix a video staging

S

method, say, the CAS method. For any given cut-off @tdet T; (= %) be the backbone WAN band-
width required to transmit the portion of the video storethatcentral video server. Similarly, |&; be
the effective disk bandwidth required to transfer the portdf the video staged at the proxy server to a
client, assuming that there asgnumber of random accesses to the video. The correspondikggidir-
age space used$s. Thus forvidea, 1 < i < M, choosing the cut-off rat€; will reduce the backbone
WAN bandwidth requirement by, — T;, whereP; is the backbone WAN bandwidth requirement if no
video data is staged at the proxy server. However, this temugs achieved by consuming; amount

of disk bandwidth and; amount of disk storage space at the proxy server. Cleadypliective here is
to choose’;, 1 < i < M, in such a manner that thetal expected backbone WAN bandwidth require-
ment is minimized (or equivalently, the total reduction lire thrackbone WAN bandwidth requirement
is maximized) subject to the constraint that the total diskdwidth and storage capacity requirements
can be sustained by the proxy server. Formally, we have

Multiple Video Staging Design Problem
Given a video access profilé = (a1, as,...,ap;) and a disk system at the proxy server
with a total amount of disk bandwidtt? ", and a total amount of disk storage capacity,

Shio Y, determine the cut-off rat€; for each videa, 1 < i < M, such that the following

total reduction in the backbone WAN bandwidth is maximized

M
> aix (P —T)
=1
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Subject tahe disk bandwidth constraint
M
i Dy < B
=1

and the disk storage constraint

M

) PTOTY
Z Sl S Bstorage'
=1

Due to the difficulty in computing the parameters involvedfautunately, this optimization problem
does not have a simple solution. Although an exhaustivebaéspossible, the computational complex-
ity of this search is prohibitively high. As an alternativeg present two heuristic algorithms. We
remark that given the disk system today (for example, Seaghtie-9), the performance of the proxy
server is bounded more by the disk bandwidth constrainttifastorage capacity constraint. Therefore,
in our heuristic algorithms, we will focus only on the diskigiavidth constraint. This is justified by the
empirical evaluation conducted in Section 4.4.

4.2 Staging Hot Video Only (SHVO)

The first heuristic algorithm, referred to as thaging hot video onlySHVO) algorithm, regards the
user access pattern as the most important factor in detignivhich video to stage at the proxy server.
Intuitively, if a video is “hot”, i.e., it has a large numbef @oncurrent accesses, then staging this video
entirely at the proxy server is likely to yield significantdiection in the backbone WAN bandwidth.
This is because no backbone WAN bandwidth is required faveléhg the video. Formally, lett =

(a1, as,...,apr) be the video access profile where we haye> a, > ... > ay,. For eachi, let D;

be the effective per-stream disk bandwidth required tosfiemvideo: from the proxy server to a user,
given that there are; concurrent random accesses to the video. Then the numbet wideos,k, can

be staged at the proxy server is determined by the followorgstraint:

k k+1
Zai x D; < BYOW < Zai x D;.
i=1 i=1

Under this heuristic algorithm, either a video is entirelgged at the proxy server or not at all.
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Input: M videos and its associated video access prdfile (a1, as, ..., anr),
the total disk bandwidth at the proxy serve¥; "™,
and the incremental cut-off percentagje

Output: the cut-off percentag€ P, for each video.

Other Parameters. the disk bandwidth requiremeiiy; (C'P;) for a givenC P;
and the bandwidth reduction rat®; (C F;) for a givenC' P;

LBRRF(A, By %™ 6P)
{
Initialize CP;t00,i=1,..., M,
Initialize B42%! to BY %",
while (B4l > 0) {
Find video: with the maximumgR;(CP; + 6 P);
Bgial == Byl — (Di(CPi + 6P) — Di(CP));
CP;:=CP; 4+ 0P;
}

return the cut-off percentag€’ P;,i = 1..M,

}

©CeNO MWD E

RS
= o

Figure 11: The LBRRF Algorithm

4.3 Largest Bandwidth Reduction Ratio First (LBRRF)

The second heuristic algorithm, referred to asltrgest bandwidth reduction ratio firgt BRRF) al-
gorithm, considers the effectiveness of video staging duceng the backbone WAN bandwidth as the
most important factor in determining which video and whatcpatage of it to be staged at the proxy
server. This effectiveness is measured in the bandwidtictemh ratioR;, as defined in Section 3. We
use the cut-off after smoothing (CAS) method as the videgirsiamethod for each video. The basic
idea behind the LBRRF approach is explained as follows.

For a videoi, staging a portion of the video at the proxy server consuradsia fraction of the total
disk bandwidth at the proxy server. In some sense, thisifracif the total disk bandwidth is allocated
to videos. Clearly, the video with larges®; should be favored when allocating the disk bandwidth at
the proxy server, provided that everything else is equakkmiadly, for eachi, 1 < i < M, suppose
C' P, percentage of videpis staged at the proxy server. Lt(C P;) denote the corresponding effective
per-stream disk bandwidth requirement, given that theza aroncurrent random accesses to the video.
Let R;(C'P;) be the resulting bandwidth reduction ratio. For the givéR;, the video with largesR;
is chosen, and’'P; percentage of its video data as determined by the CAS metilberstaged at the
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Proxy server.

The LBRRF algorithm is presented in Figure 4.3. The algarittarts withC' P; = 0 for all videos

procy

and sets the currently available disk bandwidigys’ to B5 %", the total disk bandwidth at the proxy
server (Lines 3-4). It then iterates by incrementii§; by 6 P amount at each step (Lines 5-9). The

is used to control the complexity of the algorithm. At eaapsthe effective disk bandwidth requirement
D,(CP; + iP) and the corresponding bandwidth reduction rai¢C P; + 6 P) are computed for each
videoi. The video with largesR; is selected (Line 6) (with the appropriate amount of diskdveidth
allocated to it), and the available disk bandwidtf’% is adjusted accordingly (Line 7). The algorithm
continues until there is no disk bandwidth available at tlexy server. The complexity of the algorithm

il
By
F(6P)

is O(M ), where F'(§P) is the smallest amount of disk bandwidth allocated as déteanby

0P at a single step.

4.4 Empirical Evaluation

In this section, we evaluate the performance of the two kgarapproaches, SHVO and LBRRF based
on simulation. The disk system model is again based on thgaSe&lite-9 disk, the parameters of
which is listed in Table 3.3. We assume that there are a tétal wideos (i.e.,M = 50), and there
are a total ob00 concurrent accesses (i.él,= 500). Since we do not hav&) different video traces,
we generate a Zipf-distribution-based video access praftle 50 videos and00 concurrent accesses
by randomly choosing0 videos from the followings MPEG-1 video traceswizard of Oz Star Wars
CNN MTV, andPrincess Bride The traces oWizard of OzandStar Warshave been shown in Figure 5.
The traces of the other three videos are shown in Figure 1€ p€hk rates of thegevideos range from
5.5Mb/s t010.3Mb/s, and the average rates range frodirMb/s to1.2Mb/s. Except for the last set of
experiments reported here (Figure 17), all other sets oéexgents use a skewness parameter 0.3.

In all the experiments, whenever clients have extra smogthuffer, the CAS video staging method is
used.

In the first set of experiments, we assume that clients hawxta buffer available for smoothing.
In Figure 13 (a), the backbone WAN bandwidth requirementearmbth the SHVO algorithm and the
LBRRF algorithm is plotted as a function of the number of &B disks available at the proxy server.
As the total disk bandwidth at the proxy server increases bdickbone WAN bandwidth requirement
is significantly reduced. We also observe that the LBRRFréalgo performs better than the SHVO
algorithm. This is expected because the LBRRF algorithndgdo utilize the disk bandwidth more
efficiently. When there are about 18 disks, all videos canthgesl at the proxy server, thus no back-
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Figure 12: Three additional video traces used in simulation

bone WAN bandwidth is required. In order to demonstrate ffectiveness of our proxy-server-based
approach, we also plot the backbone WAN bandwidth requiréméen no proxy server is used. The
superiority of the proxy-server-based approach in redytire backbone WAN bandwidth is evident
even when there are only a couple of disks available at theywerver.

Figure 13 (b) shows the storage utilization of the two alfpons. Less than 20% of the total disk
storage space available at the proxy server is used. Thfgmerour observation that, given the current
disk system, the disk bandwidth at the proxy server is mdmlito be the bottleneck than the disk
storage capacity. We observe that the LBRRF algorithm goesumore disk storage space than the
SHVO algorithm. The resaon is as follows. Although LBRRFoaithm only stage a portion of a video,
it stage more videos than SHVO algorithm. Further more, by storing the lower portion of the
videos, LBRRF algorithm can more effectively utilize theldbandwidth of the proxy server and thus
can afford to store more video data than SHVO algorithm.
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(a) Backbone WAN bandwidth reduction  (b) Proxy server disk storage utilization

Figure 13: Impact of proxy server disk resources: clientgeli@o smoothing buffery = 0.3.
In the second set of experiments, we assume that clientséhaweoothing buffer of sizé4KB.
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Figure 15: Impact of proxy server disk resources: clienteHEMB smoothing bufferq = 0.3.

In Figure 14 (a), The backbone WAN bandwidth requirementenebth the SHVO algorithm and the
LBRRF algorithm is plotted as a function of the number of &B disks available at the proxy server.
s the SHVWor&ghm. In particular, when there

are more than 9 disks, the total backbone WAN bandwidth reqent under the LBRRF algorithm is
close to zero whereas the SHVO algorithm requires 15 diskedoce the backbone WAN bandwidth

In this case, the LBRRF algorithm also outperform

requirement to zero. In order to demonstrate the

no proxy server is used but video smoothing is performed wighgiven client buffer. As shown in
Figure 14 (b), the storage utilization of the two algorithimshis case is still less than 20% of the total

disk storage space available at the proxy server.

The results from two more sets of experiments are shown iar€ig5 and Figure 16 where clients

21

supeyiarfitthe proxy-server-based approach in
reducing the backbone WAN bandwidth, we also plot the bac&h&WAN bandwidth requirement when



80 25

- LBRRF ——
E 70 SHVO -
=3 g 2 SEE e ——
] 60 < N
£ A~ g
2 50 e LBRRF g ’
) P SHVO - 3 15
&3 40 - o.Proxy. Server. - )
= \ %
b 30 g 10 F/
% Z b
s 20 =z
2 A s
<
= 10 <
0 e 0
0 2 4 6 8 100 12 14 16 18 0 2 4 6 8 10 12 14 16 18
No. of Elite-9 Disks No. of Elite-9 Disks
(a) Backbone WAN bandwidth reduction (b) Proxy server disk storage utilization

Figure 16: Impact of proxy server disk resources: clientel&VIB smoothing buffere = 0.3.

are assumed to have a smoothing buffer of dikd8 and 8MB respectively. The same observation
applies to these two cases, although the difference in ttferpeance of the two heuristic algorithms
appears to get smaller as the size of client smoothing buffeeases. In these cases, the proxy-server-
based approach can still achieve significant reductionarbtckbone WAN bandwidth even when the
number of disks at the proxy server is small.

In the last set of experiments, we investigate the impadi@tkewness parameteron the perfor-
mance of the two heuristic algorithms. We chaageom 0.3 to 0.9, thus the Zipf distribution becomes
less skewer. In other words, the accesses to the videos aeeavenly distributed. Since the disk stor-
age space is not the bottleneck, the “flatter” video accesf#igorvould enable more videos to be staged
in the proxy server. As a result, we would expect that thegueréince of the SHVO algorithm should
somewhat be improved. This is confirmed by our experimerstsha results in Figure 17 (a) show. It
is also interesting to notice that Figure 17 (b) shows thatSHVO algorithm has a higher disk storage
utilization than the LBRRF algorithm in this case.

5 Related Work

The problem of end-to-end real-time transport of store@widver a network has been studied in many
contexts [1, 2, 30, 32, 10, 28, 27, 29, 25, 5, 11, 12, 13, 1620924, 33]. In particular, a number
of researchers have considered using video smoothingiteasto reduce the variability in transmit-
ting stored video from a server to a client across a high-gpegwork [6, 15, 18, 19, 21, 33] by take
advantage of the client buffer capabilities. These videoathing techniques (implicitly) assume a
homogeneous underlying network environment, and thus d@address the issue of heterogeneity in
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Figure 17: Impact of proxy server disk resources: clienteelBVIB smoothing bufferey = 0.9.

the underlying networking environment. Our proxy-sersased, network-conscious approach, on the
other hand, explicitly takes the underlying heterogenamis/orking environments into consideration.
In such a problem setting, the most critical aspect of theterehd video delivery across heterogeneous
networking environments. We present an effective techmiguvideo staging using proxy servers —
to address the problem how to reduce the backbone WAN batiiweduirement. Note that the back-
bone WAN bandwidth requirement can also be reduced by difinectly applying the video smoothing
techniques with large client buffers or prefetching a vidd®am into a client’s disk storage system.
However, to achieve the same effect as our approach. ceabldecost and overhead must be added to
the client system. For example, a 23 MB client buffer is nédddéransmit the VBR compressed MPEG-
1 star warvideo in a constant-bit-rate, real-time fashion. Prefietgipart or a whole video stream into
a client disk would require considerable disk space andrilazge start-up latency overhead. Moreover,
the prefetched data is only available to a single user. Irirast) our proxy-server-based, network-
conscious approach provides a much more cost-effectivesaealdble way to deliver video across a
wide-area network to a large number of users situated in@esiocal-area network. This is because
the considerably larger disk bandwidth and storage spaaitable at the proxy server are shared by all
the users. In addition, the video smoothing techniqueslaodrcorporated into our approach to exploit
the client buffering and storage capabilities.

Proxy (web) servers [7] together with web caching techrsgisee, e.g., [17] and references therein)
have been widely used in web-based data applications taeetia transfer latency across the Inter-
net by caching frequently-accessed data locally. Simitdions such as Internet object cache [4, 31]
and host proximity service [8] have also been proposed wihmélar objective. Due to the real-time
playback nature of video delivery and the large amount d dendwidth and storage space required at
the proxy server, we believe that applying these cachingnigaes to the problem of end-to-end deliv-
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ery is unlikely to yield considerable improvement in theteys performance. On the contrary, it may
even degrade the system performance because of the pblamféaoverhead involved in the real-time
transfer of video data. In contrast, the video staging teglendeveloped in this paper determines what
video data to be placed at a proxy server by taking both vitapacteristics and a video access profile
of a LAN into consideration. The objective is to reduce thealtexpected backbone WAN bandwidth
requirement when delivering video to a large number of uateesgiven LAN.

6 Conclusion

In this paper, we have presented a nowetivork-consciouapproach to the problem of end-to-end video
delivery over wide-area networks using proxy servers sétidetween local-area networks (LANs) and
a backbone wide-area network (WAN). A major objective of approach is to reduce the backbone
WAN bandwidth requirement. Towards this end, we have de@ego novel and effective video deliv-
ery technique calleglideo staginghrough intelligently utilizing the disk bandwidth and sige space
available at the proxy servers. We have designed variowsoviaging methods and evaluated their
effectiveness in trading the disk bandwidth of a proxy sefeethe backbone WAN bandwidth. We
also developed heuristic algorithms for designing a midtigdeo staging scheme in a proxy server
with a given video access profile for the associated LAN. @suits demonstrate that the proposed
proxy-server-based, network-conscious approach prewdeost-effective and scalable solution to the
problem of the end-to-end video delivery over wide-areavoets.

Our study is only an initial study of the proposed proxy-se#ased, network conscious approach.
There are still many issues, both theoretical and pragctibat must be addressed. The synchronization
and signaling issues mentioned in Section 2 are two examipiesstigation of these issues will be the
topic of our future research.
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