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Abstract

Real-time distribution of stored video over wide-area networks is a crucial component of many
emerging distributed multimedia applications. The heterogeneity in the underlying network envi-
ronments is an important factor that must be taken into consideration whendesigning an end-to-end
video delivery system.

In this paper, we present a novelnetwork-consciousapproach to the problem of end-to-end
video delivery over wide-area networks using proxy servers situated betweenlocal-area networks
(LANs) and a backbone wide-area network (WAN). A major objective of our approach is to reduce
the backbone WAN bandwidth requirement. Towards this end, we develop anovel and effective
video delivery technique calledvideo stagingvia intelligent utilization of the disk bandwidth and
storage space available at proxy servers. Using this video staging technique, only part of a video
stream is retrieved directly from the central video server across the backboneWAN whereas the
rest of the video stream is delivered to users locally from proxy servers attached to the LANs. In
this manner, the WAN bandwidth requirement can be significantly reduced, particularly when a large
number of users from the same LAN access the video data. We design several video staging methods
and evaluate their effectiveness in trading the disk bandwidth of a proxyserver for the backbone
WAN bandwidth. We also develop two heuristic algorithms to solve the problem of designing a
multiple video staging scheme for a proxy server with a given video access profile of a LAN. Our
results demonstrate that the proposed proxy-server-based, network-conscious approach provides
an effective and scalable solution to the problem of the end-to-end video delivery over wide-area
networks.
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1 Introduction

Real-time distribution of stored video over high-speed networks is a crucial component of many emerg-

ing multimedia applications including distance learning,digital library, Internet TV broadcasting and

video-on-demand systems. Because of its high bandwidth requirement, video is typically stored and

transmitted in compressed format. As a result, video trafficcan be highly bursty, possibly exhibiting rate

variability spanning multiple time scales. This is particularly the case when constant-quality variable-

bit-rate (VBR) compression algorithms are used [9]. Due to the bursty nature of compressed video,

support for quality-of-service (QoS) guarantees for real-time transport of stored video across a network

is therefore a challenging problem. This problem is furthercompounded when video is delivered over a

wide-area network (WAN) where several heterogeneous networks are interconnected.

The heterogeneity in the underlying network environments is an important factor that must be taken

into consideration in the design of many distributed multimedia applications. For example, consider a

distance learning application in a large university which has several geographically separate campuses.

Each campus has its own campus-wide high-speed local area network (LAN). These campus networks

are typically interconnected to each other through a backbone wide-area network owned by a third

party. Suppose that the distance learning center is situated in the main campus with a central video

server supplying video-based multimedia course materialsto all campuses over the wide-area network.

The backbone WAN is typically shared by a large number of institutions or users, and it is generally

more expensive to deploy additional resources in the backbone WAN than in local area networks. Given

the emerging gigabit networking technologies such as Gigabit Ethernet and Fibre Channel, the cost of

installing and running a local-area gigabit network becomes increasingly cheaper. On the other hand, the

WAN bandwidth is a much more critical and costly resource1 than that of campus-wide LANs. There-

fore, reducing the total bandwidth requirement of the backbone WAN should be an important objective

in the design of a real-time video delivery system in such a scenario. The heterogeneous networking

environment of the aforementioned example is also fairly common in other settings, e.g., in a large

corporation where its intranet consists of several geographically dispersed LANs interconnected by a

wide-area network leased from a network service provider, or in a residential setting where several res-

idential access networks (operated by one network service provider) are connected to a large backbone

wide-area network operated by another service provider.

In this paper, we present a novelproxy-server-based, network-consciousapproach to the end-to-end1As an indication of the potential cost of backbone WAN bandwidth, the University of Minnesota, as one of the participants

in the Internet-II project, recently leased an OC-3 link (with a bandwidth of 155Mb/s) from Minneapolis to Chicago which

costs1:7 million dollars biennially.
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video delivery over wide-area networks. For simplicity of discussion, the wide-area network in question

is assumed to comprise several local area networks interconnected by a backbone wide-area network

(see Figure 1 for a simple example), although our approach can be applied to networks with more

general topology and configuration. Video streams are delivered from a central video server through the

backbone WAN to a large number of users in the local area networks. As part of the network system

architecture, we also assume that aspecial server with a disk storage system, which we shall refer to as a

proxy (video) server2, is installed in each LAN and is directly attached to the gateway router connecting

the LAN to the backbone WAN. This assumption is quite reasonable, given the relatively low cost of PC

servers today.The major objective of our proxy-server-based, network conscious approach is to reduce

the bandwidth requirement in the backbone wide-area network, whereas the bandwidth of LANs is

assumed to be bountiful and thus not a major concern. We develop an effective video delivery technique

calledvideo stagingvia intelligent utilization of the disk bandwidth and storage capacity available at

proxy serves attached to the LANs. The basic idea behind the video staging technique is toprefetch

a predetermined amount of video data and store them a priori at proxy servers— this operation is

referred to asstaging. Using the video staging technique, only part of video data is retrieved directly

from the central video server across the backbone WAN whereas the rest of the video data is delivered

to users from proxy servers attached to the LANs. In this manner, the WAN bandwidth requirement can

be significantly reduced, particularly when a large number of users from the same LAN access the video

data.

Our proxy-server-based, network-conscious approach to the problem of end-to-end video delivery

across wide-area networks has several salient features andadvantages. Because of the large storage

space at a proxy server, for a given video, a sizeable portionof its data can be staged at a proxy server.

The video staging technique is designed in such a manner thatthe video data can be delivered across the

backbone WAN using a constant-bit-rate (CBR) network service. Hence only fixed amount of bandwidth

needs to be reserved from the central video server across thebackbone WAN to a LAN, allowing simple

admission control and scheduling mechanisms to be employedto ensure QoS guarantees for video

delivery across the backbone WAN. This bandwidth reservation can also be done on an aggregate basis

when multiple video streams are delivered from the central video server across the backbone WAN to

the same LAN, thereby further simplifying the resource management and control in the backbone WAN.

Furthermore, since the disk bandwidth and storage capacityavailable at a proxy server are shared by all

users attached to the same LAN, statistical multiplexing gains can be effectively exploited to improve2Although we use “proxy server” as the name for this special server, however, as will be clear later, the usage of proxy

server in our context of real-time video delivery is quite different from the typical usage of a proxy server as a caching device

in the context of web-based data applications. Despite thisdifference, we decide to borrow the terminologyproxy serverfor

lack of better nomenclature.
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Figure 1: Video delivery over a simple heterogeneous networking environment

resource (e.g. disk bandwidth) utilization at the proxy server when multiple staged video streams are

retrieved from the disk storage system of the proxy server across the LAN to various users on the LAN.

We design several video staging methods and study their effectiveness in trading the disk bandwidth

of a proxy server for the backbone WAN bandwidth. Given this trade-off in the disk bandwidth require-

ment of proxy server and the backbone WAN bandwidth requirement for each video stream, we proceed

to investigate the problem of how to determine the amount of video data from a collection videos to be

staged at a proxy server with fixed disk bandwidth and disk storage space. We develop two heuristic

algorithms to solve this problem. We evaluate our approach using simulations based on MPEG-1 video

traces. Our results demonstrate that the proposed proxy-server-based, network-conscious approach pro-

vides an effective and scalable solution to the problem of the end-to-end video delivery over wide-area

networks.

The remainder of our paper is organized as follows. In Section 2, we describe our problem setting

and present our proxy-server-based, network-conscious approach. In Section 3, we present various

video staging techniques in the context of a single video stream. In Section 4, we develop two heuristic

algorithms to solve the problem of designing multiple videostaging scheme for a proxy server with a

given video access profile of a LAN. In Section 5, comparison with related work is made. The paper is

concluded in Section 6
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2 Problem Setting

In this paper, we study the problem of end-to-end video delivery over heterogeneous networking envi-

ronments. A simple example is shown in Figure 1, where several local area networks are interconnected

by a backbone wide-area network. As an important part of the network system architecture, we also

assume that a proxy video server is installed in each LAN and is directly attached to the gateway router

connecting the LAN to the backbone WAN. A central video server system with a large disk farm is

connected to the backbone WAN through a high-speed LAN backbone (from the perspective of clients

in other LANs across the backbone WAN, the central video server system can be viewed as if it is at-

tached directly to the backbone WAN). An exemplar video delivery architecture over a rathersimplistic

heterogeneous networking environment is shown in Figure 2,where the LANs are connected to the

backbone WAN through OC3 links (with 155 Mb/s bandwidth) andthe backbone WAN has two back-

bone switches connected by an OC48 links (with 2.48 Gb/s bandwidth). Upon request, video streams

are delivered from a central video server across the backbone WAN to a large number of clients attached

to the LANs.
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Figure 2: An exemplar proxy-server-based video delivery architecture

In a typical heterogeneous networking environment we consider in this paper, we assume that the

backbone WAN and the LANs belong to different administrative domains, in other words, owned by

different entities. There are frequently a large number of users concentrated at a LAN concurrently

accessing the central video server across the backbone WAN.Under these circumstances, reducing the

backbone WAN bandwidth required to delivery video from the central video server to users on the

LANs is therefore a major objective in the design of the end-to-end video delivery system. Instead
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of replicating the central video server at each LAN, which isgenerally too expensive to be practical,

installing inexpensive proxy (video) server with appropriate amount of resources such as disk bandwidth

and storage space is likely to be a most feasible and cost-effective approach to achieve this objective.

The fundamental contribution of our proxy-server-based, network-conscious approach to the prob-

lem of end-to-end video delivery over heterogeneous networks is the notion ofvideo staging. The basic

idea behind the video staging technique is to prefetch apredeterminedamount of video data and store

thema priori at proxy servers — this operation is referred to asstaging. Unlike thecachingtechnique

commonly used in a proxy web server, where data files are cached in and purged out of the proxy web

server based on on-line prediction of the random user accesspattern, the video staging technique we

develop in this paper determines the video data to be staged at a proxy video server based on several

important factors which we will explain below. The video data are staged at the proxy server on a fairly

long period of time instead of caching in and purged out dynamically. For example, in the case of a

distance learning application, staged video data can be determined on a daily basis based on the course

materials offered each day and the expected user access pattern to these materials.
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ClientNetwork

Local Area
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Stored Video Data from Central Video Server
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Figure 3: Proxy-server-assisted video delivery

The objective of the video staging technique is to reduce thetotal expectedbackbone WAN band-

width required for delivering video to a large number of users on a LAN. As illustrated in Figure 3, for

a given video, if a portion of its video data is staged at a proxy server attached to a LAN, then when

a user on the LAN accesses the video, only part of the video data is retrieved directly from the central

video server across the backbone WAN while the rest of the video data is delivered to the user from

the proxy server. Since only a portion of the video data is transmitted across the backbone WAN, the

bandwidth required is thus reduced. Moreover, if the video is accessed by a large number of users at

the LAN, then this reduction in the backbone WAN bandwidth requirement can be significant. In the

extreme case where the whole video is staged at the proxy server, then no backbone WAN bandwidth is

required, and the video is delivered locally from the proxy server. Clearly, this reduction in the back-

5



bone WAN bandwidth requirement is achieved by consuming certain amount of resources such as the

disk bandwidth and storage capacity at the proxy server. In light of the limited resources at a proxy

server, it is therefore important to stage video data at a proxy server in such a manner that the expected

total backbone WAN bandwidth required to deliver video to users on the associated LAN is maximally

reduced while efficiently utilizing the resources at the proxy server.

For a given video, the decision of whether to stage the entirevideo, or a portion of it, or none of it

at a proxy server hinges on many factors. One important factor is the effectiveness of video staging in

reducing the backbone WAN bandwidth requirement for the given video. This effectiveness will depend

on both the characteristics of the video and the method used to decide which portion of the video to be

staged at the proxy server. Such a method is referred to as avideo staging method. Another important

factor is the access pattern of a LAN, namely, the expected concurrent accesses to the video during a

certain period of time. If the video is expected to be accessed numerous times by a large number of

users on a LAN, it will likely be a good idea to stage the entireor a large portion of the video at the

proxy server to reduce the backbone WAN bandwidth required to transmit the video. On the other hand,

if the video is seldomly accessed, it may be better only to stage a small portion of it or none at all so that

the disk bandwidth and storage space can be used for staging other videos. Given the video collection at

the central video server, the expected number of accesses toeach video can be derived from user access

pattern of a LAN. This information is referred to thevideo access profileof the LAN. For a proxy server

with limited amount of resources, particularly limited amount of disk bandwidth and storage capacity, it

is crucial to take both the video access profile and video characteristics into consideration when deciding

the amount of video data to be staged at the proxy server. For agiven collection of videos and a video

access profile of a LAN, the problem of determining the amountof video data to be staged at the proxy

server so as to minimize the total backbone bandwidth requirement is referred to as themultiple video

staging designproblem. The focus of the paper is thus on the developing video staging methods and,

based on these methods, solving the multiple video staging design problem.

Before we delve into the details of our approach, we would like to point out that there are several

implementation issues that must be resolved when applying the video staging technique in practice. For

instance, if a portion of a video is staged at a proxy server while the rest of it is stored at the central video

server, then these two portions of the video data must be synchronized during the playback of the video.

This synchronization can be done either at the proxy server side or at the user side. In the former case,

the video data stored at the central video server will be transmitted to the proxy server first, merged with

the video data staged at the proxy server, and then deliveredto a user. The disadvantage of this approach

is that the processing capability of the proxy server can be apotential performance bottleneck. In the

latter case, the two portion of the video data are delivered to a user separately, and then synchronized.
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This requires extra buffering capability and incurs more overhead at the user side. Another related issue

is the signaling of the video delivery system, i.e., the issue of sending control signals to both the central

video server and the proxy server to initiate the playback ofa video stream. For instance, these issues

may be investigated in the context of RTP (Real-Time Transport Protocol) [22] and RTSP (Real-Time

Streaming Protocol) [23] protocols. Investigation of these issues is outside the scope of this paper, and

will be the topics of future research.

3 Video Staging: a Single Video Case

The effectiveness of staging video data at a proxy server in reducing the backbone bandwidth require-

ment can be measured by the ratio of the amount of the backboneWAN bandwidth reduction to that of

the disk bandwidth required at the proxy. This ratio will be referred to asbandwidth reduction ratio. In

this section, we present several video staging methods for asingle video, and based on these methods,

we study the effectiveness of video staging in reducing the backbone WAN bandwidth. We also inte-

grate the optimal video smoothing technique [21] into the design of video staging methods to achieve

further backbone WAN bandwidth reduction when clients haveextra buffering capabilities available for

smoothing.

3.1 Video Staging without Smoothing

We first consider the case where clients have no extra buffering capabilities available for smoothing and

describe a simple video staging method for this case. This simple method will form the basis for our

study. In order to simplify resource management at the backbone WAN, we will assume that a CBR

network service with minimal delay and no loss is used for video transport across the backbone WAN.

Without the presence of a proxy server, when a video is delivered from the central video server to a user

at a LAN, the bandwidth reserved across the backbone WAN mustthen be equal to the peak rate of the

video. With the presence of a proxy server, however, we can stage a portion of the video at the proxy

server so that a portion of the video data is delivered directly from the proxy server to a user on the LAN.

In this way, we can use the resources (disk bandwidth and storage space among others) available at the

proxy to reduce the backbone WAN bandwidth required for video delivery across the backbone WAN.

However, this reduction is achieved by devoting certain amount of disk bandwidth and storage capacity

available at the proxy server to store and deliver the stagedvideo data. Since the resources (especially

the disk bandwidth) at the proxy server are limited, it is important to consider the effectiveness of video

staging in reducing the backbone WAN bandwidth for a given video.
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Figure 4: A simple video staging method using a cut-off rate

Consider a video indexed byi. Let F be its frame period (measured in seconds), i.e., the time

interval during two consecutive frames are displayed, and let Ni be its total number of frames. Forj = 1; : : : ; Ni, the size of thejth frame issji bits. Then the peak rate of this video,Pi, measured in

bits per second, is given byPi = (max1�j�Ni sji )=F . As a simple video staging method, we choose

a cut-off rateCi, where0 � Ci � Pi � F = max1�j�Ni sji , and divide videoi into two parts as

illustrated schematically in Figure 4. The lower part consists of a sequence of partial frames with sizesj;li = sji � (sji � Ci)+, j = 1; : : : ; Ni, wherex+ = maxfx; 0g. The upper part consists of a sequence

of partial frames with sizesj;ui = (sji � Ci)+, j = 1; : : : ; Ni. The upper part will be duplicated and

staged at the proxy server whereas the lower part will remainstored at the central server3 (in fact, the

whole video is always stored at the central video server). From Figure 4, we note that the smallerCi is,

the more video data is staged at a proxy server. Moreover, asCi decreases, the lower part of the video

becomes less burstier, and eventually approaches to an essentially constant-bit-rate stream.

During the playback of videoi, only the lower part of the video is transferred from the central video

server across the backbone WAN, thus reducing the backbone WAN bandwidth requirement fromPi
to Ti = Ci=F . The upper part of the video is delivered directly from the proxy server, consumingDi = (max1�j�Ni sj;ui )=F amount of disk bandwidth in the worst case. It also consumes an amount of

disk storage space equal to
PNij=1 sj;ui . Define thebandwidth reduction ratio, denoted byRi, as the ratio

of the backbone WAN bandwidth reduction to the disk bandwidth consumed at the proxy server. ThenRi = Pi�TiDi . When there are a large number of concurrent accesses from users on the LAN, the effective3Since the upper part contains the “bursty portion” of the video data while the lower part the “less bursty” portion, it is
clearly beneficial to store the lower part instead of the upper part at the central server so that the reserved backbone WAN
bandwidth can be more efficiently utilized.
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disk bandwidth consumed by each video stream may be much lessthanDi due to statistical multiplexing

gains. The potential statistical multiplexing gain can be significant because the staged video (the upper

part of videoi) at the proxy is generally bursty. Let~Di denote the effective disk bandwidth consumed

in this case. Then the bandwidth reduction ratio becomesRi = Pi�Ti~Di .

3.2 Video Staging with Smoothing

If clients have extra buffering capabilities, the video smoothing [21, 5, 19, 20] can be incorporated into

the design of video staging methods to further reduce the backbone WAN bandwidth requirement. For

simplicity, we assume that all clients on the same LAN have a buffer of sizeB for smoothing (when

the client smoothing buffer sizes differ,B can be taken to be the smallest one). Given this client buffer,

there are two basic approaches: we can either perform video smoothing first, and then select a cut-off

rate (this approach is referred to ascut-off after smoothing(CAS)); or select a cut-off rate first, and

then perform smoothing on either part of the video or both parts (this approach is referred to ascut-off

before smoothing(CBS)). We describe these two approaches below, and assume that the optimal video

smoothing algorithm developed in [21] is used for video smoothing.

3.2.1 Cut-off After Smoothing

Consider videoi with Ni frames and a sequence of frames with sizesji , j = 1; : : : ; Ni. For a buffer sizeB, the optimal smoothing algorithm [21] generates the “smoothest” transmission schedule consisting

of a sequence of transmission sizes~sji (referred to as smoothed frames),j = 1; : : : ; Ni. Let ~Pi =(max1�j�Ni ~sji )=F be the peak rate of this smoothed transmission schedule. As in Section 3.1, we

choose a cut-off rateCi, where0 � Ci � ~Pi � F , and divide the smoothed transmits schedule into two

parts: the lower part consists of a sequence of partial smoothed frames with size~sj;li = ~sji � (~sji �Ci)+,j = 1; : : : ; Ni; and the upper part consists of a sequence of partial smoothed frames with size~sj;ui =(~sji � Ci)+, j = 1; : : : ; Ni. The upper part will be duplicated and staged at the proxy server whereas

the lower part will remain stored at the central server. Hence, during the playback of videoi, onlyTi = Ci=F amount of backbone WAN bandwidth is reserved for the transmission of the lower part

of video i across the backbone WAN, while~Di = (max1�j�Ni ~sj;ui )=F amount of disk bandwidth is

required in the worst case to transfer the upper part from theproxy server to a user on the LAN. The

total disk storage space consumed in the proxy server is
PNij=1 ~sj;ui .
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3.2.2 Cut-off Before Smoothing

As in Section 3.1, letPi = max1�j�Ni ; sji is the peak rate of videoi, which hasNi frames and a

sequence of frames with sizesji , j = 1; : : : ; Ni. Under the cut-off before smoothing approach, we first

choose a cut-off rateCi, where0 � Ci � Pi � F , and divide the video into two parts: the lower part

consists of a sequence of partial frames with sizesj;li = sji � (sji � Ci)+, j = 1; : : : ; Ni, and the upper

part consists of a sequence of partial frames with sizesj;ui = (sji � Ci)+, j = 1; : : : ; Ni. As before,

the lower part will remain stored at the central video serverwhile the upper part will be duplicated and

staged at the proxy server. There are three possible ways to apply the optimal smoothing algorithm after

the cut-off: we can use the client buffer to smooth either thelower part or the upper part or both parts to

reduce the rate variability in transmitting these parts.

If considerable rate variability exists in the lower part ofvideo i, using the client buffer to smooth

the lower part will generate a smoother transmission schedule, thus reducing the backbone WAN band-

width requirement that must be reserved across the backboneWAN. Formally, denote this smoother

transmission schedule by~sj;li , j = 1; : : : ; Ni. Then the reserved backbone WAN bandwidth isTi =~Pi = (max1�j�Ni ~sj;li )=F which is likely to be smaller thanCi=F , the backbone WAN bandwidth

that must be reserved if the lower part is not smoothed. We will refer to this video staging method as

smoothing on the lower part(SOLP).

In contrast, using the client buffer to smooth the upper partof video i will reduce the burstiness

of the video data staged at the proxy server, thereby reducing the disk bandwidth required to transfer

the video data from the proxy to clients. We shall refer to this video staging method assmoothing on

the upper part(SOUP). This method may be beneficial when the upper part of the video is very bursty

whereas the lower part is almost constant-bit-rate (e.g., when the cut-off rateCi is fairly small).

We can also smooth both the upper part and lower part of videoi by appropriately partitioning the

client buffer into two separate buffers. This method shall be referred to assmoothing on the upper and

lower parts(SOULP). There are many possible ways to partition the buffer. As an heuristic approach, we

partition the buffer according to the ratio of the cut-off rateCi to the peak ratePi, namely,Bl = B� CiPi�F
amount of the client buffer is used to smooth the lower part ofthe video, andBu = B � (1 � CiPi�F )
amount of the client buffer is used to smooth the upper part ofthe video. Using this method, both the

reserved backbone WAN bandwidth and the disk bandwidth required at the proxy server may be reduced.

However, the amount of reduction will depend on both the cut-off rateCi and the video characteristics.
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Figure 5: Video traces ofWizard of OzandStar Wars

3.3 Empirical Evaluation

In this section, we empirically evaluate the video staging methods presented in Section 3.2. The evalua-

tion is carried out based on simulation using MPEG-1 traces.Two MPEG-1 video traces,Star Warsand

Wizard of Oz, used in this simulation study are shown in Figure 5. The video Wizard of Ozhas a total

of 41762 frames and is approximately23 minutes long, while the videoStar Warshas a total of174055
frames and is approximately96 minutes long. The frame rate is 24 frames per section for bothvideos.

In our simulation, the disk system at the proxy server is modeled based on the Seagate Elite-9 disk,

the relevant parameters of which is listed in Table 1. We assume that the proxy server employs a simple

two-buffer scheme for delivering staged video data of a video stream to a user on the LAN: during each

round, one buffer is used to retrieve a block of video data from the disk system while the other is used to

hold the previously retrieved video data block that is currently being transferred to the LAN. In the next

round, the role of the buffers are swapped. The effective disk bandwidth depends on the block size used

in disk retrieval. Based on the experimental study in [29], we choose a block size of 200KB which yields

an effective bandwidth of approximately 5MB/s. From Table 1, we observe that the storage capacity of

an Elite-9 disk is about 9GB.

Capacity (GB) 9.09
Rotational Speed (RPM) 5400
Average Rotational Latency (ms) 5.56
Average Seek Time (ms) 11.5
Instant Transfer Rate (MB/s) 5.5-8.125

Table 1:Elite-9 Disk parameters
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The purpose of our empirical study is to evaluate the effectiveness of using the disk bandwidth

at the proxy server to reduce the backbone WAN bandwidth requirement. We first consider the case

where only a single video stream is accessed, and thus there is no statistical multiplexing gain in disk

retrieval. Assume that clients have no extra buffering capability for smoothing the video transmission.

It is clear that for each unit of disk bandwidth consumed at the proxy server, we can reduce one unit of

the backbone WAN bandwidth required by staging the appropriate amount of video data at the proxy

server. Thus the bandwidth reduction ratioRi (as defined in Section 3.1) is one. When clients have extra

buffers for smoothing, this observation still holds if thecut-off after smoothing(CAS) staging method is

used. However, this will not be the case when thecut-off before smoothingapproach is used. The focus

of our empirical evaluation is thus on the comparison of the four video staging methods with smoothing:

the cut-off after smoothing (CAS) method and the three methods based on the cut-off before smoothing

approach —smoothing on the upper part(SOUP),smoothing on the lower part(SOLP), andsmoothing

on the upper and lower parts(SOULP). In the simulation study below, we assume thatall clients have

a total smoothing buffer of size 1MB.
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Figure 6: Resource Requirements for a single stream ofWizard of Oz

In order to make fair comparison, we choose the cut-off rate for the four methods in such a manner

that the percentage of video data staged at the proxy server is kept the same. For asingle stream

of Wizard of Oz, the backbone WAN bandwidth requirement under the four methods is plotted as a

function of the percentage of video data staged at the proxy server in Figure 6 (a). The corresponding

disk bandwidth requirement at the proxy server is plotted inFigure 6 (b). The bandwidth reduction

ratio Ri plotted as a function of the percentage of video data staged at the proxy server is shown in

Figure 7 (a). We observe that all three cut-off-before-smoothing methods have a bandwidth reduction

rationRi not exceeding 1. The SOULP method outperforms both SOLP and SOUP methods because the

latter two have either very high disk bandwidth requirementor backbone WAN bandwidth requirement.
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As more video data is stored at the proxy server, SOUP becomesmore effective and its performance

approaches to that of SOULP and CAS. This is due to the fact that the lower part of the video data

becomes an essentially constant-bit-rate stream as the thecut-off rate becomes smaller (thus more video

data is staged at the proxy). For the same reason, as more video data is staged at the proxy server,

smoothing on the lower part of the video data has less effect.Consequently, the performance of SOLP

does not have any significant improvement. As shown in Figure7 (b), the same observation applies to

the result obtained using a single stream ofStar Warstrace.
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Figure 7: Ratio of backbone WAN bandwidth reduction to proxyserver disk bandwidth: single stream

When a large number of users on a LAN play back a videorandomly(in other words, multiple

streams of a single video are played back randomly), the effect of statistical multiplexing gains in re-

ducing the disk bandwidth requirement~Di at the proxy may be significant. As a result, the effective

per-stream disk bandwidth requirement~Di may be much smaller than that in the worst-case, which is

given byDi = (max1�j�Ni ~sj;ui )=F . Here~sj;ui represents the video data retrieved from the disk system

of the proxy at thejth frame period,j = 1; : : : ; Ni. In theory, as the number of random accesses in-

creases,~Di may approach the average disk bandwidth requirement given by
PNij=1 ~sj;uiNi�F . Figure 8 shows

the effective per-stream disk bandwidth requirement at theproxy server when 100 streams ofWizard of

Ozare played back randomly. Note that since we assume that a CBRnetwork service is used for video

transmission across the backbone WAN, the per-stream backbone WAN bandwidth requirement will be

the same (as shown in Figure 6 (a)) regardless of the number ofrandom accesses to the video.

Therefore, when a video is accessed multiple times independent, we compute the bandwidth re-

duction ratioRi using ~Di instead of the worst-caseDi. Figure 9 (a) and (b) show, respectively, the

bandwidth reduction ratioRi under the four video staging methods when 10 and 100 streams of Wizard

13
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Figure 8: Effective per-stream disk bandwidth requirementwhen 100 streams ofWizard of Ozare sta-

tistically multiplexed

of Ozare statistically multiplexed. The results from the same simulation conducted using theStar Wars

trace are shown in Figure 10. These figures show that the CAS method outperforms the three cut-off be-

fore smoothing methods most of the time and their performance tends to converge when a large amount

of video data is staged at the proxy server.
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Figure 9: Bandwidth reduction ratio for multiple streams ofWizard of Oz

Before we leave this section, however, we would like to pointout one short-coming of the CAS

method. For simplicity, we have assumed that all clients have a smoothing buffer of the same size. When

client smoothing buffer sizes differ, the CAS method has to use the smallest buffer size to smooth a video

stream before selecting a cut-off rate and then stage the corresponding upper part at a proxy server. On

the other hand, the cut-off before smoothing approach can better accommodate this heterogeneity in

client buffer capabilities by performing smoothing at the time of video retrieval and transfer. Due to

space limitation, the results from our study investigatingthis issue will not be included here.
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Figure 10: Bandwidth reduction ratio for multiple streams of Star Wars

4 Video Staging: Multiple Video Case

In the previous section, we have studied the effectiveness of video staging in reducing the backbone

WAN bandwidth for a given video. One important problem remaining to be addressed is how to choose

the cut-off rate so as to determine the amount of video data tobe staged at a proxy server. In this section,

we will study this problem in the context of multiple video staging with a given video access profile for

a LAN. We first formulate the problem formally and then develop two heuristic algorithms. Lastly the

two algorithms are empirically evaluated. Comparison withthe approach where no proxy server is used

is also made.

4.1 Problem Formulation

Given a set of videos, the expected number of accesses to these videos may vary dramasticallly depend-

ing on their popularity. User access pattern is thus an important factor that must be taken into account

when determining the amount of video data to be staged at a proxy server. Zipf-like distributions have

been commonly used to characterize user access pattern in a video-on-demand environment [3, 26]. In

Zipf distribution, the skewness in the popularity of a set ofM videos is represented by a skewness pa-

rameter�, 0 < � � 1: the probability that videoi is accessed is given by fiPMj=1 fj , wherefi = 1i1�� , for1 � i � M . When� = 1, each video is equally accessed with probability1M . In general, the smaller

the skewness factor is , the skewer the distribution is4.4For example, Zipf distribution with a skewness parameter of0:271 has been used in the literature [3, 26]. The value is
chosen because it closely matches a published video store rental distribution [14] of 92 videos.
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In formulating the multiple video staging design problem, we assume that the user access pattern at

a LAN is characterized by a known Zipf distribution with skewness parameter�. This information can

be gathered, for example, from the past user access patternseither on a daily, weekly or monthly basis

or on an even longer time period. Suppose that the number of videos stored in the central video server

is M , and the total number of expected concurrent accesses to these videos isA. TheM videos are

numbered in the descending order of their popularity. (Thusvideo1 is most popular one, i.e., it has the

largest expected number of accesses. Videos having the sameexpected number of accesses are ordered

arbitrarily.) Therefore, for1 � i �M , the expected number of accesses to videoi is ai = A � fiPMj=1 fj .

By abuse of notation, we defineA = (a1; a2; : : : ; aM ), and refer to this vector as thevideo access

profile.

Suppose that the disk subsystem of the proxy server has a total amount of disk bandwidth,Bproxydsk ,

and a total amount of storage spaceSproxydisk . Consider videoi, 1 � i � M , and fix a video staging

method, say, the CAS method. For any given cut-off rateCi, letTi (= CiF ) be the backbone WAN band-

width required to transmit the portion of the video stored atthe central video server. Similarly, letDi be

the effective disk bandwidth required to transfer the portion of the video staged at the proxy server to a

client, assuming that there areai number of random accesses to the video. The corresponding disk stor-

age space used isSi. Thus for videoi, 1 � i �M , choosing the cut-off rateCi will reduce the backbone

WAN bandwidth requirement byPi � Ti, wherePi is the backbone WAN bandwidth requirement if no

video data is staged at the proxy server. However, this reduction is achieved by consumingDi amount

of disk bandwidth andSi amount of disk storage space at the proxy server. Clearly, the objective here is

to chooseCi, 1 � i � M , in such a manner that thetotal expected backbone WAN bandwidth require-

ment is minimized (or equivalently, the total reduction in the backbone WAN bandwidth requirement

is maximized) subject to the constraint that the total disk bandwidth and storage capacity requirements

can be sustained by the proxy server. Formally, we have

Multiple Video Staging Design Problem

Given a video access profileA = (a1; a2; :::; aM ) and a disk system at the proxy server

with a total amount of disk bandwidth,Bproxydisk , and a total amount of disk storage capacity,Sproxydisk , determine the cut-off rateCi for each videoi, 1 � i � M , such that the following

total reduction in the backbone WAN bandwidth is maximizedMXi=1 ai � (Pi � Ti)
16



Subject tothe disk bandwidth constraintMXi=1 ai �Di � Bproxydisk
and the disk storage constraint MXi=1 Si � Bproxystorage:

Due to the difficulty in computing the parameters involved, unfortunately, this optimization problem

does not have a simple solution. Although an exhaustive search is possible, the computational complex-

ity of this search is prohibitively high. As an alternative,we present two heuristic algorithms. We

remark that given the disk system today (for example, Seagate Elite-9), the performance of the proxy

server is bounded more by the disk bandwidth constraint thanthe storage capacity constraint. Therefore,

in our heuristic algorithms, we will focus only on the disk bandwidth constraint. This is justified by the

empirical evaluation conducted in Section 4.4.

4.2 Staging Hot Video Only (SHVO)

The first heuristic algorithm, referred to as thestaging hot video only(SHVO) algorithm, regards the

user access pattern as the most important factor in determining which video to stage at the proxy server.

Intuitively, if a video is “hot”, i.e., it has a large number of concurrent accesses, then staging this video

entirely at the proxy server is likely to yield significant reduction in the backbone WAN bandwidth.

This is because no backbone WAN bandwidth is required for delivering the video. Formally, letA =(a1; a2; :::; aM ) be the video access profile where we havea1 � a2 � ::: � aM . For eachi, let Di
be the effective per-stream disk bandwidth required to transfer videoi from the proxy server to a user,

given that there areai concurrent random accesses to the video. Then the number of hot videos,k, can

be staged at the proxy server is determined by the following constraint:kXi=1 ai �Di � Bproxydisk < k+1Xi=1 ai �Di:
Under this heuristic algorithm, either a video is entirely staged at the proxy server or not at all.
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Input: M videos and its associated video access profileA = (a1; a2; :::; aM ),
the total disk bandwidth at the proxy server,Bproxydisk ,
and the incremental cut-off percentage�P

Output: the cut-off percentageCPi for each video.
Other Parameters: the disk bandwidth requirementDi(CPi) for a givenCPi

and the bandwidth reduction ratioRi(CPi) for a givenCPi
1. LBRRF (A;Bproxydisk ; �P )
2. f
3. InitializeCPi to 0, i = 1; : : : ;M ;
4. InitializeBavaildisk toBproxydisk ;
5. while (Bavaildisk > 0) f
6. Find videoi with the maximumRi(CPi + �P );
7. Bavaildisk := Bavaildisk � (Di(CPi + �P )�Di(CPi));
8. CPi := CPi + �P ;
9. g
10. return the cut-off percentageCPi, i = 1::M ;
11. g

Figure 11: The LBRRF Algorithm

4.3 Largest Bandwidth Reduction Ratio First (LBRRF)

The second heuristic algorithm, referred to as thelargest bandwidth reduction ratio first(LBRRF) al-

gorithm, considers the effectiveness of video staging in reducing the backbone WAN bandwidth as the

most important factor in determining which video and what percentage of it to be staged at the proxy

server. This effectiveness is measured in the bandwidth reduction ratioRi, as defined in Section 3. We

use the cut-off after smoothing (CAS) method as the video staging method for each video. The basic

idea behind the LBRRF approach is explained as follows.

For a videoi, staging a portion of the video at the proxy server consumes certain fraction of the total

disk bandwidth at the proxy server. In some sense, this fraction of the total disk bandwidth is allocated

to videoi. Clearly, the video with largestRi should be favored when allocating the disk bandwidth at

the proxy server, provided that everything else is equal. Formally, for eachi, 1 � i � M , supposeCPi percentage of videoi is staged at the proxy server. LetDi(CPi) denote the corresponding effective

per-stream disk bandwidth requirement, given that there areai concurrent random accesses to the video.

Let Ri(CPi) be the resulting bandwidth reduction ratio. For the givenCPi, the video with largestRi
is chosen, andCPi percentage of its video data as determined by the CAS method will be staged at the
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proxy server.

The LBRRF algorithm is presented in Figure 4.3. The algorithm starts withCPi = 0 for all videos

and sets the currently available disk bandwidthBavaildisk to Bproxydisk , the total disk bandwidth at the proxy

server (Lines 3-4). It then iterates by incrementingCPi by �P amount at each step (Lines 5-9). The�P
is used to control the complexity of the algorithm. At each step, the effective disk bandwidth requirementDi(CPi + �P ) and the corresponding bandwidth reduction ratioRi(CPi + �P ) are computed for each

video i. The video with largestRi is selected (Line 6) (with the appropriate amount of disk bandwidth

allocated to it), and the available disk bandwidthBavaildisk is adjusted accordingly (Line 7). The algorithm

continues until there is no disk bandwidth available at the proxy server. The complexity of the algorithm

is O(M � BavaildiskF (�P ) ), whereF (�P ) is the smallest amount of disk bandwidth allocated as determined by�P at a single step.

4.4 Empirical Evaluation

In this section, we evaluate the performance of the two heuristic approaches, SHVO and LBRRF based

on simulation. The disk system model is again based on the Seagate Elite-9 disk, the parameters of

which is listed in Table 3.3. We assume that there are a total of 50 videos (i.e.,M = 50), and there

are a total of500 concurrent accesses (i.e.,A = 500). Since we do not have50 different video traces,

we generate a Zipf-distribution-based video access profilewith 50 videos and500 concurrent accesses

by randomly choosing50 videos from the following5 MPEG-1 video traces:Wizard of Oz, Star Wars,

CNN, MTV, andPrincess Bride. The traces ofWizard of OzandStar Warshave been shown in Figure 5.

The traces of the other three videos are shown in Figure 12. The peak rates of these5 videos range from5:5Mb/s to10:3Mb/s, and the average rates range from0:47Mb/s to1:2Mb/s. Except for the last set of

experiments reported here (Figure 17), all other sets of experiments use a skewness parameter� = 0:3.

In all the experiments, whenever clients have extra smoothing buffer, the CAS video staging method is

used.

In the first set of experiments, we assume that clients have noextra buffer available for smoothing.

In Figure 13 (a), the backbone WAN bandwidth requirement under both the SHVO algorithm and the

LBRRF algorithm is plotted as a function of the number of Elite-9 disks available at the proxy server.

As the total disk bandwidth at the proxy server increases, the backbone WAN bandwidth requirement

is significantly reduced. We also observe that the LBRRF algorithm performs better than the SHVO

algorithm. This is expected because the LBRRF algorithm tends to utilize the disk bandwidth more

efficiently. When there are about 18 disks, all videos can be staged at the proxy server, thus no back-
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(c) Princess Bride

Figure 12: Three additional video traces used in simulation.

bone WAN bandwidth is required. In order to demonstrate the effectiveness of our proxy-server-based

approach, we also plot the backbone WAN bandwidth requirement when no proxy server is used. The

superiority of the proxy-server-based approach in reducing the backbone WAN bandwidth is evident

even when there are only a couple of disks available at the proxy server.

Figure 13 (b) shows the storage utilization of the two algorithms. Less than 20% of the total disk

storage space available at the proxy server is used. This confirms our observation that, given the current

disk system, the disk bandwidth at the proxy server is more likely to be the bottleneck than the disk

storage capacity. We observe that the LBRRF algorithm consumes more disk storage space than the

SHVO algorithm. The resaon is as follows. Although LBRRF algorithm only stage a portion of a video,

it stage more videos than SHVO algorithm. Further more, by only storing the lower portion of the

videos, LBRRF algorithm can more effectively utilize the disk bandwidth of the proxy server and thus

can afford to store more video data than SHVO algorithm.
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Figure 13: Impact of proxy server disk resources: clients have no smoothing buffer,� = 0:3.

In the second set of experiments, we assume that clients havea smoothing buffer of size64KB.
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Figure 14: Impact of proxy server disk resources: clients have 64KB smoothing buffer,� = 0:3.
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(b) Proxy server disk storage utilization

Figure 15: Impact of proxy server disk resources: clients have 1MB smoothing buffer,� = 0:3.

In Figure 14 (a), The backbone WAN bandwidth requirement under both the SHVO algorithm and the

LBRRF algorithm is plotted as a function of the number of Elite-9 disks available at the proxy server.

In this case, the LBRRF algorithm also outperforms the SHVO algorithm. In particular, when there

are more than 9 disks, the total backbone WAN bandwidth requirement under the LBRRF algorithm is

close to zero whereas the SHVO algorithm requires 15 disks toreduce the backbone WAN bandwidth

requirement to zero. In order to demonstrate the superiority of the proxy-server-based approach in

reducing the backbone WAN bandwidth, we also plot the backbone WAN bandwidth requirement when

no proxy server is used but video smoothing is performed withthe given client buffer. As shown in

Figure 14 (b), the storage utilization of the two algorithmsin this case is still less than 20% of the total

disk storage space available at the proxy server.

The results from two more sets of experiments are shown in Figure 15 and Figure 16 where clients
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Figure 16: Impact of proxy server disk resources: clients have 8MB smoothing buffer,� = 0:3.

are assumed to have a smoothing buffer of size1MB and 8MB respectively. The same observation

applies to these two cases, although the difference in the performance of the two heuristic algorithms

appears to get smaller as the size of client smoothing bufferincreases. In these cases, the proxy-server-

based approach can still achieve significant reduction in the backbone WAN bandwidth even when the

number of disks at the proxy server is small.

In the last set of experiments, we investigate the impact of the skewness parameters� on the perfor-

mance of the two heuristic algorithms. We change� from 0:3 to 0:9, thus the Zipf distribution becomes

less skewer. In other words, the accesses to the videos are more evenly distributed. Since the disk stor-

age space is not the bottleneck, the “flatter” video access profile would enable more videos to be staged

in the proxy server. As a result, we would expect that the performance of the SHVO algorithm should

somewhat be improved. This is confirmed by our experiments, as the results in Figure 17 (a) show. It

is also interesting to notice that Figure 17 (b) shows that the SHVO algorithm has a higher disk storage

utilization than the LBRRF algorithm in this case.

5 Related Work

The problem of end-to-end real-time transport of stored video over a network has been studied in many

contexts [1, 2, 30, 32, 10, 28, 27, 29, 25, 5, 11, 12, 13, 16, 19,20, 24, 33]. In particular, a number

of researchers have considered using video smoothing techniques to reduce the variability in transmit-

ting stored video from a server to a client across a high-speed network [6, 15, 18, 19, 21, 33] by take

advantage of the client buffer capabilities. These video smoothing techniques (implicitly) assume a

homogeneous underlying network environment, and thus do not address the issue of heterogeneity in
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Figure 17: Impact of proxy server disk resources: clients have 1MB smoothing buffer,� = 0:9.

the underlying networking environment. Our proxy-server-based, network-conscious approach, on the

other hand, explicitly takes the underlying heterogeneousnetworking environments into consideration.

In such a problem setting, the most critical aspect of the end-to-end video delivery across heterogeneous

networking environments. We present an effective technique — video staging using proxy servers —

to address the problem how to reduce the backbone WAN bandwidth requirement. Note that the back-

bone WAN bandwidth requirement can also be reduced by eitherdirectly applying the video smoothing

techniques with large client buffers or prefetching a videostream into a client’s disk storage system.

However, to achieve the same effect as our approach. considerable cost and overhead must be added to

the client system. For example, a 23 MB client buffer is needed to transmit the VBR compressed MPEG-

1 star warvideo in a constant-bit-rate, real-time fashion. Prefetching part or a whole video stream into

a client disk would require considerable disk space and incur large start-up latency overhead. Moreover,

the prefetched data is only available to a single user. In contrast, our proxy-server-based, network-

conscious approach provides a much more cost-effective andscalable way to deliver video across a

wide-area network to a large number of users situated in a single local-area network. This is because

the considerably larger disk bandwidth and storage space available at the proxy server are shared by all

the users. In addition, the video smoothing techniques are also incorporated into our approach to exploit

the client buffering and storage capabilities.

Proxy (web) servers [7] together with web caching techniques (see, e.g., [17] and references therein)

have been widely used in web-based data applications to reduce data transfer latency across the Inter-

net by caching frequently-accessed data locally. Similar notions such as Internet object cache [4, 31]

and host proximity service [8] have also been proposed with asimilar objective. Due to the real-time

playback nature of video delivery and the large amount of disk bandwidth and storage space required at

the proxy server, we believe that applying these caching techniques to the problem of end-to-end deliv-
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ery is unlikely to yield considerable improvement in the system performance. On the contrary, it may

even degrade the system performance because of the potential large overhead involved in the real-time

transfer of video data. In contrast, the video staging technique developed in this paper determines what

video data to be placed at a proxy server by taking both video characteristics and a video access profile

of a LAN into consideration. The objective is to reduce the total expected backbone WAN bandwidth

requirement when delivering video to a large number of usersat a given LAN.

6 Conclusion

In this paper, we have presented a novelnetwork-consciousapproach to the problem of end-to-end video

delivery over wide-area networks using proxy servers situated between local-area networks (LANs) and

a backbone wide-area network (WAN). A major objective of ourapproach is to reduce the backbone

WAN bandwidth requirement. Towards this end, we have developed a novel and effective video deliv-

ery technique calledvideo stagingthrough intelligently utilizing the disk bandwidth and storage space

available at the proxy servers. We have designed various video staging methods and evaluated their

effectiveness in trading the disk bandwidth of a proxy server for the backbone WAN bandwidth. We

also developed heuristic algorithms for designing a multiple video staging scheme in a proxy server

with a given video access profile for the associated LAN. Our results demonstrate that the proposed

proxy-server-based, network-conscious approach provides a cost-effective and scalable solution to the

problem of the end-to-end video delivery over wide-area networks.

Our study is only an initial study of the proposed proxy-server-based, network conscious approach.

There are still many issues, both theoretical and practical, that must be addressed. The synchronization

and signaling issues mentioned in Section 2 are two examples. Investigation of these issues will be the

topic of our future research.
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