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Abstract

We propose some ratio-type variance estimators using ratio estimators for the pop-
ulation mean in literature. We obtain mean square error (MSE) equations of proposed
estimators and show that proposed estimators are more efficient than the traditional
ratio estimator, suggested by [C.T. Isaki, Variance estimation using auxiliary informa-
tion, Journal of the American Statistical Association 78 (1983) 117-123], under certain
conditions. We also adapt the proposed estimators in the simple random sampling to
the stratified random sampling. In addition, we support the theoretical results with
the aid of numerical examples.
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1. Introduction

Ratio-type estimators take advantage of the correlation between the auxil-
iary variate, x and the variate of interest, y. When information is available
on the auxiliary variate that is positively correlated with the variate of interest,
the ratio estimator is a suitable estimator to estimate the population mean. For
ratio estimators in sampling literature, population information of the auxiliary
variate, such as the coefficient of variation or the kurtosis, is often used to in-
crease the precision of the estimation of a population mean. In this study, we
consider this population information to improve the efficiency of the estima-
tion for the population variance in simple and also in stratified random sam-
pling. The problem of constructing efficient estimators for the population
variance has been widely discussed by various authors such as Das and Tri-
pathi [5], Isaki [7], Singh et al. [13], Agrawal and Sthapit [1], Garcia and Ceb-
rain [6] and Arcos et al. [2].

Assuming simple random sampling, we present traditional and proposed ra-
tio-type estimators of the population variance and obtain their MSE equations
in the next section. Efficiency comparisons, based on these MSE equations, are
considered in Section 3. Assuming stratified random sampling, we develop var-
iance estimator and derive its MSE equation in Section 4. We suggest a class of
ratio-type estimators for the population variance in stratified random sampling
and find their MSE equations in Section 5. Numerical results are reported in
Section 6 and discussed in the last section.

2. Suggested estimators in simple random sampling

Isaki [7] presented the ratio estimator for the population variance using the
auxiliary information, Si, as

2

2
Sl%auo 7S)ZSJC’ (1)
X

where si and s? are unbiased estimators of population variances Sﬁ and Sf,

respectively. The MSE of this estimator is

MSE( 1al10) - ;“S;[ﬁZO/) + ﬁZ(x) - 20} [12]7 (2)

where /= L fo(v) = 4 f,(x) = 2,0 = £ and g, = £, 0, — V) (3 — %)

H20H02
[11]. Here N is number of units in population, n is the sample size, X and Y are
population means of the auxiliary variate x; and the variate of interest y;
respectively.
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Motivated by Sisodia and Dwivedi [15], Singh and Kakran [14] and Upad-
hyaya and Singh [16], we propose following ratio-type estimators for the pop-
ulation variance as

S2

Sl - el ®)
: S e 4
2 = T )[ = B(x)], (4)
Sprs = L[S%' (x) = & (5)
P2 By (x) — € v

&2
Sprt = 3 7y [S2Cx = Ba(¥)], (6)

)

where C, = % is the coefficient of variation for the population and f,(x) is the
population kurtosis of the auxiliary variate.

The MSE of proposed estimators can be found using the first degree approx-
imation in the Taylor series method defined by

MSE(sf,r) =~ d¥d', (7)
where
Oh(a,b) 0h(a,b)
4= Oa $2.52 0b |ss

2

[ V(s;) cov(si,sﬁ)]v 17

cov(s?,s?)  V(s?).

y X

Here h(a,b) = h(s},s;) = s,,. According to this definition, we obtain d for the
first proposed estimator, s- ,, as follows:
s2
a=[1 -2

§2—Cx

prl»®

We obtain the MSE of the first proposed estimator using (7) as

52 2\’
MSE(s>,) = V(s]) — 232 —yc cov (s}, s7) + <32 _} c ) V(s?), (8)

X

where

V(sy) = 2S)[B>(v) = 1],
V(s3) = 2Si[Ba(x) — 1], )
cov(s;,s;) = AS;S3(0— 1) [11].
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Using these definitions, we can write (8) as

MSE(sp,) = 253 {2 (y) = 1 = 24,(0 — 1) + 47 [ (x) — 1]}, (10)
where 4, = %
It is clear that A, is replaced with
2
4> = zL
Sx - ﬁZ('x)
_ Siﬁz(x)
Ay = 5",
Sxﬁz(x) - Cx
S2C,

PTSC— Byl)

for MSE equations of second, third and fourth proposed estimators, given in
(4)—(6), respectively. In other words, the MSE equation of proposed estimators
is

MSE(s;,) = ZSH{ P (y) =1 = 24,0 = 1) + A7 [Br(x) — 1]}, i=1,2,3,4.
(11)

3. Efficiency comparisons

We compare the MSE of the proposed estimators, given in (11), with the
MSE of the traditional ratio estimator, given in (2). We have the following
condition:

MSE(s;,) < MSE(s7,4,), i=1,2,3,4,
(12)
APy (x) — A7 — 24,0 + 24, — 1 — B, (x) +20 < 0.

When the condition (12) is satisfied, the proposed estimators are more efficient
than the traditional ratio estimator, given in (1).

When we analyze the condition (12), we see that this condition gets the value
0 if 4; = 1. This means that there is no difference between the proposed estima-
tor and the traditional estimator for the MSE value. However, we know that
A; # 1 because C, # 0 and 5, (x) # 0.

4. Variance estimator in stratified random sampling

In the stratified random sampling, the population variance, for the variate of
interest, can be obtained as follows:
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V=18, =30 Y =T =30 Yl - T+ (H-TE (1)

where £ is the number of stratum, N, is the population size in stratum / and Y,
is the population mean of the variate of interest in stratum /4, y;;. Assuming
that N= N —1and N, = N, — 1, we can write (13) as

l 4
NS, = ZN,,S; + ZNh(Yh -7,

sty th h+zwh Y, —Y),

where o, = h is the stratum weight and Sm is the population variance of the
variate of 1nterest in stratum 4. Assuming n = n — 1 and n, = n;, — 1, the esti-
mator of the population variance, given in (14), is

(14)

l

L
sty Z Z y yst ’ (15)

h=1 h=1

where @, =, s? 7» and y, are the sample variance and the sample mean of the
variate of mterest in stratum A, respectively, and y, = Zh L@,y 1s the estima-
tor of the population mean for the variate of interest in the stratified random
sampling [3, p. 103]. We know that *+ = % in proportional allocation [4, p. 91].
Therefore we can take @, = w, for the rest of the paper. The MSE of the var-
iance estimator, given in (15), is obtained as

MSE(s sn thlh Vi (Bo() — 1]

+4 Z w;(Yy — (ih M3on — Z COMthoz:)

h=1

+ 4th Y — <;L,,sz - 2thzhs -+ Zwﬁ)hs )
(16)

(see Appendix A) where 7, = L., = 357" (v, = ) (s — )" and ()
is the population kurtosis of the variate of interest in stratum /. Here ny, is
the sample size in stratum /& and X, is the population mean of the auxiliary var-
iate in stratum /, x;.
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5. Suggested estimators in stratified random sampling

Combined ratio estimator for the population mean is defined by

B
Ve =2X [4],
st

where X = Zizlwh?ch is the estimator of the population mean of the auxiliary
variate in the stratified random sampling. Here X, is the sample mean of the
auxiliary variate in stratum /4. According to this definition, combined ratio esti-
mator for the population variance can be expressed as

2

S )
§2 =22 (17)

Ic 2 x?
Sslx

where 57, = S OnH + S 108(X — %q)’ is the estimator of the population
variance of the auxiliary variate in the stratified random sampling. Here 52, is
the sample variance of the auxiliary variate in stratum /. The MSE of the esti-
mator, given in (17), is found as follows:

l

4 4
MSE(s2,) = —’2‘ {Z Sy B2 () — 1] + 42002(7;, -7) (ih,uw,

h=1

— thﬂhﬂ30h> +4Z(Dh Yh <AhS2 — ZZ(J);,
14 v 14 v
+Y wﬁihSih) -2 > 0p Sy Sy (0, — 1) — 45
h=1

h=1

X Zwi(Xh <}h.u21h thﬂhﬂzm - S)Lh#o%h
v ¢
3 Z ol,m,umh> —4- Z w;, (Y, — )(7»/1#1211
h=1
4 Vv ¢
- th/lh,uuh Zwi) xh [32 (xn) — 1] 85 Zwi
=1

h=1

X()?h X)(Yh ) (AhSyrh — ZthAhSyrh + thihS‘xh>

—‘-4*2 Z Cl)h Xh ) <)hS2 -2 Z wh)Lthh + thﬂhs,\h> }

h=1

(18)
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(see Appendix B) where 0, = 42— y = ZﬁzlwhSih + 5, 04(Y7, = Y) and

Haon o’
d=3" opS% 4+ 3w, (X, — X). Here Ba(x,) is the population kurtosis of
the auxiliary variate in stratum /, Sﬁh is the population variance of the auxiliary
variate in stratum /2 and S, is the population covariance between the auxiliary
variate and variate of interest in stratum /.
Motivated by Kadilar and Cingi [8], we propose following variance estima-
tors in the stratified sampling:

2

2 Sty 2
SrC T = (Sx + C‘-x)7 (19)
ol Sgt,x + CX

2

R = T() 52+ By (x)], (20)

2

s = 2 [S2y(x) + C] (21)
repr3 §2 ﬁz(x)Jer X x]s

st,x

2

S
sfcprll = + [Sfcx + ﬁZ(x)] (22)
Sst,xcx + ﬁZ(x) )

whose MSE equations have the same form with (18). Naturally, é and Sf
should be added by C, for the MSE of the first proposed estimator, and
Pa(x) for the MSE of the second proposed estimator in (18). Similarly, é and
S2 should be replaced by 3fx(x) + C, and S>B,(x) + C,, respectively, and v
should be multiplied by f,(x) for the MSE of the third proposed estimator
in (18). It is obvious that f,(x) will be replaced by C,, and vice versa, in the
MSE equation of the third proposed estimator for the MSE of the fourth pro-
posed estimator.

6. Numerical examples

We use data in Kadilar and Cingi [9,8] to compare efficiencies between the
traditional and proposed estimators in the simple random sampling and in the
stratified random sampling, respectively. These data concern the level of apple
production (1 unit = 100 tonnes) as the variate of interest and number of apple
trees (1 unit = 100 trees) as the auxiliary variate in 106 villages in the Marmar-
ian Region and in 854 villages in 6 strata, respectively (as 1: Marmarian, 2:
Agean, 3: Mediterranean, 4: Central Anatolia, 5: Black Sea, 6: East and
Southeast Anatolia) in 1999 (Source: Institute of Statistics, Republic of
Turkey).
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Table 1
Data statistics of the population for the simple random sampling

N =106
n=20
=082
C,=4.18
C,=2.02

Y =15.37
X =243.76
S, =64.25
S, =491.89
Ba(x) =25.71
B-(y) = 80.13
A=0.05
0=33.30

6.1. Numerical example for simple random sampling

In Table 1, we observe the statistics about the population. Using simple ran-
dom sampling, we take the sample size as n = 20. We would like to remind that
sample size has no effect on the efficiency comparisons of the estimators, as
shown in Section 3. Note that the correlation (p) between the auxiliary variate
and variate of interest is 0.82 for this data set.

We compute the MSE values of traditional, simple and proposed estimators
using the Egs. (2), (9) and (11), respectively, and these values are shown in Ta-
ble 2. We observe that the traditional ratio estimator has the biggest MSE va-
lue, except the simple estimator, so we can say that all proposed estimators are
more efficient than the traditional ratio estimator for this data set. However,
this result is an expected result because the condition (12) is satisfied for all
proposed estimators, having the value of (—1.27E—04) for the first proposed
estimator, (—1.61E—03) for the second proposed estimator, (—4.93E—06) for
the third proposed estimator and (—7.99E—04) for the fourth proposed

Table 2

MSE Values of variance estimators in the simple random sampling

Estimators MSE

Simple (s2) 67,423,045.30
Traditional (s2,;,) 33,431,595.28
Proposed 1 (szgl.l) 33,431,487.38
Proposed 2 (S_Efz) 33,430,220.74
Proposed 3 (SET3) 33,431,591.08
Proposed 4 (s;,4) 33,430,914.10




Table 3

Data statistics of the population for the stratified random sampling

N =854
n=140

X = 376.00

Y =29.30
Pa(x) = 312.07
Ba(y) = 195.84
C,=3385
C,=584

S, = 1447.94
S, =171.06
p=092

6 =2,107,597.26
v =29,448.38

N; =106

ny = 9

X =243.76
Y, =1537
Bax1) =25.71
Ba(y1) = 80.13
Cy1 =2.02
Cy| =4.18
Sy1 =491.89
S, = 64.25
pP1= 0.82

w) = 0.12

A1 =0.11

0, =33.30

N, =106

ny = 17

X, =274.22
Y, =22.13
Ba(x) = 34.57
Ba(y2) = 97.68
Cy,=2.10
Cp=522
Sy =574.61
S, = 11552
> =0.86

wy =0.12

/2 =0.06

0, =57.40

N3 =94

nz = 38

X3 =1724.10
Y;=93.84
/32()63) =26.14
Balys) = 24.14
Coy=2.22
C},-3 =3.19
Sy =1607.57
S5 =299.07
3= 0.90

w3 = 0.11
4.3=0.03

05 = 20.80

Ny=171

ng = 67

X, = 743.65
Y, =55.88
Ba(xa) = 97.60
Ba(ys) = 10197
Cu =384
Cpa=5.13
Sy4 = 2856.03
S, =286.43
04 =0.99

w4 =0.20
/4=10.01
04=99.53

Ns = 204

ns = 7

X5 =264.42
Y5 =9.67
Ba(xs) = 27.47
Po(ys) = 5338
Cs=1.72
Cys =247
Sys =454.03
S,5=23.90
pPs = 0.71

ws =024

/15 =0.14

05 =21.09

Neg=173

ne = 2

X =98.44
Yo =4.04
Ba(xe) = 28.10
Ba(ye) = 27.96
Cx6 =191
Cye = 2.34
Sy =187.94
S,6=9.46

06 =0.89

s =0.20

/6 =10.50

06 = 23.08

XXX—XXX (¢007) XXX mndwo)y ywpy 1ddy | 18u1)y [ ojpoy D

SS3dd NI 370114V
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Table 4

MSE values of variance estimators in the stratified random sampling

Estimators MSE

Simple (s7) 2.40E+13
Stratified (sfl‘y) 346,392,191.66
Combined ratio (s2,) 104,956,935.47
Proposed 1 (s, 104,956,217.62

Proposed 2 (s2,,,, 104,898,788.62

)

(Srepr2)
Proposed 3 (sg,,3) 104,956,933.17
Proposed 4 ( ) 104,941,830.88

Srcpr4

estimator. It is worth to point out that we obtain A4;> 1; i =1,2,3,4 for this
data set.

6.2. Numerical example for stratified random sampling

In Table 3, we observe the statistics about the population. Using
Neyman allocation in the stratified random sampling, we obtain the sample
size for each stratum, n, (h=1,2,...,6), as shown in Table 3 (see [8] for
details).

We compute the MSE values of simple (s;), traditional (s} ,) and proposed
(Sres Steprl» Srepr2s Stepe» Swepra) €Stimators using the Egs. (9), (16) and (18), respec-
tively, and these values are shown in Table 4. We observe that the simple esti-
mator has an extremely big MSE value and all proposed estimators have a
smaller MSE value than the traditional stratified ratio estimator for this data

set.

7. Discussion and conclusion

From theoretical deductions in Section 3 and results of the numerical exam-
ple, we inference that the proposed estimators are more efficient than the tra-
ditional ratio estimator when A; > 1 in simple random sampling. In addition,
we should denote that A, is never smaller than 1 because f,(x) is always posi-
tive. Therefore, the second proposed estimator is more efficient than the tradi-
tional estimator in all conditions. Besides, all proposed estimators in the
stratified random sampling have also been found more efficient than the tradi-
tional estimator in an application where the stratified random sampling is used.
In forthcoming studies, we hope to improve the proposed estimators, as in
Kadilar and Cingi [10].
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Appendix A
The MSE of the variance estimator in the stratified random sampling can be

obtained using the first degree approximation in the Taylor series method de-
fined by

MSE(s3,,) Zdhz,, " (A.1)
where
d, — Oh(ab,c) Oh(ab.c) Oh(ab,c)
(R I O 7 S 0 O A S O o
V(Sih) cov (S_zhvyh> COV( yh?ys[)

X, = | cov(¥,sy,) V(¥y) cov (¥, ¥y) [17].

cov (.)_}susih) cov (J_’qu_’h) V(J_}sl)

Here h(a, b, c) = h(s;,, ¥, ¥5) = 55, Note that Y = Zh oY, =Y. Accord-
ing to this definition, we obtain d, for the estimator, s% ,, as follows:

dh: [(}\)h th(Yh—Y) —2COh(Yh—Y)]
We obtain the MSE of this estimator using (A.1) as

¢
MSE(s% ) th () +4Y " @ (V) — T)[cov (7, 53,)
h=1

!
—cov (i, sy)l + 4D 0p(Ty = V) [V ()

h=1

= 2¢0v (7, Ys) + V (s0)]- (A2)

Appendix B

The MSE of the combined ratio estimator for the population variance can
be obtained using the first degree approximation in the Taylor series method
as follows:

S2 (A 2(,0;, (7;, — ?) —2(,0;, (7}, — 7) %)hv

dh — —2wy, ()E/, —X)v 2wy, (};7/?)»'

0

and
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V(sy)  cov(sy, ) cov(sy,by) cov(sy,sy) cov(sy,.X) co (yh:xst)
(

)

cov (s )211) V() oV (7, ¥y) €OV (Vy,55,) €OV (5,3)  cOV (¥, ¥st)
)
)

5 cOV (Y }h) cov (Vg 71) V() oV (Vs 5%) €OV (Vs Xn) COV (Vg Fot)
h _
COV(S.%h?sih) CoV(s3,,7,) €OV (53,7 V(sh)  cov(sy, %) cov(sy,X«)
cov(Xy,55,)  COV(Xn,3;) COV(XyPy) cOV(Easy) V(%) cov(Em )
oV (¥yi,57,) COV (X, 75) €OV (Xt V) COV(Xtss,) €OV (X, Xn) V(%)
Using (A.1)

4 ¢
MSE(s :_;{Z WV (sy, +4th (Y, — Y)[Cov()‘/h,sih)fcov(jzsl,sih)

+4Zwi(7h —Y) [V (33) — 200V (7 33) + V ()]

¢
v S — _
52 wcov (s W —452wﬁ(Xh—X){cov(xh,sih)
h—1

h=1

_ _ v _
—coV (X, 5y,) — 3 cov (¥y,52,) + 5cov (¥s, sﬁh)}

¢
_4§ Z (Y =Y)[cov (7,,52,) — cov (¥y,55,)]

5 th ~85 th X =X)(¥; = T)[eov (7 %,)
—Cov (yswxh) —Cov (yhaxsl) +Cov(ystvx51)]
2 0
+4§ > oo ()?h —X)*[V (%) — 200V (X, ¥4) + V (¥)] }
h=1
where

V( ) =S h[ﬁZ(yh) - 1] cov ()_}hvsih) = ;Lh/i301,7
¢
cov (j/stvs}zrh> = th/lh,u}()h; V(y, = )“hS_iha
h=1
cov y5t7yh thih yho V yst th)\,h Vi
COV( ; ) vhS)zch —1), cov (xh; ) = Anllains

¢
2 A
COV | Xg(, S yh OpAntory,  COV (xhysx;,) = AnHo3ns
h=1
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cov (Xy, s Yh Z Oplnllyzp, COV ()7;,7Sih) = Ay

cov ySt7 xh thﬂhﬂuha V(S)zc;,) = ihS:h[ﬁz(xh) -1},

COV (¥, %) = Sy, COV (¥, X)) = €OV (7, Xst) thlh ks
cov (Vg Xst) thihsmh, V() = MaS,

2
cov (Xst, X1) E wh/uthh, V(%) E coh/lh
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