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Opportunistic Routing in Dynamic Ad Hoc
Networks: the OPRAH protocol

Cédric Westphal

. INTRODUCTION have the corresponding power capacity. These are the types of
. - nodes that we are considering. To phrase it differently, we are
HE promiscuous nature of the air interface has been t resenting a protocol which applies to some ad hoc and mesh
ically considered a hindrance to transmit more than an gap h appi
networks but not necessarily to wireless sensor networks.

opportunity. Overhearing the other participants’ traffic in the Before we describe the protocol, we would like to introduce
wireless communication network is assumed tartberference o - ] .
{'ne motivation for opportunistic protocols in general.

an issue that should be remedied. Only recently has a differén
tack been taken, to use this fundamental broadcast characteris- Il M OTIVATION AND RELATED WORK
tic of the air interface to the advantage of the communication ] o ) ]
network. We first consider a simple case: a square area. We wish to
Ad hoc networks, where wireless nodes are within range gptablish a connection between two nodes that sit at some diag-

each other and use each other to relay messages seem arPB3lly opposite corners, which we denctandd. The nodes
vious place to attempt to leverage the broadcast nature of ff§ t00 far to connect directly, and need relays, which are uni-
air interface. However, typical ad hoc routing protocols seeffrmly distributed in the square. The connectivity between each
more interested in finding orgoodroute for thewhole lifeof node pair is affected by some fading. We will discuss the fading

a connection than to make use of the diversity of paths avaiSumptions shortly.

able at any instant. The promiscuous nature of the air interfacéje|°end'ng on the channel conditions, different paths may be

might be used at the route establishment time, to for instarfdédllable to relay the packets betweeandd. The task of a

determine potential back-up paths, but is mostly ignored durifigting protocol in such ad hoc network is to find a path which
the transmission phase for current ad hoc routing protocols. will allow the establishment of a reliable connection between

We will present in this document a protocol which uses tkfén_l_g' two broad t f routi tocols: i d
promiscuity of the air interface to find a more optimal path for ere are two broad types of routing protocols. reactive an

each packet in dynamicnetwork. Before going more into theproactive. A proactive protocol will try to identify the connec-
details, we want to emphasize a few points tivity between the nodes ahead of time, and store the informa-

. . . - tion in a route table somewhere, such that a route is available
First, while cross-layer design offers means to optimize ar\]N%en needed. A reactive protocol attempts to identify the route
enhance the protocol, we chose to focus on a strict layer seB%I- atthe tim.e of the conFr)1ection establighment
ration, which allows us to re-use legacy physical and link lay- y . . :
L S > For now, we can consider static nodes, and look at the estab-
ers. This is important for the application of the protocol in

real systems, as it is backward compatible up to the routiHShment of asingleconnection. In this set-up, both proactive

stack. While cross-layer design is valuable, we will see that tﬁ%d reactive protocol behave the same way: they attempt to

link layer information, such as received signal strength indiccli—em"cy a route that will last the length of the connection. If the

tor (RSSI) or channel quality indicator (CQI), will only giVeroute evolves during the time of the connection, both types of

an idea of the best route at the time of the connection set—[alrOtOCOIS have to handile this in some way.

anvwav. and not throuahout the life of a connection Hn a static environment, where connectivity is perturbed only
yway, . 9 . ... by fading between two fixed points, the performance of these
Second, there is a trade-off to assess between reliability (atocols depends on how steady a route is. Experimental re-

the number of transmissions. This take the form in our protocg)llJI s by implementing and deploying an ad hoc networks have
of potential duplicate packets. We believe this can be addres &Awn that most protocols fare poorly. For instance, [4] shows

at the application layer —or that our protocol could be refined fRat existing ad hoc protocols do not perform well
handle duplicates— and that it is better to receive the packetin 3y 1an some NS-2 simulations using tHe Propaga-

timely manner at the cost of a few superfluous duplicates, thf?t[}n/Shadowing module with typical outdoors parameters (with

to not receive the packet at all. a path loss exponert = 2 and a standard deviation;z = 5)

Third, opportunistic protocols in general should not be apyq the default 802.11 link layer model. We placed 20 nodes
plied to very power-scarce environments, i i i i i

instance will listen to the transmissions on its channel and W{' cross the square diagonally
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Length of Shortest Path for Different Node Densities

next hop is included in the MAC header. The intended re-
ceivers acknowledge in turn, so that the sender knows that at
least one receiver has received the packet successfully. All re-
ceivers are also assumed to overhear the acknowledgement to
decide whether or not to forward their copy of the packet.

As we are interested in modifying only the routing layer, we
cannot use the MAC of [1].Further, [1] is built upon a static
network, so defining the set of potential candidates to forward
a packet is relatively easy, but it becomes problematic in a dy-
naminc environment. We will define a protocol which copes
with the changing environment and the mobility of the nodes,
and is built on the use of standardized MAC, for instance IEEE
802.11.
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Fig. 1. Shortest Path in Number of Hops as a function of time

. o o I1l. THE OPRAHPROTOCOL
subject to some significant variations, even though we are con- ) ] .
sidering a static network. Most current ad hoc protocols settleUSing the lessons we derived from the literature review, we
on a single route, the shortest path at the time of establishm@ff Now able to define some guiding principles for the investi-
for a reactive protocol, or the shortest path at the time of comjidtion of opportunistic routing in ad hoc networks.
lation of the route table, for a proactive one. Both prove harmful
to the performance of the system: either the protocol settles for Framework and Requirements

a shortest path that is not sustainable, or it settles for a path that id &h K q bled
is under-performing every time there exists a shorter path. We consider an ad-hoc networ compose of IP enable
The benefit from opportunistic routing has not been full odes. We consider that each node listen to the same channel

tapped vet in the context of ad hoc networks. Opportunis ar reception and transmission. This a;sumption is'motivated
scheduling has been extensively used in one-to-many transnfi-tn€ use of an 802.11 MAC layer with single radio nodes.
sions, mostly in scheduling nodes with respect to the conditiohB's S|mpl|f|_cat|on IS ngcom(_a to allow nodes to talk to each
of the channel which connects them to a base station. other while in a dynamic environment: nodes do not have to

Cooperative strategies have been used in information the(ﬂ'?lrzee on a dedicated channel for communication.
starting from Cover and El Gamal seminal paper [3] on the re- ach node relays traffic for the other nodes. We assume that

lay channel, and subsequent work in this community (see & pgr.ticipants in the network perform their relaying dutie;. We

instance P], or the earlier survey in [8]). s_pecmcally assume thgt nodes have no knowledge of their rela-
In the ad hoc context, there are relevant works to considife 9eographical positions. _

which take advantage of the diversity offered by multiple users QUr goal is to define a routing protocol, and the associated

over the air interface. Leveraging the promiscuous nature of tf§\C protocol such that:

air interface to define multiple paths in ad hoc network has beere All nodes that could forward the packet to the destination

studied, for instance in [5] or [6]. [5] uses the factthatan AODV ~ and are located "closer” than the sender should compete to

route request and reply is overheard by multiple nodes to build forward the packet.

back-up routes in case the principal route fails. [6] computese The notion of "closer” should be defined without the assis-

multiple disjoint path to achieve the same purpose. As we will tance of external measurement or probes (as is conducted

see below, the route set-up in OPRAH is very similar to these, in [2] for instance) but only with local information.

the main difference being the use that OPRAH makes of thee The protocol should scale. As such, this prohibits the

availability of multiple paths or relays during the connection.
The most relevant work on our topic is [1]. This work by

Biswas and Morris, from MIT, came out of a practical problem: e

the RoofNet project [10] was first deployed using traditional

use of lists to replace or enhance routing tables. Reactive
AODV-like mechanisms should be preferred.

The protocol should be implementable using relatively
simple off-the-shelf components.

and standardized MAC layers and network and routing proto- The protocol should be able to inter-operate with wired
cols. However, these protocols turned out to perform somewhat Protocols, to ensure that the ad hoc network can commu-
poorly [4]. nicate with the legacy wired infrastructure.

The idea in [1] is to use diversity from one sender to multiple « The protocol should work in a low mobility environment
receiver. To achieve this, they modified two key elements: the first, as dealing with mobility will introduce new chal-
routing and the MAC protocol. The routing is modified so that  lenges.
there is not one single candidate for the next hop, but rather ar'here should be two phases: one is a route set-up phase. As
list of possible candidates: all the nodes that would forward tihede have no or little information in their route tables, a basic
packet closer to the destination (in the network topology seng&)DV route request would be issued. However, the protocol
are included in the routing table. would diverge from AODV by trying not to find a single route to

The MAC is adapted to allow for different receivers to rethe destination, but by trying to fill in some distance information
ceive the same packet: the list of intended receivers for tabout the nodes up and down stream from the node.
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Fig. 2.
Opportunistic Routing Protocol

The key insight is that, for 802.11 MAC, a transmitter will «

Because of the nature of the flooding, a nadwright receive
several copies of the route request. Whereceives another
copy of the RREQ fron to D by way ofn’, it compares the
hop counth in the packet header with the different hop count
values stored in its route table. If the hop counts in the header is
less than or equal to the minimal value stored in the route table
for n’s route t0.S, thenn replaces its entry towards in the
route table with the new pain’, 1Y).

One expects the value of the hop count in the duplicate pack-
ets to increase with time, so that the route table will accept new
entries for a short period of time, then will ignore the next route
requests. A duplicate route request is not broadcast again.

The RREQ establishes thus different paths back to the
source. The destinatioR proceeds with the route request just
as any other node, except obviously that it does not forward it
further. D creates a route reply RREP, and sends it to all its
neighboring nodes. The route reply is addressed to a broadcast
address, with the actual destinati§ma parameter in the routing
protocol header. The route reply also includes two values: one,
hp increases at every hop, and is used to assess the number of
hops to route a packet from the node which receives the RREP
back toD. The otherhgp is the total number of hops from
Dto S, and is the lowest value of the hop count for the RREQ
which reached.

When a node: receives a route reply, it takes the following

Establishment (top) and Update (bottom) of the Route Entries fgteps (keep in mind that the RREP now goes frbniback to

S):
« It checks if it has a route t®.
If it does not have a route tD, it creates one with the hop

request the channel at the exclusion of its neighbors. These
neighbors are forced to idle until transmission ends. By usinge
broadcast —albeit mostly one-hdpcal broadcast—for all trans-
missions, the OPRAH protocol keeps these neighbors involvecs
as potential relays.

The second phase is the forwarding phase per se. Using the
list of potential relays, the packets get sent from the source to
the destination. The promiscuity of the air interface can be used
in the second phase to refine the list of potential relays at each

node, and to adapt to the mobility and to the dynamic environ-
ment. .
B. Protocol Description .

We now formally describe the protocol. The discovery of
relaying candidates is performed through backward learning,®
as for instance in [5]. .

A sourceS wishes to establish a connection to a destination

counthp.

It checks if it has a route t6.

If it does not have a route t§, it drops the RREP.

If it does have a route t§, it computes the following =

hp + hs — hsp. This is the difference from the path to
the (so far) optimal route. ¥ > ~, wherevy is some pre-
defined threshold, the packet is dropped. This ensures that
the routing protocol is free of infinite loops, as an infinite
loop would increasé p beyond the constant valug p +

Y.
If § < ~, then the node wait for a time proportional &p
saydr.

If during the waiting time, it receives another RREP from
anoden’ with b/, < hp, then it drops the RREP.

Otherwise, it rebroadcasts the RREP to its neighbors.

S may broadcast a packet reception message immediately
using the RREP format withg set to 0, to prevent multi-

D. It sends a broadcast message. The broadcast message isple nodes to forward the RREP on the last hop.
flooded. The format of the broadcast is that of a route requestA noden which receives the route reply from nodeupdates
RREQ, similar to AODV [9]. Each node which receives the its route table.

RREQ for the first time, does three things: .
« nincreases by one the hop count in the packet header.  «
« n forwards the updated packet to all its neighbors, by re-
broadcasting it. .
« n creates an entry for the route fromto S in its route

itincreases the hop couht, to D by one.hp «— b/, +1.

it insert its minimal valuehg for the number of hops to-
wardssS in the header.

it adds the paifn’, k') as an entry in the list of potential
forwarding node toward®.

table. An entry for a given destination is a list of (forward- When the packet (or potentially the multiple packets) arrive
ing node; hop count to destinatidry) pair. n adds the back at the sourc#, the routing has been established in both
pair (node it received the packet from; packet header hdpections. The connection can then starts, with the rule to for-

count) as the forwarding node towa$d

ward the packets similar as the rules for the RREP in both direc-
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Ratio of path lengths for OPRAH vs. AODV

tion. Each packet being sent reinforce and potentially updal =
the information in the route tables, as new nodes might be adc °°r ]
by overhearing the broadcasts and responding to the packet - °°f )

All entries in the route table are kept for the time of the cor%‘”’ ’
nection only. They should be set in the table with a default TTs**|
value of the order of a few round trip times. There is no neet |
to keep the information longer in highly dynamic environmen év
and this ensures the scalability of the protocol. E | i

Figure 2 describes a simple case to illustrate the protocol. .|
node A wishes to establish a connection to a node B, withrela . N N N " .
R1, R2, and R3 potentially available in between. Sonfguraten

The forwarding of packets after the connection is established. 3. Length of path in static network, correlated Rayleigh model
is done using the route tables as indicated on the figure. If some

transmissions failed the first time around, then the route table is ) ) )
updated after the next successful transmission. For instance?ifked uniformly. The speed is bounded below by a small min-

Figure 2, the RREP between R2 and A is dropped, promptiHBal value so that no node stays stuck in a Iq\{v speed for ever.
R1 to send the RREP again. The next packet that R2 send t§PRAH is relatively robust to node mobility. ‘We plot on
A might go through, at which point A includes an entry to rigure 4 the path length achieved by the OPRAH protocol as a
towards B in its route table. function of the mobility of the node. Node mobility was gen-
The bottom of Figure 2 describes how the route entries dfgAted in NS-2 using the Random Waypoint Model with pause

updated during a connection. This allows to deal with sonine Set to zero, and the speed bounded below by 0.1 m/s. We
level of mobility, or to deal with slightly outdated routes, iePlaced 20 nodes in a square area of 1,000x1,000. Irrespective of

routes that are still working but not optimal: a better route wilf?€ node mobility, each packet is forwarded in about two hops.
insert itself in the route tables automatically.

The evaluation of the proposed protocol is presented in the 2°
next section.
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Robustness of OPRAH to mobility
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IV. PROTOCOLEVALUATION

S

gth of Oprah Path

We conducted the simulations in a 500x500 square area, and
again trying to connect two nodes situated at opposite corners
of the square viav nodes uniformly distributed in the square.
We first pickedN = 75 and looked at the performance of the ‘ ‘
protocol using the GE model described in II. ° % Mobility (Max Speed) =

In the static case, the AODV protocol converges on a route
that is stable throughout the simulation, as the nodes do figt 4. Path Choice as a function of speed
move. On the other hand, it converges towards a route that
is sub-optimal. In Figure??, we plot the ratio of the path
length for each packet for OPRAH divided by the path length REFERENCES
for AODV for different realization. [1] S. Biswas, R. Morris,Opportunistic Routing in Multi-Hop Wireless Net-

OPRAH consistently finds a shorter path which is on aver- ‘(/"'_logﬁe'?sf?f)egrr;?;g tge,v?aegsogcdhx\é%ft'ghﬁg \?QmHt;JetrTZOOPSZS in Networking
age 77% of the length of the AODV path. This is Si(:“]niﬁc"’m&] S. Biswas, R. Morris,lng’)R: Opportunisti’c Multi-Hop Routi'ng for Wire-
enough, especially since the network is static. Furthermore, the less NetworksProceedings of ACM Sigcomm 2005.
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it breaks, an extra overhead which occurs less frequently Wil b pe Couto, D. Aguayo,J. Bicket, R. Morrish High-Throughput Path

OPRAH. Metric for Multi-Hop Wireless RoutingProceedings of the 9th ACM In-

; : _ternational Conference on Mobile Computing and Networking (MobiCom
Figure 3 performs the same measurement using the corre '03), San Diego, California, September 2003,

lated Rayleigh fading channel model instead of the GE chanmgl s.-J. Lee, M. GerlaAODV-BR: Backup Routing in Ad Hoc Networks
model. We see similar gain, with a path length for OPRAH_ Proc. WCNC 2000.

6] K. Marina, S. DasOn-demand Multipath Distance Vector Routing in Ad
routes about three quarters on average that of AODV. Hoc Networksin Proceedings of IEEE ICNP, November 2001.

To see the impact of the route repairs, we consider a dynarvc B. Milner, A. James,An Analysis of Packet Loss Models for Distributed

network in which nodes move about. In this scenario, we cop- SPeech Recognitiom Proc. ICSLP 2004, October 2004.
] A. Nosratinia, T. Hunter, A. Hedayat,Cooperative Communication in
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model is as follows: every node picks a speed and a directigfv] RoofNet projecthttp://mww.pdos.lcs.mit.edu/roofnet/

When it hits the boundary, it picks another speed and direc-

tion so that it stays within the square. Speed and directions are
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