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Abstract—In recent years, several semantic similarity and 
relatedness measures have been developed and applied in 
many domains including linguistics, biomedical informatics, 
GeoInformatics, and Semantic Web. This paper discusses 
different semantic measures which compute similarity and 
relatedness scores between concepts based on a knowledge 
representation model offered by ontologies and semantic 
networks. The benchmarks and approaches used for the 
evaluation of semantic similarity methods are also described. 
The aim of this paper is to give a comprehensive view of 
these measures which helps researchers to choose the best 
semantic similarity or relatedness metric for their needs.  
 
Index Terms— semantic similarity, semantic relatedness, 
ontology, semantic Web, WordNet 
 

I.  INTRODUCTION 

In the literature, several works on semantic measures 
have been proposed to compute similarity or relatedness 
scores between concepts based on semantic networks and 
ontologies. Some of them explore path lengths among 
nodes in the hierarchy, others consider in addition the 
position or depth of nodes in the hierarchy, others rely on 
statistical analysis of corpora to associate probabilities 
with concepts in order to compute information content 
represented by nodes while a last group exploits textual 
descriptions of concepts in dictionaries. In this paper, we 
start by presenting a classification of semantic measures. 
Then, in Section 3 and 4, we present and discuss the 
different approaches related to the problem of 
computation of a semantic (similarity/relatedness) score 
in a knowledge representation model, particularly the 
case of knowledge modeled in the form of a concept 
hierarchy. In Section 5, we describe well-known 
benchmarks and broad evaluation approaches that are 
mostly used for assessing the quality of semantic 
measures. Finally, conclusion is presented in Section 6. 

II.  CONCEPT OF SIMILARITY, DISTANCE OR SEMANTIC 
RELATEDNESS 

In the literature, three main classes of semantic 
measures between concepts are commonly quoted: 

• Semantic similarity when the measure computes 
whether two concepts are semantically similar, 
that is, they share common properties and 
attributes. 

• Semantic relatedness when the measure 
computes whether two concepts are semantically 
related, that is, they are connected in their 
function. It is considered as a general case of 
semantic similarity in the works of Resnik [1] 
and Budanitsky and Hirst [2]. 

• Semantic distance when the measure computes 
whether two concepts are semantically distant. 
According to [2], semantic distance is the inverse 
of semantic relatedness. The idea behind this is 
that "the more two terms are semantically related, 
the more semantically close they are" [2]. 

III.  SEMANTIC SIMILARITY MEASURES 

In general, the works dealing with semantic similarity 
measures can be classified into three families of 
approaches: edge-based approaches, node-based 
approaches or information-theoretic approaches, and 
hybrid approaches. Most of these methods exploit 
particular lexical resources, such as dictionaries, corpus, 
or well structured taxonomies. 

A. Edge-based Approaches 
This category of semantic measure approaches is based 

on the length of paths in a tree to determine the distance 
between two given concepts. In what follows, we present 
the similarity measures of Rada et al. [3], Zhong et al. [4], 
Sussna [5], and Wu and Palmer [6]. The main problem of 
the proposed approaches is that each similarity measure is 
tied to a particular application or assumes a particular 
domain model. 

1) The measure of Rada et al. 
Rada et al. [3] defined a similarity measure for 

semantic networks based on taxonomic links "is-a". To 
compute the similarity between two ontology concepts, 
we calculate the distance between them, denoted as dist 
C1, C2, in terms of the minimum number of edges which 
separate them. The similarity measure is defined by the 
following formula: 
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C2)(C1, dist+1
1

RADA
=RadaSim                                            (1) 

with distRADA(C1,C2) = len(C1,C2) and len(C1,C2) is 
the length of the shortest path between C1 and C2. 
Despite its simplicity, the distance of Rada does not take 
into account the positions of edges in the concept 
hierarchy. However, this information influences on the 
semantic weight of an edge [7]. 

2) The measure of Zhong 
Zhong et al. [4] defines the similarity between two 

concepts C1 and C2 by computing the distance between 
them. This distance is calculated by the positions of the 
concepts C1 and C2 in the hierarchy. The model 
proposed by [4] implies two assumptions: the semantic 
differences between upper level concepts are bigger than 
those between lower level concepts (i.e. two general 
concepts are less similar than two specialized ones) and 
that the distance between brothers is greater than the 
distance between parent and child. The similarity 
measure of [4] is defined as: 

),C (C - dist= Sim zhongzhong 211                           (2) 

Zhong defines a score (milestone) for every node in the 
hierarchy obtained from the following formula: 

 2
1

(n)kl
(n)=  milestone 

                                             (3) 

where k is a predefined parameter that enables to 
intensify or to decrease the speed of evolution of the 
score according to the depth (k is set to 2 as used in 
Corese http://www-
sop.inria.fr/edelweiss/software/corese/) and l(n) is the 
depth of the node n in the hierarchy. The distance 
between two concepts C1 and C2 is then defined by the 
milestones of the latters and their closest common parent 
ccp(C1,C2) as follows: 

 21

21

,ccp) (Ct,ccp)+ dis(Cdist

)=,C(Cdist

zhongzhong

zhong
    (4) 

with
stone(C)cp) - mileilestone(c(C,ccp)= mdist zhong    

3) The measure of Sussna 
The approach of [5] is based on the following idea: 

"Let two pairs of concepts separated by the same number 
of edges (i.e. same length of the shortest path). Then 
concepts of the deepest pairs (i.e. the furthest away from 
the root) are closest semantically". One thus concludes 
that even with fix distance in the graph, the semantic 
distance can change. This assumption is justified by the 
fact that the deeper a node is, the more it is specialized, 
thus the more it is representative of a precise notion. The 
distance formula of Sussna is then based on the depth of 
nodes in the hierarchy and the distance in terms of nodes 
number. 

Besides, [5] seeks to differentiate the different types of 
relation. For each relation r, the author attributes a weight 
or a range [minr; maxr] of weights according to the type 

of relations that it represents. For example, relations such 
as hypernymy, hyponymy, holonymy, and meronymy 
have weights between minr = 1 and maxr = 2; for 
antonymy relation, minr = maxr = 2.5; and for synonymy,  
minr = maxr = 0. The weight of each edge of type r from 
some node C1 is reduced by a factor which depends on 
the number of edges, , of the same type leaving 
C1: 

) (Credges
rr

r r)= w(C
1

minmax
max1

−
=→                            (5)                

where edgesr(C1) is the function that computes the 
number of edges of type r leaving C1. It’s important to 
note that Sussna considers that the relations between 
concepts are not symmetric. In the majority of cases, two 
opposite relations do not have the same weight (or the 
same range of weights) and thus if r' is the opposite of r, 

. From weights, 
Sussna defines the distance between two adjacent 
concepts C1 and C2 as: 

)]),depth(C[depth(C×

) Cr')+w(CCrw(C
),C(CSdist

21min2

1221
21

→→
=        (6)                       

The semantic distance between two arbitrary concepts 
C1 and C2 is the sum of the distance between the pairs of 
adjacent nodes along the shortest path connecting them: 

∑
∈

=
),Csp(C(x',y' )

SussnaSussna  (x',y')dist'dist
21

                       (7) 

Although this formula employs in theory different 
types of relations, it was not validated on this point in 
practice. Moreover, from the version 1.5 of WordNet [8] 
this formula is not effective any more. WordNet 
(Fellbaum, 1998) is a large lexical database of English 
where nouns, verbs, adjectives and adverbs are grouped 
into sets of synonyms (or synsets). Each synset represents 
a distinct concept. The synsets are connected by relations: 
synonymy (i.e. words that denote the same concept and 
are interchangeable in many contexts, all the components 
of a synset are synonyms), hyperonymy (i.e. is-a relation), 
hyponymy (i.e. the reverse relation of hyperonymy or 
subsumption relation), meronymy (i.e. part-whole or 
part-of relation), holonymy (i.e. the reverse relation of 
meronymy or has-a relation), antonymy (i.e. the 
complement-of relation for the opposites). Nevertheless, 
the measure of [5] remains interesting since it is the first 
which introduced the idea that depth plays a main role in 
the distance. 

4) The measure of Wu and Palmer 
The formula proposed by [6] computes the similarity 

between two concepts in an ontology restricted to 
taxonomic links and it is close to the idea of Zhong 
regarding the use of the closet common parent of both 
concepts and their depth in the hierarchy. The similarity 
between C1 and C2 is defined by the following formula: 

334 JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 5, NO. 4, NOVEMBER 2013
?2013 ACADEMY PUBLISHER

© 2013 ACADEMY PUBLISHER



))+depth(Cdepth(C
譫epth(C)),C (CSimW&P 21

221 =                   (8) 

where C is the most specific common subsumer of C1 
and C2, depth(C) is the number of arcs that separates C 
from the root of the taxonomy, and depth(Ci) is the 
number of edges that separates the concept Ci from the 
root via C.  

As a conclusion of this section, the semantic similarity 
measures presented above have the advantages to be easy 
to implement. However, they do not take into account the 
information content of concepts. In what follows, we 
present some information content approaches. 

B. Information Theory or Node-based Approaches 
In information theory-based approaches, similarity 

measures employ a corpus with an ontology restricted to 
hierarchical links and rest on the computation of the 
information content IC which a concept represents. This 
weight must be recalculated with each change of the 
knowledge base. The notion of information content was 
first introduced by [1] and was measured by the negative 
log likelihood of the probability of the concept: 

))logRe (P(C = -IC snik(C)                                                (9) 

where P(C) denotes the occurrence probability of 
concept C in a corpus as well as concepts which it 
subsumes i.e. (its descendants). Concept frequencies used 
to estimate concept probabilities are obtained by 
statistically analyzing a corpus. The probability of 
encountering an instance of concept C is calculated by the 
following formula: 

N

freq(w)

P(C) = words(C) w
∑

∈                                                  (10)     

where words(C) is the set of words (nouns) subsuming 
the concept C and N is the total number of words present 
in the corpus. The idea behind the use of the log function 
is the more probable a concept is, the less information it 
expresses. In other terms, frequent words are less 
informative of infrequent ones. The major disadvantage 
of the measure of information content lies in the 
obligation to have a corpus to calculate probabilities. 
Others authors proposed further measures to compute the 
information content value of a concept, such as [9] based 
on the depth and the density and [4] based on the depth.  

1) The measure of Resnik 
Resnik [1] proposed an alternative way to evaluate the 

semantic similarity in a taxonomy based on the notion of 
information content which considers the most informative 
class instead of the path length. In particular, [1] defines 
the similarity between two concepts by calculating the 
information that they share in common. The hypothesis of 
Resnik is that if two concepts are semantically close, then 
their closet common parent is close to them and thus its 
information content is a good indicator. The information 
shared by two concepts is indicated by the information 
content of their most specific common subsumer (mscs). 

Accordingly, the information content of a concept C is 
thus the negative log likelihood. As the probability of 
encountering the concept C increases, its information 
content value decreases. The similarity measure of 
Resnik is then defined as: 

)),C(C)= IC(mscs,C (CSim snik 2121Re                        (11)   

where IC(mscs(C1,C2))=-log(P(mscs(C1,C2)) and 
P(mscs(C1,C2)) denotes the probability of the most 
specific concept subsumer. We can observe that the 
higher the position of the mscs of both concepts in the 
hierarchy, the lower their similarity is. If the taxonomy 
has a unique top node, its probability will be 1, so if the 
mscs of two concepts is the top node for example, their 
similarity is −log(1) = 0. The main limit of Resnik’s 
measure is that it does not take into account the 
information content of concepts C1 and C2. Besides, it 
does not consider the length of the path from the root 
node to this mscs and the depth of concepts C1 and C2 
[7]. 

2) The semantic similarity of Seco et al. 
Seco et al. [9] proposed another measure of the 

Information Content value which completely rests on the 
taxonomic structure of WordNet [8]. The assumption 
behind their method is that concepts with many 
hyponyms are less informative than concepts that are leaf 
nodes. In this method, the IC value of a concept depends 
on the number of its hyponyms and a constant. 

)(
)(hypo(c)wn

hypo(C)+

IC
wn

wn

Seco maxlog
1log

1

max
1log

max
1log

+
−=

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

=        (12)                       

where hypo(C) is the function which returns the 
number of hyponyms of a given concept and maxwn is a 
constant that is set to the maximum number of concepts 
existing in the taxonomy. To evaluate their IC metric, [9] 
compared the results of the similarity measures of Resnik 
[1], Lin [10], and Jiang and Conrath, [11] when using the 
IC value of [1] with those when using their IC value by 
correlating the similarity scores with those of human 
judgments provided by Miller and Charles [12]. The 
evaluation confirmed the authors’ initial assumption 
regarding the usefulness of the hierarchical structure and 
suggests the use of other taxonomies such as Gene 
Ontology (http://www.geneontology.org/) to have a 
generalized metric and thus achieving domain 
independence. 

 
3) The universal similarity measure of Lin 
Lin [10] tried to define a universal similarity measure 

that would be applicable to different domains (e.g. 
ordinal values, feature vectors, word similarity, and 
semantic similarity in a taxonomy) or knowledge 
representation forms. This measure was derived from a 
set of assumptions and captures the following three 
intuitions about similarity: 
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1. The similarity between two objects A and B is 
related to their commonality; the more 
commonality they share, the more similar they 
are. 

2. The similarity between two objects A and B is 
related to the difference between them; the 
more differences they have; the less similar 
they are. 

3. The maximum similarity between two objects A 
and B is reached when A and B are identical, no 
matter how much commonality they share. 

Lin [10] defined the commonality between A and B as 
the information content of the proposition that states the 
commonalities between them: 

,B))I(common(A                                                           (13) 

Besides, Lin defined the difference between A and B as: 

(A,B)) - I(commonion(A,B)) I(descript                        (14) 

where description(A,B) is a proposition describing 
what A and B are. Based on these assumptions, [10] 
proved the following similarity theorem: The similarity 
between A and B is measured by the ratio between the 
amount of information needed to state their commonality 
and the information needed to fully describe what they 
are: 

ion(A,B))P(descript
,B))P(common(A (A,B)=SimLin log

log                        (15)    

According to [10], it is only necessary to specify the 
probability computation according to a domain in order to 
obtain its own similarity measure. To demonstrate this 
assumption, [10] provides as examples, a similarity 
between strings, between two words based on a corpus, 
between two concepts of a taxonomy, and between 
ordinal values [7]. The similarity measure that Lin [10] 
proposed between two concepts C1 and C2 in a taxonomy 
is expressed by: 

))P(C)+P(C(
)),CP(mscs(C×)=,C (CSimLin 2log1log

21log221                 (16) 

where the probabilities P(C) are obtained w.r.t 
Resnik’s P(c) (10). In this measure, [10] defined the 
shared information content between two concepts C1 and 
C2 by 2× the information content of their most specific 
common subsumer (mscs(c1, c2)) and the information 
content of the description by the sum of the descriptions 
of the two objects. To evaluate his similarity measure, 
Lin computed the similarity between 28 pairs of concepts 
taken from WordNet using his measure and those of 
Resnik [1] and Wu and Palmer [6] and correlated the 
obtained scores with scores assigned by human subjects 
in the experiments of Miller and Charles. The comparison 
shows that his similarity measure presents a slightly 
higher correlation with human judgments than the other 
two measures [10]. 

C. Hybrid Approaches 
Hybrid approaches combine edge-based techniques 

and information content by considering the shortest path 
between two concepts and the density of all nodes along 
this same path in the similarity computation. Information 
content values are obtained through statistical analysis of 
corpora and are taken into account as a decision factor. 

1) The measure of Jiang and Conrath 
The measure of Jiang and Conrath [11] combines the 

information content of the most specific common 
subsumer and those of the concerned concepts, and 
consequently, it can mitigate the limits of Resnik’s 
method. Their semantic similarity relies on the 
importance degree of a link in the graph and the local 
density of a node, its depth and type [7]. Recalling the 
definition of information content, they defined the 
strength of a link as: 

arent(C))IC(C)-IC(p(C)) (C,parentdist J&C =             (17) 

Besides, recalling the idea of the shortest path between 
two concepts in the taxonomy, the semantic distance of 
Jiang and Conrath between an arbitrary pair of concepts 
is given by the sum of distances along the shortest path 
that connects these concepts: 

parent(C))(C,dist C2)mscs(C1,

=C2)(C1,dist

C&J
C2)sp(C1,c

C&J

∑
∈

             (18) 

where sp(C1,C2) denotes the set of all nodes in the 
shortest path from C1 to C2. The node mscs(C1,C2) is 
removed from sp(C1,C2) in this formula because it has 
no parent in the set. Considering (17) and (18), the final 
Jiang and Conrath’s semantic distance formula between 
two concepts C1 and C2 is defined as: 

))) ,CC?IC(mscs())-()+IC(C(IC(C
)=,Cdist(C

21221
21

                 (19)                       

This distance contains the same components as the 
Lin’s similarity however their combination is not a ratio 
but a difference. The similarity measure of [11] is then 
defined by the reverse of the semantic distance: 

),Cdist(C
)=,C(CSimJ&C 21

121                                    (20)   

2) The similarity measure of Leacock and Chodorow 
The similarity measure of Leacock and Chodorow [13] 

takes into account the path length between concepts in an 
ontology restricted to taxonomic links and the depth of 
the taxonomy: 

⎟
⎠

⎞
⎜
⎝

⎛
譓AX

),Clen(C
)= -,C(CSimL&C 2

21
log21                          (21) 

where len(C1,C2) is the length of the shortest path 
between two concepts C1 and C2 and MAX is the 
maximum taxonomy depth of the information source. The 
path length is measured by the number of nodes in the 
path instead of links. The hypothesis of Leacock and 
Chodorow is to approximate the probability by taking 
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into account the path length. The measure of [13] enables 
to avoid the computation of the information content but it 
keeps the concept of the information theory. It transforms 
the Rada distance into a similarity. In the same way, 
measures which consider only the shortest path length are 
imprecise because they do not take into account the 
density or depth of concepts. 

IV.  SEMANTIC RELATEDNESS MEASURES 
Semantic relatedness measures [7, 14-16] compute the 

degree to which a pair of concepts are related considering 
the whole set of semantic links among them. 
Consequently, semantic relatedness is a generalization of 
semantic similarity. In other terms, similar concepts are 
also semantically related but the inverse is not necessarily 
true, that is, concepts which are related by lexical or 
functional relationship can be dissimilar. The 
computation of semantic relatedness has many 
applications in different areas, such as natural language 
processing, information extraction and retrieval, lexical 
selection, automatic correction of word errors in text, and 
word sense disambiguation. In this section, we present 
some methods which have been proposed to compute 
degrees of relatedness among texts, words or concepts. 
These measures can be classified into lexical resource-
based measures, Wikipedia-based measures, and Web-
based measures according to the source of knowledge 
utilized. 

A. The Relatedness Measure of Hirst and St-Onge 
In [14], Hirst and St-Onge proposed a WordNet-based 

definition of semantic relatedness which seeks relation 
between two different words considering their synsets. In 
particular, they defined three types of relation between 
two words: extra-strong, strong and medium-strong. A 
relation between two words is strong if: (a) they have a 
synset in common (e.g. human and person), (b) they are 
associated to different synsets interlinked by an 
horizontal link (e.g. precursor and successor), or (c) there 
is any type of link between a synset associated with each 
word and one of the words is a compound word that 
includes the other (e.g. school and private school). A 
relation between two words is medium-strong if there is 
an allowable path connecting synsets of the related words. 
A path is allowable if it does not contain more than five 
links between synsets and respects  one of the eight 
allowable patterns. The hypothesis behind this is "The 
longer the path and the more changes of direction, the 
lower the weight"[14]. The authors have associated a 
direction among the values Upward (i.e. a generalization 
link), Downward (i.e. a specialization link), and 
Horizontal (i.e. antonymy or similarity links) for each 
relation type in WordNet. The directions are assigned 
according to the type of links in WordNet. The allowable 
eight patterns of paths in a medium-strong relation are U, 
UD, UH, UHD, D, DH, HD, H. In this method, the 
similarity computation is based on the allowable patterns 
of path. Once a regular path is found, the weight of the 
relation type (i.e. the path between two words) is defined 
by: 

⎩
⎨
⎧

strong) -C2)(mediumturns(C1,×k-C2)len(C1, -C
C(strong) ×2 strong);-C(extra×3

 =C2)Rel(C1,

                                                                                      (22) 

  
The semantic relatedness of [14] is defined by: 

) ,Crns(C) - k ?tu,CC= C - len(
) ),Cpath(C = weight(SimH&S

2121
21

                        (23)                       

where C and k are two constants (they are fixed to C = 
8 and k = 1 [2]), len(C1,C2) is the length of the shortest 
path taking into account the directions that are affected 
according to the type of relation in WordNet, and 
turns(C1,C2) is the number of direction changes in the 
path. This measure adapts the Rada’s measure to further 
take account of non-hierarchical relations in an ontology. 
Thus, it has the same limits of the Rada’s measure as it 
does not consider the density or the depth of concepts and 
it does not make use of information contents that nodes 
represent (i.e. it assumes that the information content of 
all nodes is uniform). 

B. The Relatedness Measure of Mazuel and Sabouret 
Mazuel and Sabouret [7] focused on the issue of 

semantic relatedness in a semantic network and proposed 
a new semantic distance to compute the degree of 
relatedness between two concepts of a taxonomy 
augmented with non-hierarchical relations. This measure 
takes into account different kinds of relations (i.e. 
subsumption (is-a), meronymy (part-of) or any other 
domain specific relation) and uses a set of rules to discard 
unallowable paths generated by the presence of non-
hierarchical relations. These rules are inspired from the 
works of the patterns of semantically correct paths of [14]. 
In this method, [7]  distinguished between single-relation 
paths and multiple-relation paths and proposed measures 
for each situation. A single-relation path is a path whose 
edges are all of the same type: a hierarchical path (i.e. 
representing the relation is-a) or a non-hierarchical path. 
To compute the weight of a hierarchical single-relation 
path between two concepts x and y in the ontology, [7] 
reused the Jiang and Conrath measure which is given by 
the difference between weights of the two concepts: 

y) |IC(x)- IC( (x,y))= |W(path udes}{is-a,inclX∈                  (24) 

To compute the weight of a single-relation path when 
the relation is not hierarchical, [7] proposed a new 
formula because the information content of nodes is 
calculated according to the hierarchical structure of the 
taxonomy. The authors associated a static weight to each 
relation type that represents its semantic cost. Besides, 
they based their formula on the n/n+1 function which 
simulates the log form. Consequently, the weight of a 
path between two concepts x and y given its weight and 
its length is defined by:  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
121

21
),(

)|+,C (C|path
)|,C (C|path

×)=TCyxW(path
X

X
XX        (25) 
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In the case of a mixed-relation path which contains 
different kinds of relations, [7] proposed to decompose it 
in an ordered set of n sub-paths based on the transitive 
nature of the edges of a single-relation path. The weight 
of a mixed-relation path between two concepts x and y is 
defined as the sum of weights of sub-paths composing the 
minimal decomposition of the path: 

∑
∈ )(path(x,y)Tp

W(p))) =W(path(x,y
min

                                       (26)   

where Tmin(path(x, y)) is the unique ordered set of sub-
paths. Besides, [7] demonstrated that the weight of an 
hierarchical mixed-relation path containing only two 
kinds of relations: (a) the relation is-a between concept 
C1 and the mscs of concepts C1 and C2, and (b) the 
relation includes from the mscs to concept C2 
corresponds to the Jiang and Contrath’s distance: 

)))),C,C(mscs(C+W(path
))) ,C,mscs(C(Ch) )= W(pat,CW(path(C

includes

is-a

221
21121

) |) )- IC(C,C(mscs(C) ) |+ |IC,C(C)- IC(mscs=|IC(C 221211
) ),C(C ?IC(mscs)- )+ IC(C=IC(C 21221                 (27) 

The final distance measure of [7] considers only the 
semantically correct paths between two concepts C1 and 
C2, and thus it corresponds to the minimal weight among 
the set of valid paths as defined in the following formula: 

W(p) )=,Cdist(C }eHSO(p)=truΠ{p ),C(C 21
min21 ∈              (28) 

where ),CΠ(C 21 is the set of elementary paths (i.e. 
acyclic) between the concepts C1 and C2. To obtain the 
set of valid paths, the authors used the function 

B),CCHSO : Π →21( which determines, according to 
the path patterns of Hirst and St-Onge [14], if a path is 
semantically correct (i.e. HSO(p) = true) or not (i.e. 
HSO(p) = false). This distance can be converted in a 
semantic relatedness measure by using the classic linear 
conversion of Resnik: 

),C - dist(C ?IC)= ,Crel(C 21221 max                        (29) 

   To evaluate their semantic relatedness measure, [7] 
employed  two testing sets from the literature: the test of 
Miller & Charles [12] and the test of WordSimilarity-353 
[17]. Besides, they compared their measure with the 
similarity measures of Rada, Resnik, Lin and Jiang 
Contrath and the relatedness measure of Hirst St-Onge. 
Experimental results show that they obtained best 
correlation w.r.t human judgments. However, [7] 
considered only the noun sub-part of WordNet 3.0 and 
the test focused only on the non-hierarchical transitive 
relation "part-of". In addition, this measure rests on a 
taxonomic model augmented with one heterogeneous 
relation and needs to be extended to model complex 
relations between concepts (i.e. intersections, disjunctions 
of classes, etc.) such as OWL-Lite . 

C. Web-based Semantic Relatedness Measure of Gracia 
and Mena 

In [15], Gracia and Mena proposed the 
NormalizedWebDistanceNWD(x,y) which is a 
generalization of the Cilibrasi and Vitanyi’s Normalized 
Google Distance NGD(x, y) (30) to compute semantic 
relatedness between two plain words (or search terms) 
indexed by different Web search engines. 

f(y)}f(x),{N-
f(x,y)f(y)}-f(x),{NGD(x,y) =

loglogminlog
logloglogmax          (30)                      

where f(x) denotes the number of pages containing x,  
f(x, y) denotes the number of pages containing both words 
x and y, and N is a normalizing factor. Frequencies are 
computed using Google page counts. The proposed 
semantic relatedness measure between two search terms x 
and y is defined as:  

NWD(x,y)-)=erelWeb(x,y 2                                       (31) 

In a later version of their work, Gracia and Mena have 
taken the word relatedness as a basis to define a new 
measure that computes how much a pair of ontology 
terms are semantically related. This measure captures the 
following desirable features: 

• Domain independent: it computes relatedness 
between terms from different ontologies by 
exploiting some elements of their available 
semantic descriptions. 

• Universality: it does not rely on specific lexical 
resources (e.g. corpus, dictionaries, or WordNet) 
or knowledge representation languages (e.g. 
OWL). 

• Maximum coverage: since it uses the Web as 
knowledge source, it guarantees a maximum 
coverage of possible interpretations of the words 
and thus it extends the scope of applications (e.g. 
word sense disambiguation, ontology matching, 
etc.). 

To do that, the proposed method computes the degree 
of semantic relatedness between a pair of senses that two 
ontological terms represent (i.e. a class, a property or an 
instance) by considering two levels of semantic 
description: Level0 which represents the term label and 
its synonyms and Level1 which represents the ontological 
context of the term. This latter describes the set of other 
ontological terms and it corresponds to (a) the set of 
direct hypernyms if the term is a class, or (b) the set of 
domain classes if the term is a property, or (c) the class it 
belongs to if the term is an instance. The relatedness 
between two ontological terms a and b at Level0 is 
computed by (32) whereas the relatedness at Level1 is 
measured by (33). 

Syn(b)||Syn(a)|.|

),synrelWeb(syn

 (a,b)=rel i,j
bjai∑

0                         (32) 

Syn(b)..|j = 
..|Syn(a)|i = 
1
1
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where Syn(a) and Syn(b) denotes the set of synonyms 
of terms a and b and OC(a) and OC(b) denotes their 
ontological context. 

C(b)||OC(a)|.|O

),OC (OCrel

 (a,b)=rel i,j
bjai∑ 0

1                                 (33) 

.|OC(b) |j = 
..|OC(a) |i = 
1
1

 

The final relatedness degree between two ontological 
terms is the combination of the semantic relatedness 
values obtained from (32) and (33) after being weighted 
as follows: 

b)(a, .rel w+b)(a, .rel w=b)rel(a, 1100                       (34) 

where   and . Gracia and 
Mena [15] considered only two levels of semantic 
description for a term based on an assumption derived 
from Resnik’s idea [1] which assumes that the higher a 
word is in the hierarchy that characterize the sense of an 
ontological term, the lesser information content it 
expresses, and consequently it is less significant to 
characterize the term. As future works, [15] planned to 
explore other variations of the method by weighting 
differently the synonyms of a term in (32) or by 
considering alternative definitions of the ontological 
context. Finally, the authors proposed a mixed relatedness 
measure between ontology terms and plain words in order 
to cover other usage scenarios. Relatedness at Levels 0 
and 1 are computed by the following equations: 

..|Syn(t)|  i = 
|Syn(t)|

w)relWeb(syn
(t,w)=rel i

ti

1
,

0

∑
(35) 

..|OC(t) |   i = 
|OC(t)|

w) (OCrel
(t,w)=rel i

ti

 1
,0

1

∑
             (36)            

The final relatedness between an ontology term t and a 
plain word w is a combination of results of (35) and (36): 

 (t,w).rel (t,w)+ w.relwrel(t,w)= 1100            (37) 
where , and . Besides, 

the authors carried out two experiments to test the 
application of their Web-based relatedness measure in 
disambiguation and ontology matching tasks. 
Experiments were done using a new test data set 
consisting of 30 pairs of English nouns that are connected 
with different types of relations (e.g. similarity, 
meronymy, frequent association, etc.) and rated for 
semantic relatedness by a group of 30 university 
graduated persons on a scale ranging from 0 to 4 (i.e. 
from no relatedness to identical or strongly related words). 
They used the Spearman’s rank correlation coefficient to 
determine the correlation between their results and those 
of humans. The results show that Web-based measures 

present a better correlation with human judgments than 
WordNet-based measures. 

D. The Extended Gloss Overlap Measure of Banerjee 
and Pedersen 

Banerjee and Pedersen [18] proposed another measure 
to quantify semantic relatedness between concepts, 
namely, the extended gloss overlap measure, which is 
based on the computation of the number of shared words 
(or overlaps) in the concepts definitions taken from a 
machine readable dictionary. The basic idea of this 
approach consists in expanding the glosses of the words 
being compared by including also glosses of concepts 
which are recognized to be related to them and their 
neighbors according to explicit relations provided in the 
lexical database WordNet. This approach extends the one 
proposed by Lesk [19] who assumed that related word 
senses are usually described using the same words and 
thus he defined a relatedness measure based on gloss 
overlaps but which considers only overlaps among the 
glosses of the candidate senses of the target word and 
those that surround it in the given context. This is a 
considerable limitation as most dictionary glosses tend to 
be short and therefore do not provide enough words to 
find overlaps with. The proposed measure (38) takes as 
input a pair of synsets and generates a numeric value of 
semantic relatedness based on the number of overlapping 
words in their respective glosses as well as in the glosses 
of synsets they are connected to in a given concept 
hierarchy. In order to test the proposed relatedness 
measure, [18] developed an approach to word sense 
disambiguation (WSD) task which assigns a sense to a 
target word in a given context that is the most related to 
the senses of its neighbors using this measure. Evaluation 
of the measure based on the approach of comparison to 
human judgments showed a satisfactory correlation 
coefficient, but word sense disambiguation experiments 
showed that considering extended gloss overlaps 
improves the disambiguation results and yields much 
better than the original Lesk Algorithm [19]. The authors 
plan to augment the scores of overlaps with global 
statistics about the word occurrences and to evaluate the 
measure on different NLP tasks. The relatedness score 
between the inputs synsets A and B is measured as the 
sum of scores of phrasal gloss overlaps between them: 

∑
∈∀ RELPAIRS ),R(R

(B))(A),Rscore(Rs(A,B) =relatednes
21

21  

                                                                                      (38) 

where RELPAIRS denotes the set of all possible 
relation pairs formed from the set of relations defined in 
WordNet (e.g. hypernyms, hyponyms, meronyms, 
holonym, also-see relation, attribute, pertainym), and 
score() is the function which detects and scores the 
phrasal gloss overlaps between the inputs. The scoring 
mechanism consists in assigning a phrasal n word overlap 
the score of n2. 
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V.  SEMANTIC MEASURES EVALUATION 
From the literature, a way to evaluate the results of 

semantic similarity measures is to find a good correlation 
between the computed similarity scores and the average 
similarity ratings provided by human evaluators in 
benchmarks, such as, Miller and Charles [12] and 
WordSimilarity-353 [17]. The higher the correlation of a 
method, the better the method is, i.e. the more it 
approaches the results of human judgments. A correlation 
is a number between -1 and +1 which measures the 
degree of relationship between two variables. A positive 
value for the correlation implies a positive association 
whereas a negative value implies a negative or inverse 
association. The two most commonly used measures of 
correlation are the Pearson’s correlation coefficient and 
the Spearman’s rank correlation coefficient. The 
Pearson’s correlation coefficient enables to analyze linear 
relations between two variables based on their actual 
values. The correlation coefficient ranges between -1 and 
+1 and it is interpreted as follows: 

• Near to -1: the two vectors are opposite or 
negative agreement/disagreement. 

• Around 0: the two vectors are independent or no 
agreement. 

• Near to 1: the two vectors are dependent positive 
agreement. 
 

Let two vectors of length and 
, the Pearson’s correlation coefficient is 

defined as follows: 

∑∑

∑

i
i

i
i

i
ii

)y - (y)x- (x

)y - )(yx -  (x
p =

22
                                    (39) 

The Spearman rank correlation coefficient (40) is a 
non-parametric measure of correlation which uses ranks 
to calculate the correlation rather than absolute values. 
The correlation coefficient is a number ranging also 
between -1 (total disagreement) and +1 (total agreement). 
A positive correlation is one in which the ranks of both 
variables increase together. A negative correlation is one 
in which the ranks of one variable increase as the ranks of 
the other variable decrease. A correlation of +1 or -1 will 
arise if the relationship between the two variables is 
exactly linear. A correlation close to zero means that 
there is no linear relationship between the ranks. 

 - nn

d
 -p = 

n
i i

3
1

26
1

∑ =                                                         (40) 

Some software packages were already proposed that 
enable to compute similarity, such as the 
WordNet::Similarity package 
(http://talisker.d.umn.edu/cgi-bin/similarity/similarity.cgi) 
and the Nuno Seco package [9]. The WordNet::Similarity 
package consists of Perl modules that implement the 
following WordNet-based measures: Resnik [1], Lin [10], 
Jiang and Conrath [11], Leacock and Chodorow [13], 

Hirst and St-Onge [14], Wu and Palmer [6], the extended 
gloss overlaps measure of Banerjee et al. [18], and two 
measures based on context vectors by Patwardhan and 
Pedersen [20]. The Nuno Seco package is implemented in 
java and can be downloaded from the rubric "extension" 
in WordNet site. In what follows, we present the most 
commonly used similarity benchmarks, namely, Miller 
and Charles [12] and WordSimilarity-353 [17]. 

A. Benchmarks for Semantic Measures Evaluation 
1) Miller and Charles test 
The test of Charles and Miller [12] is a set of 30 pairs 

of nouns with their similarity ratings determined by 
human judgments. 38 undergraduate students have 
participated to the test and were asked to rate the 
similarity of each pair on a scale from 0 (not similar) to 4 
(perfect synonymy). The average rating of each pair 
represents a good estimate of how similar the two words 
are. Most of works presented in the previous section end 
with an evaluation w.r.t 30 pairs selected by Miller and 
Charles. This protocol enabled to fix a work base for the 
research community on semantic distances. In fact, if a 
distance measure reached the coefficient of 0.91, then it 
will be representative of the real distance of a human 
judgment. However, the test of Miller and Charles is 
based on synonymy judgment, thus, it is mainly oriented 
to evaluate similarity measures not relatedness measures. 
Most of selected word couples do not have functional 
relations between them since it was explicitly requested 
to human subjects to judge similarity between concepts. 
Hence, the dataset of Miller and Charles is not adapted to 
test functional relations between two concepts and 
accordingly to evaluate a semantic relatedness measure. 

2) The WordSimilarity-353 test collection 
The WordSimilarity-353 benchmark [17] is a set of 

353 English word pairs for which subjects were asked to 
estimate the similarity or relatedness of words on a scale 
from 0 (totally unrelated words) to 10 (strong related or 
identical words). The WordSimilarity-353 test set can be 
used to train and to test algorithms implementing 
semantic measures. It was proposed in order to mitigate 
the problems of Miller and Charles test. It includes all the 
30 noun pairs of Miller and Charles. Agirre et al. [21] 
proposed to split the WordSimilarity-353 dataset into two 
subsets 
(http://alfonseca.org/eng/research/wordsim353.html), the 
first subset contains the union of similar and unrelated 
pairs and focuses on computing similarity whereas the 
second subset contains the union of related and unrelated 
pairs and focuses on computing relatedness.  

As a conclusion, human judgments of similarity and 
relatedness provided in benchmarks presented above are 
supposed to be correct by definition and give clear 
evaluation of the performance of a measure. However, 
the main drawback of this approach lies in the difficulty 
of obtaining a large set of reliable and subject-
independent judgments for comparison. 

B. Approaches for Semantic Measures Evaluation 
In [2], Budanitsky and Hirst focused on comparing the 

performance of five WordNet-based measures (Hirst and 
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St-Onge, Jiang and Conrath, Leacock and Chodorow, Lin, 
and Resnik) based on two evaluation approaches: 
comparison of computed semantic relatedness or 
similarity scores with human judgments and comparison 
of the performance of these measures in a particular 
application. To compute the frequency of concepts 
needed in the information-theoretic approaches, [2] used 
the Brown Corpus of American English [22]. For the first 
evaluation method, [2] computed the correlation 
coefficients between human and computer ratings of the 
word pairs of Rubenstein-Goodenough and Miller-
Charles in order to determine the strength of the linear 
association between them. The comparison has shown 
that the difference between the values of the highest and 
lowest correlation coefficients for the test of Miller and 
Charles and the test of Rubenstein-Goodenough are in the 
order of 0.1 and 0.06 respectively. Besides, [2] employed 
the upper bound for the Miller and Charles word pairs to 
compare the performance of the selected measures on it 
and they found that the correlation coefficients compare 
quite favorably with this upper bound. Moreover, [2] 
concluded that the measures do not react in the same way 
toward the increase of the size of the dataset. In fact, 
while the correlation coefficients with human judgments 
of relH&S, simL&C and simR improve, those of distJ&C 
and simLin deteriorate. 

As [2] point out, though human evaluation approach is 
considered as the best method to evaluate a similarity or a 
relatedness measure, its main drawback stands for the 
difficulty of acquiring considerable amounts of test sets 
of word pairs with human-assigned scores. Besides, [2]  
continue to add that they need in NLP tasks human 
judgments of the relatedness of word-senses not just 
words. This need can be satisfied by exploring contexts. 
In order to overcome the problems posed by this 
approach, [2] used an application-based evaluation 
approach which compares relatedness measures based on 
their ability to detect and correct semantic anomalies such 
as malapropisms. To test the measures, they created a 
corpus of malapropisms. Then, they tried to detect and 
correct them by an algorithm that uses the five measures 
of semantic relatedness with different searching scopes. 
They considered it as a retrieval task and evaluated it in 
terms of Precision, Recall, and F-measure. The analysis 
of differences between measures’ results for the 
malapropism suspicion phase shows that the Jiang and 
Conrath’s measure outperforms the others in all scopes. 
The results for malapropism detection phase shows also 
that the measure of Jiang and Conrath does better than the 
other measures. Besides, evaluation shows that though 
the measure of Hirst and St-Onge is the only one among 
the others that focuses on computing semantic relatedness, 
it presents poor performance in both stages. To support 
the evaluation results of [2] regarding the performance of 
the Jiang and Conrath’s measure, we considered other 
approaches in the NLP domain that also apply WordNet-
based measures and we perceived that these results are 
consistent with the experiments’ results of approaches of 
Stevenson and Greenwood [23], Kohomban and Lee [24], 
and Patwardhan et al.[25]. In fact, [23] proposed a 

semantic similarity approach to information extraction 
pattern acquisition which relies on comparing patterns 
similarity using their own measure. This measure takes 
into account pattern vectors and their transposes and a 
similarity matrix which contains information about 
semantic similarity between pairs of lexical items. They 
experimented several measures in order to populate the 
semantic similarity matrix and found that the measure 
defined by Jiang and Conrath is the most effective one. 
Similarly, [24] described a method to learn generic 
semantic classes of a given word instance in order to 
mitigate the lack of training data problem in word sense 
disambiguation. In this method, [24] computed the 
relatedness between the sense of the test word and the 
most frequent sense of it within the candidate class using 
different similarity measures. The experiments showed 
that the measure of Jiang and Conrath gives best results 
for this task. In the same way, [25] carried out word sense 
disambiguation experiments to evaluate the same five 
measures of semantic relatedness that have been also 
compared by [2] in addition to the extended gloss overlap 
measure. Experiments were performed using noun data 
gathered from the English Lexical sample task of 
SENSEVAL-2 (http://www.senseval.org/). Similarly, the 
authors found that the extended gloss overlap measure of 
Banerjee and Pedersen [18]  and the semantic distance 
measure of Jiang and Conrath [11] result in the highest 
accuracy. 

VI.  CONCLUSION 
In this paper, we presented a classification of semantic 

measures and discussed the basics of the various 
approaches proposed for each class. The benchmarks and 
evaluation approaches that are commonly used by 
researchers to assess the quality of their semantic 
measure proposals are also stated. This survey could help 
researchers to choose the most appropriate similarity or 
relatedness measure for their needs. 
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Abstract—Opinion targets identification is an important 
task of the opinion mining problem. Several approaches 
have been employed for this task, which can be broadly 
divided into two major categories: supervised and 
unsupervised. The supervised approaches require training 
data, which need manual work and are mostly domain 
dependent. The unsupervised technique is most popularly 
used due to its two main advantages: domain independent 
and no need for training data. This paper presents a review 
of the state of the art unsupervised approaches for opinion 
target identification due to its potential applications in 
opinion mining from user discourse. This study compares 
the existing approaches that might be helpful in the future 
research work of opinion mining and features extraction. 
 
Index Terms—Opinion Mining; Sentiment Analysis; 
Opinion Targets; Machine Learning  

I. INTRODUCTION 

What other people think is naturally important for 
human guidance. Through opinions, humans can flux 
together diverse approaches, experiences, wisdom and 
knowledge of people for decision making.  Humans like 
to take part in discussions and present their points of view. 
People often ask their friends, family members, and field 
experts for information during the decision making 
process. They use opinions to express their points of view 
based on experience, observation, concept, beliefs, and 
perceptions. The point of view about something can 
either be positive (shows goodness) or negative (shows 
badness), which is called the polarity of the opinion. 

Opinions can be expressed in different ways. The 
following example sentences show different ways of 
opinion representations. 
 
 

Shahid is a good Cricket player.  
The meal was quite good. 
The hotel was expensive. 
Terrorists deserve no mercy! 
Hotel A is more expensive than B. 
Coffee is expensive but tea is cheap.  
This player is not worth any price and I recommend 
that you don't purchase it. 
An opinion has three main components i.e. the 

opinion holder or source of opinion, the object about 
which the opinion is expressed and the evaluation, view 
or appraisal which is called the opinion. For opinion 
identification, all these components are important. 

Opinion can be collected from different sources e.g. 
individual interaction, newspapers, television, internet 
etc.; however, the internet is the richest source of opinion 
collection. Before the World Wide Web (WWW), people 
collected opinions manually. If an individual was to make 
a decision, he/she typically asked for opinions from 
friends and family members. Organizations conducted 
surveys through focused groups for collecting public 
opinion. This type of survey was expensive and laborious. 
Now, the internet provides this information with a single 
click and a very little cost. 

With the advent of web 2.0, the internet allows web 
users to generate web content online and post their 
information independently. Due to this facility of the 
internet, web users can participate in a collaborative 
environment around the globe. Hence, the internet has 
become a rich source for social networks, customer 
feedback, online shopping etc. According to a survey, 
more than 45,000 new blogs are created daily along with 
1.2 million new posts each day [1]. The information 
collected through these services is used for various types 
of decision making e.g. social network for: political, 
religious, security, and policy making; customer feedback 
for: products sales, purchases, and manufacturing. The 
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trend of online shopping portals is increasing day by day. 
The vendors collect customer feedback for future trend 
prediction and product improvement through these 
portals. Opinion is the key element which has provided 
the inspiration for this work. 

Although the internet is a rich source of opinions, 
having millions of blogs, forums and social websites with 
a large volume of updated information, unfortunately the 
web data is typically unstructured text which cannot be 
directly used for knowledge representation. Moreover, 
such a huge volume of data cannot be processed 
manually. Hence, efficient tools and potential techniques 
are needed to extract and summarize opinions. Research 
communities are trying for efficient utilization of the web 
information for knowledge requisition; this is in order to 
present it to the user in a well understandable and 
summarized manner. With the emergence of web 2.0, the 
task of posting and collecting opinions through the Web 
has become easy; however, the quality control, 
processing, compilation, and summarization have become 
potential research problems. 

With the growing need of opinion analysis a new 
area called Opinion Mining is gradually emerged in the 
field of Natural Language Processing (NLP) and Text 
Mining. OM is a procedure used to extract opinion from a 
text. “OM is a recent discipline at the crossroads of 
information retrieval, text mining and computational 
linguistics which tries to detect the opinions expressed in 
natural language texts” [1]. OM is a field of knowledge 
discovery and data mining (KDD) which uses NLP and 
statistical machine learning techniques to differentiate 
opinionated text from factual text. OM tasks involve 
opinion identification, opinion classification (positive, 
negative, and neutral), target identification, source 
identification and opinion summarization. Hence, OM 
tasks require techniques from the field of NLP, 
Information Retrieval (IR); and Text Mining. The main 
issue is how to automatically identify opinion 
components from unstructured text and summarize the 
opinion about an entity from a huge volume of 
unstructured text. An overview of the OM concept is 
shown in the Figure 1. 

 

 

Figure 1. Overview of opinion mining process 

The focus of this study is opinion target identification for 
the opinion mining process. The problem of opinion 
target identification is related to the question: “opinion 
about what?’. Opinion target identification is essential for 
opinion mining.  For example, the in-depth analysis of 
every aspect of a product based on consumer opinion is 
equally important for consumers, merchants and 
manufacturers. In order to compare the reviews, it is 
required to automatically identify and extract those 
features which are discussed in the reviews. Furthermore, 
analysis of a product at feature level is more important 
e.g. which features of the product are liked and which are 
disliked by consumers [2] . Hence, feature mining of 
products is important for opinion mining and 
summarization. The task of feature mining provides a 
base for opinion summarization[3]. There are various 
problems related to opinion target extraction. Generally 
speaking, if a system is capable of identifying a target 
feature in a sentence or document, then it must be able to 
identify opinionated terms or evaluative expressions in 
that sentence or document. Thus in order to identify 
opinion targets at sentence or document level, the system 
should be able to identify evaluative expressions. Also, 
some features are not explicitly presented and are 
predicted from term semantics called implicit features. 
The focus of this paper is on explicit feature. 

Opinion target identification is basically a 
classification problem which is defined as: to classify 
noun phrase or term as opinion target or not [4]. There 
are two widely used classification methods i.e. supervised 
and unsupervised. The supervised method needs prior 
knowledge annotated through manual process. 
Unsupervised classification depends on heuristics 
procedures and rules which do not need previous 
knowledge. Hence there are two main advantages of 
unsupervised method over supervised: Supervised 
technique need training data which manually labeled 
while unsupervised do not need hand-crafted training 
datasets, moreover  supervised techniques are generally 
domain dependent as training data are manually labeled 
for specific domain [5, 6]. This paper provides a review 
of existing unsupervised approaches which has been 
popularly employed for opinion targets extraction within 
the past few years. The main goal of this work is to 
identify potential techniques for opinion targets 
extraction that might be helpful in the future research 
work in opinion mining. Hence the main contribution of 
this paper is the analysis of the factors that affect the 
existing unsupervised learning techniques of the opinion 
target extraction.     

The entire paper is organized as follows: Section II 
explains related work and existing unsupervised 
approaches for opinion target extraction from 
unstructured reviews. Section III provides comparative 
analysis of the existing approaches and Section IV 
Concludes the paper. 

II. UNSUPERVISED APPROACHES FOR OPINION TARGETS 
IDENTIFICATION 
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The unsupervised techniques has been popularly 
used for opinion target identification [6-17].  

Popescu & Etzioni [9] used an unsupervised 
technique to extract product features and opinions from 
unstructured reviews. This paper introduces the OPINE 
system based on the unsupervised information extraction 
approach to mine product features from reviews. OPINE 
uses syntactic patterns for semantic orientation of words 
for identification of opinion phrases and their polarity.  

Carenini, Ng et al. [15] developed a model based on 
user defined knowledge to create a taxonomy of product 
features. This paper introduces an improved unsupervised 
method for feature extraction that uses the taxonomy of 
the product features. The results of the combined 
approach are higher than the existing unsupervised 
technique; however, the pre-knowledge base mechanism 
makes the approach domain dependent.  

Holzinger, Krüpl, & Herzog [10]  use domain 
ontologies based on tabular data from web content to 
bootstrap a knowledge acquisition process for extraction 
of product features. This method creates a wrapper for 
data extraction from Web tables and ontology building. 
The model uses logical rules and data integration to 
reason about product specific properties and the higher-
order knowledge of product features. 

Bloom, Garg, & Argamon [14] describe an 
unsupervised technique for features and appraisal 
extraction. The authors believe that appraisal expression 
is a fundamental task in sentiment analysis. The appraisal 
expression is a textual unit expressing an evaluative 
attitude towards some target. Their paper proposed 
evaluative expressions to extract opinion targets. The 
system effectively exploited the adjectival appraisal 
expressions for target identification.  

Ben-David, Blitzer et al. [16] proposed a structural 
correspondence learning (SCL) algorithm  for domain 
classification. The idea depends on perception to get a 
prediction of new domain features based on training 
domain features; in other words, the author describes 
under what conditions a classifier trained on the source 
domain can be adapted for use in the target domain? This 
model is inspired by feature based domain classification. 
Blitzer, Dredze et al. [17] extended the structural SCL 
algorithm for opinion target identification. 

Lu and Zhai [18]  proposed automatic integration of 
opinions expressed in a well-written expert review with 
opinions scattered in various sources such as blogs and 
forums. The paper proposes a semi-supervised topic 
model to solve the problem in a principled way. The 
author performed experiments on integrating opinions 
about two quite different topics, i.e. a product and 
political reviews. The focus of this paper is to develop a 
generalized model that should be effective on multiple 
domains for extraction of opinion targets.  

Ferreira, Jakob et al. [11] describe an extended 
pattern based feature extraction using a modified Log 
Likelihood Ratio Test (LRT), which was initially 
employed by [7] for target identification. This paper also 
presented an extended annotated scheme for product 
features, which was initially presented by [8] and a 

comparative analysis between feature extraction through 
Association Mining and LRT techniques. 

The association rule mining for target extraction is 
initially implemented by [8] for target extraction, and 
extended by Chen et al. [12] using semantic based 
patterns for frequent feature refinement and identification 
of infrequent features.  

One of the latest work on feature level analysis of 
opinion is reported by [6]. This paper describes a semi-
supervised technique for feature grouping. Feature 
grouping is an important task for summarization of 
opinion. Same features can be expressed by different 
synonyms, words or phrases. To produce a useful 
summary, these words and phrases are grouped. For 
feature grouping the process generate an initial list to 
bootstrap the process using lexical characteristics of 
terms. This method empirically showed good results. 

Goujon [4] presents a text mining approach based on 
linguistic knowledge to automatically detect opinion 
targets in relation to topic elements. This paper focuses 
on identification of opinion targets related to the specific 
topic. This approach exploits linguistic patterns for target 
identification. 

The two most frequently reported unsupervised 
approaches for target and opinion identification are 
Association Mining (AM) [19]   and Likelihood Ratio 
Test (LRT)  approach [20]. The following sub sections 
provide a detail overview these two approaches. 

A. Association Mining Approach 
The Association Mining approach for product 

features extraction (AME ) was employed by  [8] for the 
first time. In this work, they extract frequent features 
through association rule mining technique [19]. This 
algorithm was originally used for market basket analysis 
which predicts dependency of an item sale on another 
item. Based on the analogy of the market basket analysis 
the authors in [8] assume that the words in a sentence can 
be considered as bought items. Hence the association 
between terms can predict features and opinion words 
association. The implementation of this technique was 
very successful in features extraction. Later on this 
approach is extended by  [12] for the same task with 
semantic based pruning for frequent features refinement 
and identification of infrequent features. The subsequent 
approach improved the results of opinion target 
identification through association rule mining algorithm. 

The AME approach formulates the process of 
opinion target identification into two steps. In the first 
step, it extracts frequent features through the Apriori 
algorithm and in the second step it employs a pruning 
algorithm to refine the candidate features from irrelevant 
features. The overall process is shown in a block diagram 
Figure 2.   

The Apriori algorithm is called the king of data 
mining techniques as it was introduced in the early stages 
of the data mining field and has been potentially 
exploited for data mining and knowledge discovery. This 
algorithm has two steps: in step 1, it generates frequent 
item sets from a set of transactions that satisfies a user’s 
specified minimum support, and in the second step, it 
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These patterns present noun phrases (BNP) with the 
definite article “the” before the BNP. The idea behind 
these patterns is that some proper nouns start with the 
article “the” therefore these patterns are useful for named 
entity extraction 

• Beginning Definite Base Noun Phrases (bBNP) 

This pattern presents a sequence of definite noun 
phrases followed by verbs. This pattern describes that the 
noun phrase in between the article “the” and a verb are 
mostly observed as features. 

Relevance Scoring  

Yi, Nasukawa et al. [7] presented unsupervised 
technique for relevance scoring of candidate features.  
This paper employed two unsupervised techniques, i.e. 
The Mixture Model, and LRT. However, the results show 
that the LRT performed relatively good. The likelihood 
ratio test is formulated as: 

Let Dc denoted topic relevant collection of 
documents and Dn represents collection of documents not 
relevant to the topic. Then a base noun phrases occurring 
in the Dc are candidate feature to be classified as topic 
relevant or topic irrelevant using the likelihood ratio test 
as: if the likelihood score of BNP satisfies the predefined 
threshold value then BNP is considered as target feature.  
The LRT value for any BNP x is calculated as: 

Let n1 denotes the frequency of a BNP in a Dc, n2 
represents sum of frequencies of all BNPs in Dc except x, 
n3 denoted frequency of x in Dn, and n4 represents the 
sum of frequencies of all BNPs in Dn except the 
frequency of x.  

Then the ratios of relevancy of the BNP x to topic 
and non-topic, which are presented by r1 and r2 
respectively, can be calculated as below. 																																																																											 	4   																																																														 5 	
                                                                             

Thus the combined ratio is calculated as: 1 																																												 6 	
                                                                                                

Hence to normalize the ratios with log: 

log log 1 loglog 1 log log 1                 (7) 

Hence the likelihood ratio is calculated as below. 

2 log ʎ 2 ∗ 		 	0,												 	 	                                     ( 8) 

The likelihood is directly proportional to the value 
of	 2 log ʎ.  

D. Likelihood Approach by Ferreira et al. (2008) 

A more extensive study of the LRT approach for 
opinion target identification is presented by this paper. As 
mentioned in the previous sub section, the LRT was 
employed by [7]; however, due to non-availability of 
proper data sets for evaluation measures the author only 
calculated precision. 

Ferreira et al. (2008) performed an evaluation on the 
state-of the art datasets, which are manually, annotated 
corpuses created by [8]. Furthermore, they have modified 
the algorithm using subsequent similarity measures based 
on the following two rules. 

 Identification of Feature Boundaries for Patterns 

The earlier work [7] used BNPs, dBNPs and bBNPs 
for candidate feature identification. Noun phrases in these 
patterns are considered as candidate features. However, 
there is no rule mentioned for multiple matches. For 
example, in the pattern “battery life“, three features can 
be reflected:  “battery life”, “battery”, and “life”. The 
recent work [11] extended the earlier algorithm, which 
only selects the longest BNP patterns. For example, in the 
above expression this rule considers only “battery life” as 
a feature.  

Classification of Patterns with an Adjective Noun 
(JJNN)   

Most of the candidate BNPs is combinations of 
JJNN patterns. The adjective sometimes represents 
features e.g. “digital images” and sometimes it represents 
an opinion e.g. beautiful image; hence, it is required to 
classify the subsequent adjectives in the candidate 
patterns. Subsequent similarity rule is employed by [11], 
which have improved the results. Another main 
contribution of this paper is the new annotation scheme 
of the features in the existing dataset that were originally 
employed by [8]. According to the revised annotation 
scheme, the number of features was increased as their 
focus was on all features. 

III. COMPARATIVE ANALYSIS 

This section describes the analysis of the 
unsupervised approaches that has been potentially 
employed for opinion targets extraction. As explained in 
section II there are most popular used techniques that 
have been employed for opinion targets extraction. 

A. Analysis of Factors Affecting the Existing 
Approaches  
This section explains the analysis of the factors 

affecting the existing unsupervised techniques of opinion 
targets extraction. We have performed analysis on the 
bench mark dataset that have been employed by the 
existing approaches. The experimental setup is divided 
into two broad categories. The first category is related to 
candidate selection based on linguistic patterns while the 
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second one is focusing on features selection based 
relevance scoring.      

B. Datasets 
This section describes the datasets that have been 

used for the analysis and evaluation in this work. In this 
work, benchmark datasets of the customer reviews about 
five different products are employed. These datasets have 
been reported in numerous works for opinion mining and 
target identification. These datasets are crawled  from 
amazon review sites and are  manually annotated by [8]. 
The datasets are freely available from the authors’ 
website 1 . In these datasets, each product feature with 
opinion scoring is properly tagged in each sentence 
through a manual process according to a prescribed 
annotation scheme as shown below. 

• A sentence is considered as opinionated if it 
contains positive or negative comments about 
features of the product.  

• Positive and negative comments are opinion 
statements containing adjectives that either have 
a positive or negative orientation. 

• A product feature is the characteristic of the 
product about which opinions are expressed by 
the customers. 

The datasets contain customer reviews about four 
different electronic products, i.e. Camera (Canon G3 and 
Nikon Coolpix 4300), DVD player (Apex AD2600 
Progressive-scan), mp3 player (Creative Labs Nomad 
Jukebox Zen Xtra 40GB) and cell phone (Nokia 6610). 
The summary of each dataset is given in Tables 1: 
including the total number of reviews (number of 
documents), total number of sentences, number of 
sentences with opinions and targets with percentage, total 
distinct base noun phrases which count each distinct BNP 
as 1; the total target features shows the count of all target 
features in each dataset, the average target features shows 
target features out of the total distinct BNPs, the target 
types show the number of distinct target features in each 
dataset and the ratio of target features to the total target 
occurrence. 

C. Experimental Setup 
Although the results are of the aforementioned 

techniques have been already given in the respective 
papers and there is no need to reproduce it. However in 
order to empirically prove the factors affecting the 
existing approach we have performed analysis on the 
factors that affect the performance of the existing 
approaches. 

As mentioned in the existing approaches there are 
two phases of the target extraction techniques. The first 
phase is related to candidate selection while the second 
phase is related to relevance scoring. In the candidate 
selection process patterns of language elements with 
grammatical relations are employed to identify candidate 
features. In relevance scoring phase the candidate 
features are refined using unsupervised machine learning 
techniques. Hence our experimental setup is divided into 
                                                      
1 http://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html  

the following two phases to identify strength and 
limitations of the existing approaches in each phase. 

D. Analysis of Patterns for Candidate Selection  
This section provides a comparative analysis of the 

linguist patterns that have been employed for candidate 
selection. As mentioned earlier both AME and LRT 
approaches are using noun phrase for candidate selection. 
However there is a difference between the selections. 
AME uses association between the noun phrases and top 
features with highest frequency is selected that qualify 
the minimum support as target features. While The LRT 
select the noun phrases based on grammatical sequence 
of terms. In order to investigate best patterns for 
candidate selection the following patterns are examined: 
Base noun phrase (BNP), Definite based noun phrases 
(dBNP), Beginning definite base noun phrases (bBNP), 
and Combined base noun phrase pattern (cBNP). The 
first four patterns have already been discussed. While the 
cBNP pattern is employed by [23] which is set of patterns 
defined as below. 

• Noun Phrase-Verb Phrase-Adjective (NP VB JJ) 
• Noun Phrase-Verb Phase-Adverb Adjective (NP 

VB RB JJ)  
• Noun Phrase-Verb Phase-Adverb Adjective NN 

(NP VB RB JJ NN)  
• Definite Base Noun Phrase (dBNP) 
• Preposition Based Noun Phrase (iBNP) 
• Subjective Base Noun Phrase (sBNP) 
In order to extract these patterns from the datasets 

the Stanford part of speech tagger and textSTAT software 
has been used, The Stanford part of speech tagger is 
employed for part of speech tagging [21], while TextStat 
3.0 is employed for pattern extraction and test analysis 2. 
This software is simple and has been used by a number of 
works for searching terms and strings in English texts 
[22]. 

The comparative results are shown in figures 4, 5 
and 6.  The precision of bBNP is higher than the other 
patterns as it extracts fare number of features. While the 
recall of BNP pattern is higher as it extracts all BNPs, 
however, its recall is very low due to its false negative 
features. The F-score of our proposed cBNP is 
significantly higher than the other patterns. Thus the 
overall performance of cBNP is good. 

 
Figure 4: Precision of candidate selection based on dependency patterns 

                                                      
2 http://neon.niederlandistik.fu-berlin.de/en/textstat/  
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Figure 5: Recall of candidate selection based on dependency patterns 

 

Figure 6: F-Score of candidate selection based on dependency patterns 

E. Analysis of Frequency Based Relevance Scoring   
This section demonstrates how the target extraction 

techniques are affected by the threshold values. In order 
to analyze this problem, we conducted experiment for 
finding infrequent features on each data set. Table 2 
shows the sample of target features which have zero LRT 
values due to their rear occurrence in the review dataset. 
Hence based on the low frequency distribution a number 
of target features cannot be predicted by the unsupervised 
learning. Table 3 shows the ratio of infrequent features 
classified by LRT technique.     

Refer to the results in Sections B and C there are two 
main issues related to the extraction of opinion targets. 
The first issue is related to linguistic patterns that have 
been employed for candidate selection. The results can be 
greatly improved with the use of proper patterns. As 
shown in the graphs in figures 4, 5 and 6, the F-score is 
significantly improved with the use of combination of 
patterns.        

The other main issue is related to frequency based 
relevance scoring for features selection. It has been 
observed that even within large documents there exist a 
lot of features which have very low frequency hence 
cannot be detected even by adjusting a small value of 
threshold. Hence the recall of the unsupervised 
techniques is greatly affected due high ratio of false 
negative value. 

As discussed in the previous sections the existing 
unsupervised approaches exploit linguistic patterns and 
frequency based relevance scoring techniques to identify 
opinion targets. However there are certain issues related 
to both patterns selection and relevance scoring that 
might affect the performance of the techniques. Since 
most of the work consider base noun phrases as opinion 
targets. However all base noun phrase in text cannot be 
opinion targets. Hence the existing research work has 
been primarily focused on the problem of selecting 
dependency patterns for targets identification. For 
example some sentences in a review document may not 
have opinion while other sentences may have more than 
one base noun phrases with few opinion targets. For 
example the sentences “The/DT camera/NN comes/VBZ 
with/IN a/DT second/JJ battery/NN. I/PRP 
purchased/VBD it/PRP in/IN a/DT departmental/NN 
store/NN.” do not have any opinion targets although it 
have base noun phrase. While in the sentence “The 
battery/NNP is/VBZ very/RB good/JJ even/RB 
when/WRB using/VBG flash/NN and/CC lcd/NN” there 
is only one opinion target “battery” although it has three 
different BNPs. Hence simply selecting BNPs provides a 
large false positive ratio. To overcome this issue the 
existing worked has proposed various solutions. For 
example the association mining approach assumes that 
opinion targets are frequently discussed in reviews. 
However this approach suffers from two major issues i.e. 
frequent but not opinion target and infrequent but opinion 
target. As mentioned earlier, to overcome these problems 
the existing works have proposed pruning. Although the 
performance have been improved with pruning rules. 
However, the results show that there is still gap for 
further improvement.  

The Likelihood Ratio Test approach assumes that the 
Base Noun Phrases with dependency patterns containing 
subjective adjective are best candidate for opinion targets 
instead of simply selecting base noun phrases. Hence this 
technique depends on opinionated expression. However, 
the question about how to identify opinionated 
expressions! is itself a challenging problem. There can be 
more than one noun phrases with adjective in sentences. 
For example the sentence “The/DT picture/NN 
quality/NN is/VBZ not/RB rich/JJ in/IN color/NN” have 
two candidate base noun phrases “Picture quality” and 
“Color”, and one adjective “rich”. Although the “color” is 
a feature that can be occurred many items in different 
sentences; however, in this case the “picture quality” is 
basically opinion target. According dBNP pattern 
mentioned earlier, “The picture quality” can to be 
correctly selected as opinion target from the above 
sentence. However these patterns are not effective in 
many cases. For example if we look into the review 
sentence “this dvd play is basically junk”; it has opinion 
targets “player”  but do not satisfy the dBNP pattern rules. 
Since LRT based approach also depends on frequency 
distribution therefore it also suffer from the same two 
main issues i.e. frequent but none opinion targets and 
rarely occurred but opinion targets. 
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TABLE 1:  
SUMMARY OF THE FIVE PRODUCT DATASETS WITH MANUALLY TAGGED OPINION TARGETS BY [8] 

 

Description 

Dataset 

Apex  Cannon  Creative  Nikon  Nokia 

Reviews 99 45 95 34 41 

Total sentences 739 597 1716 346 546 

Target types 110 100 180 74 109 

 
TABLE 2:  

SAMPLE SET OF INFREQUENT FEATURES  
Dataset Infrequent Features 

A
pe

x 

read,look,sound,price,door,size,design,quality,support,weight,case, 
forward,output,product,run,unit,video,work,code,direction,disk,display,finish,machine,m
otor,noise, panel, recognize, service, speed, use, apex 

C
an

no
n 

body,control,depth,design,display,feel,finish,focus,function,image,learning,look,made,no
ise,option,print,quality,remote,service,shape,shot,speed,use,weight,zoom 

C
re

at
iv

e 

alarm,appearance,balance,break,build,capacity,case,change,clock,control,cover,creative,d
eal,design,display,equipment,feature,feel,finding,game,look,looking,manage,memory,mu
sic,name,option,panel,pause,play,product,program,quality,recognition,recording,remote,r
emove,style,support,switch,thing,top,unit,use,value,volume,weight,wheel,work,sorting,n
avigation 

N
ik

on
 construction,control,delay,design,function,image,learn,menu,price,quality,size,software,t

ransfer,use,weight 

N
ok

ia
 

application,background,call,command,construction,design,game,keys,look,memory,mess
age,network,picture,plan,quality,resolution,ring,service,software, 
sound, speaker, tone, use, voice, work 

 

TABLE 3  
DISTRIBUTION OF INFREQUENT FEATURES IN EACH DATASET 

Dataset Total Frequent Infrequent %Infrequent 
Apex 110 78 32 29.09090909 
Cannon 98 73 25 25.51020408 
Creative 179 129 50 27.93296089 
Nikon 73 58 15 20.54794521 
Nokia 110 84 26 23.63636364 
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IV.  CONCLUSION 

This paper presents a systematic review of 
unsupervised approaches of opinion target 
identification from unstructured reviews. This study 
shows that there two main issued in unsupervised 
learning of opinion targets from unstruted reviews i.e. 
Frequent base noun pharse but not target features and 
Infrequent but target features. Besides a significant 
improvements in the opinion target identification 
techniques these two prolmes are still challenging. Our 
analysis shows that results can be greatly improved 
with the imrpovement in candidate selection and 
relevance scroing. We have proposed hybrid patterns 
based candidate selection that have shown considerable 
improvement in the true positive. We have also the 
affect of threshold value on  relevance scroing using 
Likelihood ratio test. It was found that 20 to 30 % 
infrequent features cannot be detected by the LRT 
technique due low frequency of the target feature. 
Hence the recall of the this method low due to high 
number of flase negative features. This shows that 
recall can be improved with the selection of infrequent 
features. Hence future should focus on dependecy 
patterns and infrequent features for the better 
improvement in the results.   
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Abstract—Word Sense Disambiguation is a challenging 
technique in Natural Language Processing. There are some 
words in the natural languages which can cause ambiguity 
about the sense of the word.WSD identifies the correct sense 
of the word in a sentence or a document. The paper 
summarizes about the history of WSD. We have discussed 
about the knowledge - based and machine learning – based 
approaches for WSD. Various supervised learning and 
unsupervised learning techniques have been discussed. WSD 
is mainly used in Information Retrieval (IR), Information 
Extraction (IE), Machine Translation (MT), Content 
Analysis, Word Processing, Lexicography and Semantic 
Web. Finally, we have discussed about WSD for Indian 
languages (Hindi, Malayalam, and Kannada) and other 
languages (Chinese, Mongolian, Polish, Turkish, English, 
Myanmar, Arabic, Nepali, Persian, Dutch, and Italian).  
 
Index Terms— Word Sense Disambiguation (WSD), Natural 
Language Processing (NLP), supervised, unsupervised, 
knowledge, information retrieval, information extraction, 
machine translation, context, ambiguity, polysemous words. 
 

I.  INTRODUCTION 

There are words in Natural languages which have 
different meaning for different context but they are 
spelled same. Those words are called polysemous words. 
Word sense disambiguation (WSD) is the solution to the 
problem. Word Sense Disambiguation [1] is a task of 
automatically assigning a correct sense to the words 
which are polysemous in a particular context.  

Many Natural languages like English, Hindi, Punjabi, 
French, Chinese, etc. are the languages which have some 
words whose meaning are different for same spelling in 
the different context. In English, Words likes Bark, Lie, 
book, etc. can be considered example of polysemous 
words. Human beings are blessed with the learning power. 
They can easily find out what is the correct meaning of a 
word in a context. But for computer it is a difficult task. 
So, we need to develop an automatic system which can 
perform like humans do i.e. the system which can find 
out the correct meaning of the word in particular context. 

Context is the text or words which are surrounding to the 
ambiguous word. Using the context, human can easily 
sense the correct meaning of the word in that context. So 
we also need the computer to follow some rules using 
which the system can evaluate the absolute meaning out 
of multiple meanings of the word. 

If we consider a text T a sequence of words i.e. w1, w2, 
w3……..wn. Then, WSD is a task to assign the correct sense 
for all or some words in the text T. 

Two main approaches which are used to WSD are 
Deep approaches and shallow approaches. Deep 
approaches uses some kind of knowledge related to the 
word and shallow approaches see the context in which the 
word has been used [2]. The other approaches to Word 
sense Disambiguation are knowledge-based approach, 
machine learning approach. 

The conceptual Model [15] for Word Sense 
Disambiguation is given below: 

 
Now, there are so many methods to assign senses, but 

how to measure which method provide good performance. 
So, the performance of the WSD can be measured by 
Precision and recall. Precision is defined as the 
proportion of correctly identifying senses of those 
identified, while recall is the proportion of correctly 
identified senses of total senses. 

Lexical 
Knowledge 
(Symbolic 

and 
Empirical) 

World 
Knowledge 
(Machine 
Learning) 

Sense 
Knowledge 

Contextual 
Features 

WSD 
(Matching)

Figure 1 Conceptual Model of WSD [15] 
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It is an important and challenging technique for natural 
language processing (NLP). Many real world applications 
like machine translation (MT), semantic annotation (SA), 
semantic mapping (SM), and ontology learning (OL) uses 
WSD. Information retrieval (IR), information extraction 
(IE), and speech recognition (SR) are some of the 
applications in which WSD is used to improve the 
performance. 

The remainder of the paper is organized as follows: in 
section 2, we mention various approaches for WSD, 
while in section 3 we present the WSD algorithms for 
making a word sense disambiguation system. Section 4 
covers the applications where WSD is used and in 
Section 5, we will discuss about WSD for various Indian 
languages. 

II.  WSD APPROACHES 

There are two approaches that are followed for Word 
Sense Disambiguation (WSD): Knowledge Based 
approach and Machine-Learning Based approach. In 
Knowledge based approach, it requires external lexical 
resources like Word Net, dictionary, thesaurus etc. In 
Machine learning-based approach, systems are trained to 
perform the task of word sense disambiguation. These 
two approaches are briefly discussed below 

A.  Machine Learning Based Approach 
It adapts to new circumstances, detects and 

extrapolates patterns. In machine learning approach, the 
systems are trained to perform the task of WSD. A 
classifier is used to learn features and assigns senses to 
unseen examples. In these approaches, the initial input is 
the word to be disambiguated called target word, and the 
text in which it is embedded, called as context. Part-of-
Speech tagging is used for processing, in which fixed set 
of features are extracted which are relevant to the task of 
learning called linguistic features. These linguistic 
features can be classified in two classes: collocation 
features and co-occurrence features. Collocation conceals 
the information about words that are located to left or 
right of target word at specific positions. Co-occurrence 
features contain the data or information about 
neighboring words. In this approach features are 
themselves served by the words. The value of feature is 
the number of times the word occurs in the region 
surrounding the target word. The region is often a fixed 
window with target word as center. Three types of 
techniques of machine learning based approaches are: 
supervised techniques, unsupervised techniques, and 
semi-supervised techniques. 

Supervised Techniques: The learning here perform in 
supervision. Let us take the example of the learning 
process of a small child. The child doesn’t know how to 
read/write. He/she is being taught by the parents at home 
and then by their teachers in school. The children are 
trained and modules to recognize the alphabets, numerals, 
etc. Their each and every action is supervised by the 
teacher. Actually, a child works on the basis of the output 
that he/she has to produce. Similarly, a word sense 
disambiguation system is learned from a representative 

set of labeled instances drawn from same distribution as 
test set to be used. Input instances to these approaches are 
feature encoded along with their appropriate labels. The 
output of the system is a classifier system capable of 
assigning labels to new feature encoded inputs. System is 
informed precisely about what should be emitted as 
output. In supervised learning, it is assumed that the 
correct (target) output values are known for each Input. 
So, actual output is compared with the target output, if 
there is a difference, an error signal should be generated 
by the system. This error signal helps the system to learn 
and reach to the desired or target output. 

Unsupervised Technique: In unsupervised learning 
technique, no supervision is provided. Let us consider an 
example of a tadpole. Learning is done by itself i.e. child 
fish learn to swim without any supervision. It is not 
taught by anyone. Thus its leaning process is independent 
and not supervised by a teacher. Unsupervised 
approaches to word sense disambiguation eschew the use 
of sense tagged data of any kind during the training. In 
this technique, feature vector representations of unlabeled 
instances are taken as input and are then grouped into 
clusters according to a similarity metric. These clusters 
are then labeled by hand with known word senses. Main 
disadvantage is that senses are not well defined. 

Semi-Supervised Techniques: In semi-supervised 
learning techniques, the information is present like in 
supervised but might be less information is given. Here 
only critic information is available, not the exact 
information. For example, the system may tell that only 
particular about of target output is correct and so. The 
semi-supervised or minimally supervised methods are 
gaining popularity because of their ability to get by with 
only a small amount of annotated reference data while 
often outperforming totally unsupervised methods on 
large data sets. There are a host of diverse methods and 
approaches, which learn important characteristics from 
auxiliary data and cluster or annotate data using the 
acquired information.  

B.  Dictionary Based Approach 
In this style of approach the dictionary provides both 

the means of constructing a sense tagger and target senses 
to be used. An attempt to perform large scale 
disambiguation has lead to the use of Machine Readable 
Dictionaries (MRD). In this approach, all the senses of a 
word that need to be disambiguated are retrieved from the 
dictionary. These senses are then compared to the 
dictionary definitions of all the remaining words in 
context. The sense with highest overlap with these 
context words is chosen as the correct sense. 

For example: consider the phrase ‘pine cone’ for 
selecting the correct sense of word cone, following are 
the definitions for pine and cone: 

Pine: kinds of evergreen tree with needle-shaped 
leaves or waste away through sorrow or illness 

Cone: solid body which narrows to a point or 
something of this shape whether solid or hollow or fruit 
of certain evergreen trees 

In this example, Lesk’s [11] method would select cone 
as the correct sense since two of the words in its entry, 
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evergreen and tree, overlap with words in the entry for 
pine. 

A major drawback of Dictionary based approaches is 
the problem of scaling. 

III.  WSD ALGORITHMS 

A.  HyperLex 
The HyperLex algorithm presented in [14] is entirely 

corpus-based. Author has used the co-occurrence graphs. 
All-pair of words in the context are built in the form of 
co-occurrence graphs. It is a dictionary free method. The 
nodes in the graph are the words that co-occur with the 
target word. An edge is used to connect two nodes which 
concurrent to each other. It uses the properties of small 
world graph, and has the highly connected components 
(called hubs) in the graph. These hubs represent the 
senses produced by the system. These hubs identify the 
main word used i.e. it identifies the senses of the target 
word, and is used to perform word sense disambiguation. 

 In this, first author build the co-occurrence graph 
using the senses of the target word. The author considers 
only noun and adjectives. Verbs were also considered by 
the author but ended up because it was causing a notable 
degradation in performance. Paragraph is filtered and 
only nouns and adjectives are considered. All the verbs, 
prepositions, determiners and stop words are removed 
from the paragraph. Then a co-occurrence matrix from 
this filtered set of contexts was generated. Two words 
appearing in the same paragraph are called co-occur 
words. The HyperLex for the example used by author [14] 
is shown below in Fig 2: 

 

After this, weights are given to the edges connecting 
two nodes. The co-occurrence networks are scale-free, so 
they contain a small number of highly connected hubs 
and a large number of weakly connected nodes [14]. Co-
occurrence graph detects the different uses of a word and 

thus it amounts to isolate the high-density components. 
Every high-density component, one of the nodes has a 
higher degree than the others which is called the root hub 
of the component. All the root nodes are identified 
iteratively. For the root node, the node has to have (1) at 
least 6 specific neighbors (this threshold was determined 
experimentally), and (2) a weighted clustering coefficient 
large enough for it to actually be a root hub of a bundle 
[14]. Then a minimum spanning tree (or MST) is 
computed over the graph by taking the target word as the 
root and making its first level having the previously 
identified root hubs. The complexity of the graph 
mentioned by author [14] is O (E log (E)), where E is the 
number of edges in the graph. This MST is then used to 
construct a disambiguation system, which will tag the 
target word occurrences in the corpus. Each node v in the 
tree is assigned a score vector s with dimensions as there 
exist for the components. HyperLex given by the author 
provides a tool for domain and lexicon navigation. The 
results of the HyperLex algorithm were evaluated on the 
Web page corpus [14]. The best 25 contexts were 
checked for each of the 50 uses which include 1245 
contexts in all. The overall precision obtained was 95.5%.  

B.  Extended Word Net 
In the Lesk algorithm [5], word to disambiguate is 

given, the dictionary definition or gloss of each of its 
senses is compared to the glosses of every other word in 
the phrase. A word is assigned that sense whose gloss 
shares the largest number of words in common with the 
glosses of the other words. The algorithm begins a new 
for each word and does not utilize the senses it previously 
assigned.  

A version of Lesk algorithm in combination with 
WordNet has been reported for achieving good word 
sense disambiguation results [13]. In their work, different 
types of relationships in WordNet have been 
experimented with. It showed that the best results are 
obtained when concatenating the descriptions of word 
senses with the glosses of its first and second-levels 
hypernyms.  

This algorithm is used by Naskar and Bandyopadhyay 
[7], in which they have used the Word Net lexical 
database, because it contains different types of 
relationships between words. They proposed a global 
approach instead of local approach where all the words in 
the context window are simultaneously disambiguated in 
a bid to get the best combination of senses for all the 
words in the window instead of only the target word. The 
Lesk algorithm only work for short phrases. But the 
algorithm proposed by [7] takes the entire sentence under 
consideration. 

The gloss bag is constructed for every sense of every 
word in the sentence. The gloss-bag is constructed from 
the POS and sense tagged glosses of synsets, obtained 
from the Extended Word Net. Once, the gloss-bag 
creation process is over, the comparison process starts. 
Each word (say Wi) in the context is compared with each 
word in the gloss-bag for every sense (say Sk) of every 
other word (say Wj) in the context. If a match is found, 
they are checked further for part-of-speech match. If the 

match 
equipe 

coupe 

rivière 

victoire 
monde 

production 

fleuve 

électricité 

eau 

irrigation 

football 

Figure 2 Graph of the co-occurrence of the French word 
‘barrage’ [14] 
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words match in part-of speech as well, a score is assigned 
to both the words: the word being matched (Wi) and the 
word whose gloss-bag contains the match (Wj). This 
matching event indicates mutual confidence towards each 
other, so both words are rewarded for this event. Two 
two-dimensional vectors are maintained: sense_vote for 
the word in context, and sense_score for the word in 
gloss-bag. Once all the comparisons have been made, 
sense_vote value is added with the sense_score linearly 
value for each sense of every word to arrive at the 
combination score for this word-sense pair.  

Finally, for any word in the context, the value of sense 
index that maximizes this sum is declared the assigned 
sense for this particular word. 

Knowledge base used by Naskar and Bandyopadhyay 
[7] was first 10 Semcor2.0 files. Another approach of 
knowledge based Disambiguation is using Word Net 
domains which is used for disambiguate nouns. It follows 
the unsupervised approach to word sense disambiguation 
[8] [17]. Domain is defined as set of words which contain 
the words with the semantic relation. This algorithm use 
3 bags for solving ambiguity. Bag 3 contains the target 
word which we need to disambiguate and bag 3 is 
compared with bag 1 and bag 2. First, Domain of the 
word is interpreted and then the sense in that domain is 
the sense of the target word in bag 3. Precision of the 
algorithm was 85.9%, and the recall was calculated 
62.1%. 

C.  Improved Unsupervised Learning Probabilistic Model 
The purposed algorithm by the authors is a 

probabilistic model. The probabilistic models have 
parametric form and parameter estimation [15]. It shows 
an effect of one contextual feature over other contextual 
features and also, the effect of one contextual feature over 
the sense of an ambiguous word. The authors have 
considered the Naïve Bayes form for this purposed model. 
The posterior probability function, p(S|F1, F2, ..., Fn), 
defined by Bayes Rule given by [15] is: 

p(S|F1, F2, ..., Fn) = p(F1,F2,…,Fn,S)/p(F1,F2,…,Fn) = 
p(S)×∏i=1 to n p(Fi│S))/(∑s p(F1,F2,…,Fn,S) 

In this algorithm, first the word net is used. The word 
net will first annotate the senses of words that have single 
semantic item. Second step of this algorithm focuses on 
the part-of-speech ambiguity in which it will remove the 
ambiguity prior to sense disambiguation. After that, it 
will check for the words which are ambiguous and those 
words which are required for disambiguation. In this 
word net will define all the senses related to ambiguous 
words. Feature selection is the next important step in 
which features are selected using the Z-test. It will 
remove the noise in the disambiguation. Feature selection 
is used to increase the accuracy of WSD. In the result of 
this, the efficiency of WSD will also be improved. 

In the proposed model [15], if w represents an 
ambiguous word and wj represents a contextual word, 
then their mutual information, I (w, wj), is defined as:  

I (w, wj) = log2 p(w,wj )/(p(w)p(wj ) 

After this, authors have estimated the initial parameters 
values. This algorithm proposes a statistical learning 
algorithm which will estimate initial parameter values of 
the model from raw untagged text because it is an 
unsupervised learning method and unsupervised learning 
is done strictly based on information obtained from raw 
untagged text [15]. The Expectation Maximization (EM) 
algorithm or Gibbs Sampling can be used to estimate the 
parameters of the probabilistic model [15]. 

D.  Genetic Algorithm for WSD 
The genetic algorithm for WSD is provided for the 

Arabian language due to writing structure [26]. The 
authors think the genetic algorithm is effective because it 
is very helpful in solving many NP hard optimization 
problems. Fig 3 below show the GAWSD prototype 
purposed by [26]:  

 
Figure 3 GAWSD prototype [26] 

In this algorithm, a text T is passed through the 
preprocessing phase in which tokenization, stop-word 
removal, stemming and rooting is done. In preprocessing 
phase, first tokenization is done to split the text into 
words. After tokenization, authors have done the stop- 
word removal to filter out the stop words which are not 
important words in the text such as prepositions and 
articles, etc. after removing the stop words authors have 
performed the stemming on the remaining tokens. In 
stemming, it will remove the prefixes n suffixes from the 
word. After stemming, last step is rooting. Rooting will 
reduce the words to their root. Authors have used Khoja’s 
Stemmer for rooting. The senses of each word are 
retrieved from Arabic Word net (AWN) as word 
definitions which are reduced in turn to bags of words. 
AWSD (GA) is used to find the most appropriate 
mapping from words to senses retrieved from AWN in 
the context T. Authors have shown that GA performs 
better than Naïve Bayes algorithm. 
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IV.  APPLICATIONS 

A.  Information Extraction (IE) 
Information Extraction is used for accurate analysis of 

text. Tasks like named-entity recognition (NER), 
acronym expansion (e.g., MP as Member of Parliament or 
military police), etc., can all be cast as disambiguation 
problems, although this is still a relatively new area. 
Another task is metonymy task in which systems are 
required to associate the appropriate metonymy with 
target named entities. For example, For instance, in the 
sentence the BMW slowed down, BMW is a car company, 
but here we refer to a specific car instance produced by 
BMW. Similarly, the Web People Search task [10] 
required systems to disambiguate people names occurring 
in Web documents, that is, to determine the occurrence of 
specific instances of people within texts. 

B.  Information Retrieval (IR) 
Use either SI (MKS) or CGS as primary units. (SI units 

are encouraged.) If your native language is not English, 
try to get a native English-speaking colleague to 
proofread your paper. Do not add page numbers. 

C.  Machine Translation (MT) 
WSD is important for Machine translations. There are 

words in one language which need to sense so that it 
could be translated to other language. There are some 
words which appear same in both language but they have 
different meaning. Machine translation helps in better 
understanding of source language and generation of 
sentences in target language. It also affects lexical choice 
depending upon the usage context. 

D.  Text Processing 
Word Sense Disambiguation can also be used in Text 

to Speech translation, i.e., when words need to be 
pronounced in more than one way depending on their 
meaning. For example: “lead” can be “in front of” or 
“type of metal”. 

E.  Speech Processing and Part of Speech tagging 
Speech recognition, i.e., when processing 

homophones words which are spelled differently but 
pronounced the same way. For example: “base” and 
“bass” or “sealing” and “ceiling”. 

V.  WSD FOR INDIAN LANGUAGES 

Various works on WSD can be found in English and 
other European languages but, less amount of works in 
Indian languages. Various Indian Languages in which 
work has done are Manipuri, Tamil, Kannada, Hindi, 
Malyalam etc. 

A.  Manipuri 
Manipuri is a Tibeto-Burman language, spoken in the 

valley of Manipur, a North-Eastern state of India. Due to 
the geographic location, differences in syntactic and 
semantic structures are noted from other Indian languages. 
Richard Singh and K. Ghosh[18] has recently given a 

proposed architecture for Manipuri Language in 2013. No 
work was done before this. The work presented in this 
paper is performed at KIIT University. The System 
performs WSD in two phases: training phase and testing 
phase. The suggested architecture to develop the 
Manipuri word sense disambiguation system contains 
five building blocks:(i) preprocessing, (ii) feature 
selection and generation and (iii) training, (iv) testing and 
(v) performance evaluation.  

Raw Data is processed in the order to get the features 
which can be used for training and testing data efficiently. 
In feature Selection, a total of 6 features are taken to 
build feature:(i) the focus word for which the sense is to 
be derived,(ii) the normalized position of the word in the 
sentence,(iii) the previous word,(iv) the previous-to-
previous word,(v) the next word,(vi) the next to next 
word.  A 5-gram window is formed using the pair of the 
focus word and its context words which forms the context 
information. A focus word, based on the context may 
have different senses. Hence, in order to disambiguate the 
sense of the focused word, the contextual information is 
very much necessary and helps in predicting the correct 
one.  

In the current study positional feature is suggested 
because of the lack of other relevant morphological 
features. As the syntactic and semantic structures of a 
sentence remain mostly similar for a particular language, 
this feature contains probable morphological information.  

To generate the final input feature vector, from the 
database mentioned above mentioned six features are 
collected automatically by using the six above mentioned 
features and the output sense of the focus word, 
development of final feature vector takes place. By 
deriving manually the sense of the focus word, seven 
entries will be feed to the classifier finally. The 
classifier will be trained using a specified training 
algorithm. 

During the testing, training algorithm used will be 
used to predict and compare the features for the test case. 
For predicting the sense for a test word, trained data is 
used and the corresponding features are generated and 
compared. The output generated will be tested for the 
accuracy and if the focus word is not found then it will be 
added in the training set. The predictions are 
later compared with the correct sense tags to perform 
evaluation of the current system. 

B.  Malyalam 
Malayalam is a Dravidian language used 

predominantly in the state of Kerala, in southern India. It 
is one of the 22 official languages of India, and it is used 
by around 36 million people. [20] has given the first 
attempt for an automatic WSD in Malayalam. The author 
used the knowledge based approach. One approach used 
is based on a hand devised knowledge source and the 
other is using the concept of conceptual density, by using 
Malayalam Word Net as the lexical resource. The author 
has used the Lesk and Walker algorithm. In this 
algorithm, the author has collect all of the words from the 
context of a word 'w', which needs to be disambiguated 
and suppose this collection as 'C'. For each sense of 'w', 
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collect the bag of words from the Knowledge source. Let 
it be 'B'. Measure the overlap between ‘C’ and 'B'. A 
score of 1 will be added to that sense if any overlap is 
there. Highest score sense will be selected as the winner. 

The Second method is Conceptual density based 
Algorithm Design semantic relatedness between the 
words is taken into consideration. Semantic Relatedness 
can be measure in many ways. 3 metrics can be 
considered for measuring the semantic similarity of 
words using word net: Path, Depth and Information 
content. 

In this Algorithm depth is taken as the measurement. 
For each sentence: Tokenize the sentence, Remove the 
stop words, Perform stemming, Check for ambiguous 
words, If ambiguous word occurs, shift that word into one 
document and sense lookup is performed. Extract the 
nouns from the sentence and save it as a document. 

For each sense in the sense lookup: Calculate the 
depth with each noun. If there are multiple nouns, depth 
of each will be added and taken as depth. The sense 
which results in lower Depth (highest conceptual 
density)is selected as the correct sense. Fig 5 is showing 
the system design using conceptual density given by [20]. 

C.  Punjabi 
The Punjabi language is morphologically rich. Rakesh 

and Ravinder [22] have given the WSD algorithm for 
removing ambiguity from the text document.WSD 
algorithm used by authors is Modified Lesk’s Algorithm. 
There are two hypothesis that underly this approach. The 
first is that words appears together in a sentence can be 
disambiguated by assigning to them the senses that are 
most closely related to their neighboring words. The 
second hypothesis is that related senses can be identified 
by finding overlapping words in their definitions 
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Abstract—Automatic text summarization is technique of 
compressing the original text into shorter form which will 
provide same meaning and information as provided by 
original text. The brief summary produced by 
summarization system allows readers to quickly and easily 
understand the content of original documents without 
having to read each individual document. The overall 
motive of text summarization is to convey the meaning of 
text by using less number of words and sentences. 
Summaries are of two types: Abstractive summaries and 
Extractive summaries. Extractive summaries involve 
extracting relevant sentences from the source text in proper 
order. The relevant sentences are extracted by applying 
statistical and language dependent features to the input text. 
On the other hand, abstractive text summaries are made by 
applying natural language understanding. Human beings 
usually make summaries in abstractive way. Moreover 
abstractive summaries can also involve the words or 
sentences which are not present in the input text. Automatic 
generation of abstractive summary is more difficult as 
compared to producing extractive text summary. This paper 
concentrates on survey and performance analysis of 
automatic text summarizers for Indian languages.   
 
Index Terms—Indian summarizers, summarizers, text 
summarization system 
 

I.  INTRODUCTION 

Automatic text summarization [1] is technique of 
compressing the original text into shorter form which will 
provide same meaning and information as provided by 
original text.  The brief summary produced by 
summarization system allows readers to quickly and 
easily understand the content of original documents 
without having to read each individual document. The 
overall motive of text summarization is to convey the 
meaning of text by using less number of words and 
sentences.  Text Summaries are of two types: Abstractive 
summaries and Extractive summaries. Extractive 
summaries involve extracting relevant sentences from the 
source text in proper order. The relevant sentences are 
extracted by applying statistical and language dependent 
features to the input text.  On the other hand, abstractive 
text summaries are made by applying natural language 
understanding. Human beings usually make summaries in 
abstractive way. Moreover abstractive summaries can 
also involve the words or sentences which are not present 
in the input text. Automatic generation of abstractive 

summary is more difficult as compared to producing 
extractive text summary.  

Automatic Text Summary generated by Microsoft 
Word is type of extractive summary for English language. 
In some of summarization systems, users can specify 
percentage of total source text in final summary. 
Worthiness of lengthy documents can quickly and easily 
be judged using text summarization. A summary can be 
labeled as good summary if it is highlighting different 
topics of input text and it should not have duplicate 
sentences. For natural language processing, making 
automatic text summary is largely used application of it.  

Abstractive text summarization generates the summary 
after thoroughly understanding of input text and 
reconstructing the summary using less number of words 
and sentences in same manner as human beings usually 
make the summary. Abstractive text summarization is 
difficult because as compared to human beings, 
computers have limited capabilities of language 
understanding, so alternative methods must be considered. 
Difficulties of abstractive summary [1] are as: The main 
difficulty with abstractive summarization is 
representation. The abilities of automatic systems are 
limited by the large number of their representations and 
capability to produce these representation-structures—
Abstractive summarizers can not produce summary of the 
text which their structures cannot represent. Under 
restricted category it is possible to formulate proper 
representations, but a general solution is not feasible and 
is dependent on general-domain semantic representations. 
It is not possible to build the automatic systems which 
can fully understand and represent the natural language of 
human beings.  

 
Extractive text summarization selects the relevant 

sentences from input text. The relevant sentences are 
extracted by applying statistical and language dependent 
features of sentences. In most of cases in the world we 
prefer to make extractive text summaries due to its ease 
in generating text summary. Difficulties of extractive text 
summary [1] [2] are: 1) As compared to average 
summaries, extractive summaries are normally lengthy 
because certain sections of text which are not required in 
summary may also be included in it. 2) In many cases 
essential information is usually present across different 
lines, and usually extractive summaries may not collect it 
unless it is lengthy enough for covering all these lines. 
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This paper concentrates on survey and performance 
analysis of automatic text summarizers for various Indian 
languages.  

II.  TEXT SUMMARIZERS FOR INDIAN LANGUAGES 

Various automatic text summarization systems are 
commercially or non-commercially available for most of 
the commonly used natural languages. Most of these text 
summarization systems are for English and other foreign 
languages. Moreover, for commercial products the 
technical documentation is often minimal or even absent. 
When it comes to Indian languages, automatic text 
summarization systems are still lacking. Various text 
summarizers for Indian languages are discussed below: 

Islam and Masum (2004) developed corpus oriented 
text summarization system ‘Bhasa’ for Bengali language. 
It is based on scoring the files of corpus in which query 
words are having highest frequency and then producing 
the summary of text documents on the basis of query 
words by applying vector-space-term-weighting. A 
tokenizer is used for tokenizing the input documents and 
then ranking of documents is performed with text 
summarization on these tokenized text documents. 
Tokenizer is able to determine different terms, 
abbreviations, tags and boundary of sentences and to 
denote terms, headings, titles and sentences using 
markups by semantic and syntactic analysis. Moreover if 
lines are identified using shallow-linguistic text analysis 
then some times text summary may have dangling 
anaphors [3].  

Das and  Bandyopadhyay (2010) developed Bengali 
opinion text summarizer based on given topic which can 
determine the information on sentiments in the input text. 
Then this information is aggregated for denoting text 
summary. It applies a model on topic-sentiment for 
determination and aggregation of sentiments. It is 
implemented for theme determination at the discourse 
level. Moreover aggregation is performed by clustering of 
theme using k-means approach and by applying theme 
graph representation at relational level which is 
ultimately applied for selection of relevant sentences in 
summary by using page rank standard approach. The 
Precision, Recall and F-Score of this approach is 
calculated as 72.15%, 67.32% and 69.65% respectively 
[4].  

Sarkar (2012) proposed Bengali text summarization by 
sentence extraction and has investigated the impact of 
thematic term feature and position feature on Bengali text 
summarization. The proposed summarization method is 
extraction based. It has three major steps: (1) 
preprocessing (2) sentence ranking (3) summary 
generation. The preprocessing step includes stop-word 
removal, stemming and breaking the input document in to 
a collection of sentences. After an input document is 
formatted and stemmed, the document is broken into a 
collection of sentences and the sentences are ranked 
based on two important features: thematic term and 
position. The thematic terms are the terms which are 
related to the main theme of a document and having TF-
IDF score above a given threshold. The positional score 

of a sentence is computed in such a way that the first 
sentence of a document gets the highest score and the last 
sentence gets the lowest score. Long sentences are given 
preference in summary A summary is produced after 
ranking the sentences based on their scores and selecting 
K-top ranked sentences, when the value of K is set by the 
user. To increase the readability of the summary, the 
sentences in the summary are reordered based on their 
appearances in the original text [5]. 

Sarkar (2012) proposed another approach for 
summarizing Bengali news documents. It describes a 
system that produces extractive summaries of Bengali 
news documents. The ultimate objective of produced 
summaries is defined as helping readers to determine 
whether they would be interested in reading a particular 
document. To this end, the summary aims to provide a 
reader with an idea about the theme of a document 
without revealing the in-depth detail. The approach 
presented here has four major steps (1) preprocessing (2) 
extraction of candidate summary sentences (3) ranking 
the candidate summary sentences (4) summary generation. 
The proposed approach defines TF*IDF, position and 
sentence length feature in more effective way that helps 
in improving the summarization performance. The 
experimental results show that this system performs 
better than the lead baseline and a more sophisticated 
baseline that uses TF*IDF and position features both [6]. 

Kumar and Devi (2011) proposed Tamil language 
summarization system for scoring of sentences in 
summary using graph theoretic scoring technique. This 
system uses statistics of frequency of words and a term 
positional and weight-age calculation by string pattern for 
scoring of sentences [7]. 

Kallimani et al. (2010) proposed a text summarizer for 
Kannada i.e. “AutoSum” a named IR system using Text 
Summarization of some Regional Language in India.  
This system processes the input text and then decides 
which lines are relevant and which lines are not relevant. 
User interaction in this system is command based 
interaction. In it, text is summarized on console. The 
output summary of this system can be produced either in 
simple text or in hyper text markup language. If hyper 
text markup language is used in output then relevant lines 
are highlighted. It begins its summarization task when 
input text is given by user which is having 03 steps i) 
Command is given by user on the terminal ii) In further 
stages, the input moves through the system and summary 
is produced iii) The resulting text is sent to the terminal 
after summary is made or the results of summary can be 
highlighted in the web browser. This system uses 
adjectives, adverbs and nouns as key terms.  The score 
value of each term in every sentence is determined and 
summed up to the score of that sentence. Every line is 
assigned a score based on the key terms in it [8]. 

Jayashree et al. (2011) proposed a text summarization 
system for Kannada named “Kannada text Summarizer 
based on Key terms Extraction”.  This system takes pre-
classified Kannada documents obtained from online web 
resources and identifies the thematic words from these 
documents by mixing GSS (Galavotti, Sebastiani, Simi) 
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coefficients and Inverse-Document-Frequency techniques 
with Term-Frequency and then apply these extracted 
keywords for making summary [9]. 

Jayashree et al. (2012) proposed another pre-classified  
documents summarizer for Kannada by scoring of 
sentences which retrieves key terms from Kannada 
documents, by combining GSS (Galavotti, Sebastiani, 
Simi) coefficients and Inverse-Document-Frequency 
techniques with Term Frequency for retrieving key terms 
and then applies them for summarizing the text. Overall 
motive of this technique is to give weight-age to every 
term of a line, the final weight of a line is the addition of 
weight-age of each term in that line. Finally it selects n 
sentences based on sentence scores. Database is specially 
built for this purpose by selecting a document of a given 
category. Kannada text files are taken from Webdunia. 
Webdunia is a special web portal in Kannada that is used 
for latest News, Entertainment News, Sports related news, 
Jokes and Shopping etc. Summary is produced based on 
number of sentences in the input given by user. Then 
summary evaluation is done by comparing the human 
produced summary with system produced summary. 
Other motive of this technique is to extract different 
features after removing the stop words from input text. 
Moreover for elimination of stop words from input a new 
approach has been used which identifies structurally 
similar type of terms in any text document [10]. 

Patel et al. (2007) proposed a technique to text 
summarization for English, Hindi, Gujarati and Urdu 
documents. The algorithm is based on structural and 
statistical (rather than semantic) factors. The algorithm 
has been applied on document understanding conference 
(DUC) data English documents and various newspaper 
articles for other languages with corresponding stop 
words list and modified stemmer. To test the language 
independence of the summaries generated by this 
summarizer, it has been tested on 70 news articles of 
Hindi leading dailies, 50 articles of Gujarati literature and 
75 new articles of Urdu from BBC web site. In almost 
every case, it gives degree of representative ness more 
than 80% [11]. 

Garain et al. (2006) proposed text summarization of 
compressed text pictures for Indian language. This 
system is used to summarize JBIG2 coded text pictures 
without using optical character recognition. Compressed 
pictures are decompressed and then sentences and terms 
are marked. Four features are determined at the level of 
sentences. These features are (1) Feature1: Length of 
sentences (2) Feature2: Position of sentences in each 
paragraph (3) Feature3: Thematic term features (4) 
Feature4: Title terms. For values of these features, lines 
are treated as summary lines or non summary lines. 
Finally this system produces a set of summary sentences. 
Moreover, within summary sentences are further ranked. 
In experiments author only considers Indian language text 
images. The sentence selection efficiency of this 
approach is 56% calculated against human generated 
summary [12]. 

Automatic text summarization software for Hindi [13] 
text has been commercially developed by CDAC (Centre 

for development of advance computing) Noida. This 
system has applied statistical approach, Language based 
approach along with heuristic approach for developing 
text summarization system for Hindi. This summarization 
software includes 1) Features based on Statistics: Term, 
Pair of Terms, Particular Cue terms, count, determining 
Value of Threshold, location of sentences and proper 
location scheme etc. 2) Analyzing language oriented 
features: Determine noun terms, terms existing together, 
finding stop-words, terms which are functional in nature. 
3) Language oriented Psycho features: Unique or 
duplicate terms. 4) Feature belonging to Heuristics: 
sentence belonging to Title, Location, Number of words 
in a sentence and Table of contents etc. 5) Giving weight-
age, ranking of lines etc. [13] 

Gupta et al. (2012) proposed of Punjabi text 
summarizer. It makes extractive summary for Punjabi 
text by extracting the important lines based on language 
oriented features and features belonging to statistics of 
text. Every line of input text is treated as vector of 
different features like sentence relative length, Punjabi 
cue terms, Punjabi terms belonging to nouns, terms 
belonging to common nouns of English and Punjabi, 
Punjabi named entities, location of lines, Term-
Frequency and Inverse-Sentence-Frequency scores for 
extracting thematic terms, existence of numeric data in 
lines etc. Duplicate sentences are eliminated in the pre 
processing phase. Weight-age of sentence-features which 
are influencing the different lines are calculated by 
applying regression which is a weight learning method. 
For each sentence, the score values of all features are 
calculated and final score values of all sentences are 
determined using equation of features and weights. 
Finally Punjabi sentences with top scores are selected in 
same order as in input text at given CR (compression 
ratios). In case of Punjabi news articles, Punjabi text 
summarizer is showing F-measure 97.87%, 95.32 and 
94.63% respectively at 10%, 30% and 50% CR 
(compression ratios) and in case of Punjabi stories, this 
system shows F-measure 81.78%, 89.32% and 94.21% 
respectively at 10%, 30% and 50% CR (compression 
ratios) [14][15][21]. 

Kallimani et al. (2012) proposed a new technique for 
summarizing the longer text documents by considering 
one of the South Indian regional languages (Kannada). It 
deals with a single document summarization based on 
statistical approach. The purpose of summary of an article 
is to facilitate the quick and accurate identification of the 
topic of the published document. The objective is to save 
prospective readers’ time and effort in finding the useful 
information in a given huge article. Moreover in case of 
Kannada summary, the total frequency of terms in system 
produced summary is more as comparative to summary 
produced by human and also %age term frequency is 
more in both the summaries because the size of summary 
is increased. This is clear that out of 04 lines in the 20 % 
summary, 75% lines i.e. 03 lines are common, Out of 05 
lines in 30% summary, 80% lines i.e. four lines are 
common and out of 06 lines in the 40 % summary, 
83.33% lines i.e. 05 lines are common. It shows that with 
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increase in percentage  of  summary size, the number of 
common lines have also increased [16]. 

Banu et al. (2007) proposed text summarizer for Tamil 
documents using technique of semantic graph by 
identifying Subject Object Predicate from individual lines 
for making semantic-graph of source text document and 
its corresponding summary generated by human experts 
[20]. 

Banu (2010) proposed another technique for 
summarizing documents of Tamil by using approach of 
sub graph for selecting lines from source document 
treated as text summary or another technique for 
generating a generic summary of document. In this 
system, syntax of language neutral, which is the system 
for representing the natural language lines has been 
applied for compressing the text documents. It has used 
syntactic analysis of the source text which makes a 
analysis of logical form has been used for every line. 
Triples of subject object predicate are selected from 
individual lines to generate a semantic graph of source 
document and its corresponding summary generated by 
human experts. To triples of SOP Semantic 
Normalization is used for reducing the frequency of 
nodes of semantic graph of source document. Classifier 
has provided training by using leaning technique based 
on support vector machine learning, for identifying triples 
of SOP from semantic graph of document which belongs 
to actual summary. Then this classifier is used to extract 
automatic summaries from test documents [17]. 

Keyan (2012) proposed multi-lingual (Tamil and 
English) multi-document summarization by neural 
networks. The system involves three steps. In first step, 
the sentences of the documents are converted into vector 
form. In the second step weight values are assigned to 
vector form based on sentence features. Depend on 
sentence weight value, single document summarization is 
done. The output of single document summarization is 
used as an input for multi-document Summarization. 
Final step is a sentence selection, in which output 
summary is selected based on the similarity and 
dissimilarity measures. Sentence similarity and 
dissimilarity measures are used to compare the sentences. 
From that, resultant summary is produced. The proposed 
system can be able to summarize both Tamil and English 
online news papers. [18] 

Islam et al. (2007) proposed text summarizer for 
Bangla using text extraction based summarization 
technique and reported average highest score of 8.4 (on 
0-10 scale) at 40% compression ratio [19].  

III.  PERFORMANCE COMPARISON IN INDIAN 
SUMMARIZERS 

Garain et al. (2006) [12] proposed method for 
automatic summarization of JBIG2 coded textual images 
for Bengali text without optical character recognition 
(OCR) with efficiency of about 56% when judged against 
summarization generated by human. Islam et al. (2007) 
[19] proposed text summarizer for Bangla using text 
extraction based summarization technique and reported 
average highest score of 8.4 (on 0-10 scale) at 40% 

compression ratio. Das et al. (2010) [4] proposed topic-
Based Bengali Opinion Summarization with Precision of 
72.15%, Recall of 67.32% and F-measure of 69.65%. 
Bengali text summarization by sentence extraction is 
another Bengali text summarization system developed by 
kamal sarkar [5] and had investigated the impact of 
thematic term feature and position feature on Bengali text 
summarization with Average Unigram based Recall 
Score 0.4122.  Automatic text summarization software 
for Hindi text [13] had been commercially developed by 
CDAC (Centre for development of advance computing ) 
Noida. Statistics based technique, language oriented & 
heuristic technique had been applied for this text 
summarizer for Hindi. Patel et al. (2007) proposed a 
language independent approach to multilingual text 
summarization for English, Hindi, Gujarati and Urdu [11] 
documents based on structural and statistical (rather than 
semantic) factors with efficiency of 82%. Regarding 
Kannada, Text summarization system for Kannada named 
“Information Retrieval by Text Summarization for an 
Indian Regional Language” [8] had been proposed in 
2010 using keywords extraction by taking nouns, 
adjectives and adverbs as keywords. Another text 
summarization system for Kannada named “Document 
Summarization in Kannada using Keyword Extraction” 
[9] had been proposed in 2011 using extracted key words 
from pre-categorized Kannada documents collected from 
online resources with relevant score of 0.7 for literature, 
0.8 for entertainment, 0.8 for astrology and 0.76 for 
sports documents. Banu et al. (2007) [20] proposed text 
summarizer for Tamil documents using technique of 
semantic graph by identifying Subject Object Predicate 
from individual lines for making semantic-graph of 
source text document and its corresponding summary 
generated by human experts. Another Tamil text 
extraction system for an agglutinative language [7] had 
been introduced in 2011 by proposing an efficient 
algorithm for sentence ranking based on a graph theoretic 
ranking model applied to text summarization task with 
ROUGE-1 score 0.47. TABLE I shows the comparison of 
performance of some of existing summarizers for Indian 
languages [21]. 

TABLE I.   
PERFORMANCE COMPARISON OF EXISTING  INDIAN SUMMARIZERS [21] 

Summarization systems Performance comparison of existing 
summarizers for other Indian Languages 

Accuracy (In %) Test used 

Punjabi Text 
Summarization 
System [14][15] [21] 

For Stories: 89.32%  
(At 30% Compression 
Ratio) 

 
For News Documents: 
95.32% 
(At 30% Compression 
Ratio) 

F-Score 

Bengali Summarizer 
using Textual Images 
[12] 

56% Efficiency 

Bengali Summarizer 
using Text Extraction 
[19] 

84% 
(At 40% Compression 
Ratio) 

Efficiency 
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Topic based Bengali 
Opinion Summarizer 
[4] 

69.65% F-Score 

Multi Lingual 
Summarizer for 
English, Hindi, Gujarati 
& Urdu [11]  

82% Efficiency 

Document Summarizer 
for Kannada [9] 

For Literature: 70% 
For Entertainment: 80% 
For Sports: 76% 

Efficiency 

Summarization from 
large Kannada 
documents using a 
novel approach [10] 

At 30% Compression 
ratio: 80% 
At 40% Compression 
Ratio: 83.33% 

Efficiency 

Tamil text extraction 
system for an 
agglutinative language 
[7] 

Score : 0.47 ROUGE-1  

IV.  CONCLUSIONS 

Although various automatic text summarization 
systems are commercially or non-commercially available 
for most of the commonly used natural languages for 
English and other foreign languages, but when it comes 
to Indian languages, automatic text summarization 
systems are still lacking.  But now days lot of research is 
going on for Indian regional languages and after 
comparing the performance of various Indian 
summarizers for Hindi, Punjabi, Kannada, Tamil, 
Gujarati and Bengali, we can conclude that they are 
reasonably performing well over wide range of text 
dataset including news documents, stories, and 
documents related to literature, sports and entertainment. 
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Figure 1(a). Visualization of summary of opinions on a car 

 

Figure 1(b). Visual comparison of two cars. 
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Abstract—Sentiment Analysis (SA), an application of 
Natural Language processing (NLP), has been witnessed a 
blooming interest over the past decade. It is also known as 
opinion mining, mood extraction and emotion analysis. The 
basic in opinion mining is classifying the polarity of text in 
terms of positive (good), negative (bad) or neutral (surprise). 
Mood Extraction automates the decision making performed 
by human. It is the important aspect for capturing public 
opinion about product preferences, marketing campaigns, 
political movements, social events and company strategies. 
In addition to sentiment analysis for English and other 
European languages, this task is applied on various Indian 
languages like Bengali, Hindi, Telugu and Malayalam. This 
paper describes the survey on main approaches for 
performing sentiment extraction. 
 
Index Terms— Natural Languages processing, Sentiment 
Analysis, Indian languages. 
 
 

I.  INTRODUCTION 

“Sentiment analysis or opinion mining refers to the 
application of natural language processing, 
computational linguistics and text analytics to identify 
and extract subjective information in source 
materials”(Source:Wikipedia). Opinion mining/sentiment 
analysis is a multidisciplinary and multifaceted Artificial 
intelligence problem. Its aim is to minimize the gap 
between human and computer. Thus, it is collection of 
human intelligence and electronic intelligence for mining 
the text and classifying user sentiments, likes, dislikes 
and wishes. The user generated content is available in 
various forms such as web logs, reviews, news, 
discussion forums. Web 2.0 & 3.0 has provided a 
platform to share the feelings and views about the 
products and services.  The basic of this problem can be 
better explained using the following review by a user 
about a car: 

“I bought a car a few days ago. It had a comfortable 
suspension set-up but it did not provide stable and safe 
feel. It delivers good fuel economy but does feel lethargic 
engine. It has better quality interiors which look sporty.” 
The above review is analyzed for opinion mining and 
extracted views are visualized in Fig 1(a). Similarly 

comparison of two or more can also be evaluated as 
represented in Fig 1(b). 
 

Social network revolution plays a crucial role in 
gathering information containing public opinion. To 
obtain subjective and factual information from this 
information, public opinions are extracted. Thus, it is the 
process to predict hidden information about user’s 
intensions, likeliness and taste. These social networking 
sites generate enormous data up to terabytes per week. 
The statistics mentioned in Table I shows the rate at 
which amount of user generated data is increasing: 
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TABLE I.   
Statistics of user generated data 

 
Facebook Twitter Google 

850 million users 
250 million photos 

2.7 billion likes 

465 million 
accounts 

175 million tweets 

90 million users
675000 users per 

day 
 
Popular approaches used for sentiment analysis are: 

Popular approaches used for sentiment analysis are: 
• Subjective lexicon – is a list of words where 

each word is assigned a score that indicates 
nature of word in terms of positive, negative or 
objective. 

• Using N-Gram modeling- for given training 
data , we make a N-Gram model(uni-gram, bi-
gram, tri-gram or combination of these)for 
classification. 

• Machine learning – perform the supervised or 
semi- supervised learning by extracting the 
features from the text and learn the model. 

II.  PROCESS OF SENTIMENT ANALYSIS FOR TEXT 

The process of sentiment analysis is divided into five 
steps [11]: Process of Sentiment Analysis for Text 
(Lexicon Generation), Subjectivity Detection, Sentiment 
polarity Detection, Sentiment Structurization, Sentiment 
Summarization-Visualization-Tracking. 

 

A. Process of Sentiment Analysis for Text (Lexicon 
Generation) 

In this phase, sentiment lexicon is created to acquire 
the knowledge about sentiments. According to previous 
studies, prior polarity should be attached at each lexicon 
level. To develop SentiWordNet(s), Manual and 
Automated processes have been attempted for multiple 
languages. 

Related Work: (Stone, 1966) Philip Stones developed 
General Inquirer system, was the first milestone   for 
extracting textual sentiment. It was based on the manual 
database containing set of positive or negative 
orientations and the input words are compared with 
database to identify their class such as positive, negative, 
feel, pleasure [5]. 

(Brill, 1994) Brill Tagger depicted the semantic 
orientation for verbs, adverb, noun and adjective. After 
extracting these phrases, PMI algorithm (Turney, 2002) is 
applied to identify their semantic polarity [31][7].   

(Hatzivassiloglou et al., 1997) Hatzivassiloglou was 
the first to develop empirical method of building 
sentiment lexicon for adjectives. The key point is based 
on the nature of conjunctive joining the adjectives. A log-
linear regression model is provided with 82% accuracy 
[8]. 

(Turney, 2002) For the classification of positive and 
negative opinion, Peter Turney proposed the idea of 
Thumbs Up and Thumbs Down. For better problem 
formalization, there was the necessity of an automated 
system, which could be employed for electronic 

documents. For consecutive words and their polarity, 
Turney came up with an algorithm to extract Point wise 
Mutual Information(PMI).Experiments were conducted 
on movie review corpus and polarity is referred to as 
"thumbs up" for positive and "thumbs down" for negative 
[7]. 

(Pang et al.,2002) Pang build sentiment lexicon for 
movie reviews to indicate positive and negative opinion. 
This system motivated the other machine learning 
approaches like Support Vector Machine, Maximum 
Entropy and Naive Bayes[10]. 

(Kamps et al., 2004) Kamps, Marx, Mikken and Rijke 
tried to identify subjectivity of adjectives in Word Net. In 
this research, they classified adjectives into four major 
classes and used base words (to measure relative distance) 
depending on the class. For class Feeling their base 
words were “happy” and “sad”, for class Competition 
their base words were “pass” and “fail”, etc. Based on 
this idea, they gathered a total of 1608 words in all four 
classes with average accuracy of 67.18% for English [24]. 

(Gamon et al., 2005) proposed similar method as by 
(Turney, 2002).Machine Learning based technique is 
used with input of some seed words. This classifier is 
based on assumption that the words with same polarity 
co-occur in one sentence but words with different polarity 
cannot [11]. 

(Read, 2005) have stated three different problems in 
the area of sentiment classification: Time, Domain and 
Topic dependency of sentiment orientation. It has been 
experimented that associative polarity score varies with 
time [12]. 

(Denecke, 2009) introduced uses of SentiWordNet in 
terms of prior polarity scores. The author proposed two 
methods: rule-based and machine learning based. 
Accuracy of rule-based is 74% which is less than 82% 
accuracy of machine learning based. Finally, it is 
concluded that there need more sophisticated techniques 
of NLP for better accuracy [13]. 

(Mohammad et al., 2009) proposed a technique to 
increase the scope of sentiment lexicon. It includes the 
identification of individual words as well as multi-word 
expressions with the support of a thesaurus and a list of 
affixes. The technique can be implemented by two 
methods: antonymy generation and Thesaurus based. 
Hand-crafted rules are used for antonymy generation. 
Thesaurus method is based on the seed word list which 
means if a paragraph has more negative seed words than 
the positive ones, then paragraph is marked as negative 
[14]. 

(Mohammad and Turney, 2010) developed Amazon 
Mechanical Turk, an online service by Amazon, to gain 
human annotation of emotion lexicon. But there was the 
need of high quality annotations. Various validations are 
provided so that erroneous and random annotations are 
rejected, discouraged and re-annotated. Its output 
provides 2081 tagged words with an average tagging of 
4.75 tags per word [10]. 

B.  Subjectivity Detection 
Sentiment analysis categorizes the text at the level of 

subjective and objective nature. Subjectivity means the 
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text contains opinion and objectivity means text contains 
no opinion but contains some fact. In precise form, 
Subjectivity can be explained as the Topical Relevant 
Opinionated Sentiment [9].Genetic Algorithm (Das, 2011) 
achieved a good success for the subjectivity detection for 
Multiple Objective Optimization [27]. 

Some example- 
1. Subjective- The car is comfortable. (This sentence 

expresses the feeling which is an opinion; hence it is of 
subjective nature) 

2. Objective- Maruti launched a new car. (This 
sentence contains a fact). 

 
 Related Work: (Wiebe, 2000) defined the concept of 

subjectivity in an information retrival perspective which 
explains the two genres subjective and objective [9]. 

(Aue and Gamon, 2005) told that subjectivity 
identification is a context dependent and domain 
dependent problem which replaces the earlier myth of 
using sentiwordnet or subjectivity word list etc. as prior 
knowledge database [17]. 

(Das and Bandyopadhyay, 2009) explained the 
techniques for subjectivity based on Rule-based, Machine 
learning and Hybrid phenomenon [2]. 

The idea of collecting subjectivity clues helped in the 
subjectivity detection. This collection includes entries of 
adjectives (Hatzivassiloglou and Mackeown, 1997) and 
verbs(Wiebe,2000) and n-grams(Dave et.al, 2003) 
[8][9][18]. 

The detail of sentiment analysis and subjectivity 
detection is given by Wiebe in 1990 [16]. 

Methods of identification of polarity are explained in 
(Aue and Gamon,2005) [17].  

Some algorithms like Support Vector Machine (SVM), 
Conditional Random Field(CRF) (Zhao et. al,2008) have 
been used for clustering of opinions of same type[6]. 

C.  Sentiment Polarity Detection 
The sentiment polarity detection means classifying the 

sentiments into semantic classes(Turney et.al.,2002) such 
as positive, negative or neutral or other emotion classes 
like anger, sad, happy, surprise [7]. 

SentiWordNet is most popular to be used as polarity 
lexicon. Another technique used for polarity detection is 
Network Overlap Technique [27]. In this, contextual prior 
polarity is assigned to each sentiment word.  

 
Related Work: Since the last few years, Tweet Feel 

http://www.tweetfeel.com) and Twitter Sentiment 
Analysis Tool(http://twittersentiment.appspot.com/) are 
available. To satisfy the end users, level of research 
should be raised [19]. 

(Cambria et al., 2011) developed a new paradigm 
known as Sentic Computing. This research is based on a 
common sense  and emotion representation. It have been 
used for short texts to infer emotional states over the web 
[20]. 

Concept Net, a semantic network was introduced with 
approx 10000 concepts and more than 72000 features 
extracted from Open mind corpus. In the sentic 
computing, four dimensions are taken as basis to classify 

the affective states: Sensitivity, Attention, Pleasantness 
and Aptitude. 

D.  Sentiment Structurization 
Sentiment Analysis explained till now is not sufficient 

to satisfy the needs of end user, because the latter is not 
interested in binary output in terms of positive or negative 
but interested in aspectual sentiment classification. 
Aspectual can be explained as relative information. For 
example, a social worker may be interested to know the 
change in the society before and after implementation of 
his scheme. So, a sentiment analysis system should be 
understand and identify the aspectual sentiments present 
in the text. 

For this problem, sentiment structurization technique 
has been proposed by Das(Das 2010).This technique is 
based on 5W (Why, Where, When, What, Who).The 
drawback of 5Ws is that it may lead to label bias problem. 
To solve this Problem Maximum Entropy Model 
(MEMM)  was introduced. 

 
Related Work: (Bethard et. al., 2006) have introduced 

the automatic identification of opinions from question 
answering. 

(Bloom et al., 2007) describes Appraisal Theory 
(Martin and white ,2005).The system classifies the 
opinions into three types: affect, appreciation or judgment. 

(Yi et.al. 2006) introduced e sentiment analyzer for 
online text documents. 

(Zhou et. al., 2006) have introduced the architecture 
for blogosphere to get the summarized text.  

E.  Sentiment Summarization-Visualization-Tracking 
One of the main needs of end users is the aggregation 

of data. After the Literature survey, following 
summarization attempts are found: 

• Polarity wise (Hu, 2004),(Yi and Niblack, 
2005),(Das and Chen, 2007) 

• Topic wise(Yi et al.,2003),(Pang and Lee, 
2004) ,(Zhou ,2006) 

 Visualization and Tracking is the last phase of 
sentiment analysis which is most important to satisfy the 
needs of end users. In this phase, visual sentiments are 
generated which are further tracked with polarity wise 
graph according to some dimension or combination of 
dimensions. The final graph for tracking is created with a 
timeline. 

III. SENTIMENT ANALYSIS FOR INDIAN LANGUAGES 

There is comparatively less research has been done for 
Indian languages.  

(Das and Bandyopadhyay, 2010) suggested a 
computational technique for developing 
SentiWordNet(Bengali) using English-Bengali bilingual 
dictionary and English Sentiment Lexicons [21]. 

(Das and Bandyopadhyay, 2010)- The author 
introduced four approaches to predict the polarity of a 
word. In the First strategy; an interactive game is 
provided which identify the polarity of the words. In the 
Second strategy, a bi-lingual dictionary is developed for 
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English and Indian Languages. In the third strategy, word 
net expansion is done using antonym and synonym 
relations. In the fourth approach, a pre-annotated corpus 
is used for learning [1]. 

(Das and Bandyopadhyay, 2010)- developed the 
method for tagging using the Bengali words. 
Classification of words is performed into six emotion 
classes (happy, sad, surprise, fear, disgust, anger) 
according to three categories of intensities (low, general 
and high) [22]. 

(Draya et.al., 2009) performed blog sentiment analysis 
to extract domain specific adjectives [23]. 

(Joshi, et.al. 2010) used two lexical resources: English-
Hindi Word Net Linking and English SentiWordNet and 
created H-SWN(Hindi-SentiWordNet) [28]. 

(Kim and Hovy,2004) Kim and Hovy  did the research 
work for Hindi Language but their work is restricted to 
synonyms [24]. 

(Narayan, et.al., 2002) Hindi Subjective Lexicon and 
hindi WordNet is used for the identification of semantic 
orientation of adjectives and adverbs [25]. 

(Pang, et.al. 2002) sentiment classification is done at 
document level using syntactic approach of N-Grams. 
This method is used to perform machine learning [10]. 

(Rao and Ravichandran, 2009) performed the 
classification of bi-polar nature [26]. 

(Turney, 2002) Turney used semantic mining for 
binary classification and also did research on part of 
speech (POS) information. It is document level and 
review level  sentiment analysis [7]. 

IV. CONCLUSION AND FUTURE WORK 

A. Conclusion 
Sentiment Analysis has lead to development of better 

products and good business management. This research 
area has provided more importance to the mass opinion 
instead of word-of-mouth. 

In the conclusion, it has been proved that coverage 
expansion is good by using automatic processes where as 
prior polarity assignment is credible by using manual 
methods. SentiWordNet has been successfully generated 
for Hindi, Telugu and Bengali and global SentiWordNet 
has been generated for 57 languages. The 5W structure is 
more acceptable solution across domains. The success of 
Genetic Algorithm can be estimated by the fact that the 
system based on this algorithm has highest performance 
till date for Bengali and English. 

For Indian languages, scarcity of resources has become 
the biggest issue. Research is going on for building 
subjective lexicon and datasets for Indian languages.  

B.  Future Work 
    As SentiWordNet has been generated for various 
languages, there can be further research on cross-lingual 
sentiment sense mapping. It is necessary to update the 
prior polarity scores according to various dimensions. 
The future research can be to develop web service API so 
that latest prior polarity scores can be accessed. The 
concept of Artificial intelligence can be used for further 

research that can mimic human biological mechanism. In 
the future, Event Tracking can also be implemented using 
the concept of 5W structure. 

There are 22 official languages and 13 languages 
having more than 10 million speakers in India. Research 
is going on these languages but successful results are 
obtained in few languages such as Bengali, Hindi and 
Malayalam. There are many languages which are 
unexplored. Multilingual dictionary is available for 
English and 11 Indian languages (Hindi, English, Marathi, 
Bengali, Gujarati, Oriya, Malayalam, Urdu, Punjabi, 
Tamil, and Telugu).In future; subjective lexicon can be 
developed for the unexplored languages which does not 
have a word net. The basic resources like parsers, named 
entity recognizers, morphological analyzers, and part of 
speech tagger need to be improved to reach the state of 
accuracy. 
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Abstract—Soft Computing is a multifaceted technique 
comprising of Fuzzy Logic, Neural Network, Genetic 
algorithms and other Evolutionary computation. These 
paradigms have found wide variety of applications in the 
field of image processing. One of the most vital applications 
of image segmentation is edge detection where edge refers to 
the boundary between two consistent regions and edge 
detection is the process of detecting and finding abrupt 
discontinuities in an image. This paper summarizes hybrid 
and non-hybrid approaches for edge detection. The 
objective of this paper is to survey the core issues for soft 
computing based approaches for edge detection. 
  
Index Terms—Soft computing, Neural Networks, Genetic 
Algorithm, Fuzzy logic, Hybrid 

I.  INTRODUCTION 

A classical problem in the field of computer 
vision and image processing is edge detection. This 
paper covers various edge detection techniques based on 
soft computing approaches such as Neural network, 
Fuzzy logic and Genetic Algorithm. Some of the hybrid 
approaches are also discussed. At first, Artificial Neural 
network based edge detection approach are presented 
which are inspired by the working of nervous system. 
Neural networks have the ability to learn about solution 
from input data. The Second approach, fuzzy logic 
based edge detection takes into account vides variety of 
uncertainties in logical reasoning. The third approach, 
Genetic algorithm which is basically derived from 
evolution theory. GA can be applied to various areas 
related to image processing. Hybrid approaches using 
combination of two or more of the above mentioned 
techniques are presented next which is followed by the 
conclusion and future directions. 

II SOFT COMPUTING APPROACHES 

Soft computing refers to a bank of techniques that are 
stretching many fields that come under various categories 
in Computational Intelligence. They are implanted on 
field within computer science to surmount problems such 
as  NP-complete problems for which there is no known 
algorithm that can compute an exact solution 
in polynomial time. Soft computing varys from 

conventional (hard) computing based on the concept of 
precise modeling and analyzing to yield accurate results, 
human mind is the role model of soft computing [23]. 
Image segmentation is implemented using following 
approaches of soft computing (1) Neural Network based 
(2) Fuzzy Logic based and (3) Genetic Algorithm based.  

A.   Neural Network Based Approaches 
Neural network is the emerging technology which can 

be used in many applications such as digital image 
processing. An artificial neuron is the center point in 
working of neural network. A simple model of neural 
networks consists of multiple inputs and a single output. 
Weights are assigned to inputs [17] and different neurons 
combine these weighted inputs and help the neuron to fire. 
A neuron fires ie produces a positive input if its 
combined value is greater than threshold. AN activation 
function is applied to combined input to calculate its 
output [16].  Various activation function employed 
includes binary sigmoid, bipolar etc. The edge detection 
approaches based on neural network provides better 
results than the classical edge detection approaches.  

Multi-layer feed forward neural network framework 
with one hidden layer was used by W.E. Blanz et al.[ 1] 
for segmentation in gray scale images. Their framework 
consists of three layers: an input layer, a single hidden 
layer, and an output layer. The input and output layers are 
not directly linked and all units of a layer is completely 
connected with the units in the layer above but there are 
no links among units within a layer. The Back 
propagation learning algorithm was applied to convert the 
image segmentation problem into a pixel classification 
problem. The input vector for the ANN included vector 
of features extracted from every pixel, and the output 
vector was the vector of classes desired for segmentation. 
They executed image segmentation on two real world 
applications:  

Armando J. Pinho et al. [2] explored another approach 
to edge detection based on neural network classifiers 
which uses some properties of the data in order to 
simplify the design of the disseminate functions. They 
used feed-forward neural networks, trained with back-
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propagation comprising of nine inputs, one output and 
from two to six hidden units. 
They compared their approach with the well known 
derivate of a Gaussian edge detection filter and found that 
the neural networks generates less thick and less missing 
detections compared to the DG Linear filters. 

Yasar Becerikli et al. [3] demonstrated that edge 
detection can be implemented using artificial neural 
network (ANN) by taking  any raw image for edge 
detection using Laplacian method to produce the edges of 
the image and  neural network in turn applied to learn 
edges of all images.  The proposed artificial neural 
network architecture consists of 22 cells i.e.  nine  for 
input layer, twelve for  hidden layer and one for output 
layer Each node uses a sigmoid function, f (x) = 1/(1+ 
e−x )  as the activation function. In order to train neural 
network the Back Propagation method with momentum 
factor was applied and comparison was made with the 
laplacian edge detectors. 

Leila Fallah Araghi et al. [4] put forward two methods 
for edge detection. The first method used Neural Network 
and the second method is Sobel methods based on 
Wavelet function. The proposed method applied the multi 
layer perceptron neural network with two layers for edge 
detection and modified levenberg marquart for learning. 
Each pixel of image is taken as input and edges are 
output of neural network. The comparison of the 
proposed approach with classical edge detection  methods 
such as Canny edge detection method found that results 
of neural based edge detection approach was  very 
promising.  

Jesal Vasavada et al.[5] come up with an algorithm 
based on Feed forward Neural Network (FNN) technique 
to detect edges in gray scale images and applied the back 
propagation learning algorithm in order to decrease the 
error rate. The training patterns applied by them are 
Standard deviation and gradient values of the image to be 
processed which are calculated using Sobel operators. 
The network is tested for a wide variety of grayscale 
images. The proposed approach is analyzed against the 
classical operators such as Prewitt, Roberts, Sobel, LoG 
and other neural network based method in which binary 
training patterns are applied and on the basis of visual 
perception and edge pixels counts. 

 Sabeur Abid[6] have successfully developed 
multilayer perceptron (MLP) image edge detection 
method. The author has applied Back propagation 
algorithm is in the learning stage in order to determine all 
learning patterns. The proposed algorithm works well for 
gray-scale images and can be extended to color images. 

Nikša Antišić etal. [7] introduced a novel approach to 
edge detection based on back propagation for noisy 
images. This approach basically applied feed-forward 

multilayer back propagation neural network for detecting 
edges and comparisons are drawn at the end with 
classical edge detector such as Sobel operator to show the 
performance of the technique.  

B.  Fuzzy Logic Based Approaches 
The fuzzy technique has always been put forward as 

one of the modern methods in variety of processes as an 
operator to simulate at a mathematical level the 
compensatory behavior in process of decision making or 
subjective analysis. Fuzzy image processing is basically 
assembling of all techniques that understand, represent 
and process the images, their segments and features as 
fuzzy sets. Fuzzy image processing has three major steps 
during processing of an image: image fuzzification, 
changing of membership values, and, if required, image 
defuzzification.  Images are migrated from intensity level 
plane to fuzzy level plane known as fuzzification to 
modify their membership values. A rule based, clustering 
or fuzzy integration approach might be employed for this 
purpose. 15]. There are wide varieties of methods for 
illustrating the advancement in the field of fuzzy logic 
based edge detections techniques. . 

 One of the most promising methods by Noor Elaiza et 
al. [8] is based on the Gaussian shaped membership 
function to the Rule Based Fuzzy (RBF) image detection. 
The introduced algorithm improves the detection of 
periosteal and endosteal edges of hand phantom 
radiographs. The Mean and median filters are used for 
preprocessing tools. Both subjectively and statistically 
they concluded that GRBF i.e Gaussian shaped Rule 
Based Fuzzy produces better results than the RBF i.e.  
Rule Based Fuzzy(RBF) image detection.  

Sulimani et al. [9] put forward a approach based on the 
use of a fuzzy classifiers for detecting edges in grayscale 
images. The primary distinction between proposed 
method and other identical method is the morphological 
operation which is applied in order to obtain the accurate 
i.e. thin edges in images. They concluded that the applied 
approach has brought out far better results as compared to 
the other methods. One enhancement of the proposed 
scheme was obtainment of continuous edges and use of 
Chord-to-Point Accumulation Technique to perform 
corner extraction. 

Methos of Aborisade et al.[10] classifies edges into 
three categories based on their strength which were later 
on fuzzified using Gaussian membership functions.  
Membership was changed to low, medium or high using 
Fuzzy if-then rules. Defuzzification used to calculate 
final output was Mamdani Inference. The efficiency of 
the introduced method is demonstrated through computer 
simulation against  
    
 

TABLE 1 : 
SUMMARIZATION OF NEURAL BASED APPROACHES 

Author Network 
Structure 

Training & 
learning 

Types of 
images 

Comparison Drawn Analysis of given   
results 

Findings 

W.E. Blanz 
et al. 1] 

multi-layer 
Feed forward 
perceptron 

Standard back-
propagation (BP) 
learning algorithm 

Gray scale 
images 

--- Better for complex 
real world 
applications. 

Justification of 
result is 
required. 
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Armando J. 
Pinho et al. 
[2]   

Feed-forward 
neural 
networks, 

Back-propagation 
(BP) learning 
algorithm 

Gray scale 
images  

Gaussian edge detection 
filter 

Less thick and less 
missing detections 
compared to the DG 
Linear filters. 

Under adverse 
conditions the 
performance 
degrades 
gracefully.  

Yasar 
Becerikli et 
al. [3] 

MLP structure, 
using forward 
propagation 
neural network 

Supervised 
learning method 
with momentum 

Gray scale 
images 
With  
Noise 

Laplacian based edge 
detection method. 

Provides more 
desirable results than 
Laplacian method. 

Works only with 
noise less images

Leila Fallah 
Araghi et al. 
[4] 

 Multi layer 
perceptron 
neural network 

Modified 
levenberg marquart 
used for   learning 

Gray scale 
images 

Classical methods such 
as canny and sobel 
method for edge 
detection 

The proposed 
approach provides 
better results than 
classical methods.  
 

Only Lena image 
taken for results. 

Jesal 
Vasavada et 
al. 5] 

Feedforward 
Neural 
Network 
(FNN)   

Back propagation 
learning algorithm  

Gray scale 
images 

Classical methods such 
as canny, sobel, prewitt, 
method for edge 
detection 

The method detects 
highest edge pixels 
and performs well in 
case of noisy images 
also. 

Less Training 
rules are used. 
 

Sabeur 
Abid[6] 

Multi layer 
perceptron 
neural network 

Back propagation 
algorithm 

Gray scale 
images 

Classical methods such 
as canny, sobel, Robert,  
prewitt, method for edge 
detection 

More detailed edges 
are found than 
classical operators. 

Can be extended 
to color images 

Nikša 
Antišić etal. 
[7] 

feed-forward 
multilayer  
Neural 
Network 

Back propagation 
algorithm 

Gray scale 
images 
With Noise 

Compared with the 
Sobel operator only 

Provides more 
promising results 
than classical edge 
detector. 

Can be 
compared with 
other edge 
detection 
operater. 

 existing classical edge detector such as Sobel and Krisch 
edge detection operators.  

Aijaz Ur Rahman khan et al. [11] explored fuzzy  rule 
base algorithm which provides a method for detecting 
edges efficiently from the gray scale images. In the 
proposed approach, Mandani method is employed for 
defuzzification and Triangular Membership functions is 
used as membership function. At last the method is 
compared with the classical edge detector such as prewitt 
and sobel. In future proposed method can be applied on 
higher dimension window. 

Wafa barkhoda et al. [12] introduced two different 
methods based on calculation of gradient and standard 
deviation of pixels to form two set of edges used as 
inputs for fuzzy system. The fuzzy system includes 
appropriately defined fuzzy rules and fuzzy membership 
functions to decide about pixel classification as edge or 
non-edge.  The proposed method demonstrated that the 
extracted edges when analyzed against classical edge 
detection methods such as Sobel, Robert, and Prewitt 
provides better results.  

Koushik Mondal etal.[13] formulate a new edge 
detection technique that is based on fuzzy rules. The main 
focus of their study is to imply fuzzy set theory for image 
segmentation technique and quality of the present 
approach is measured both subjectively and objectively. 
The proposed approach is capable to produce promising 
results as compared to their counterparts addressed in 
literature. RanitaBiswas et al. [14] put forward a novel 
approach to edge detection that selects effective threshold 
values using type-2 fuzzy logic to be applied in Canny’s 
edge detector. Experimental   
results suggest  that the proposed approach is capable one 
in comparision to the Canny’s edge detector.  

C.  Genetic Algorithm Based Approaches 

Genetic algorithm can be used to optimize the 
functioning of the classical edge detection algorithms. 
They are the simulation of natural biological progression 
mechanisms which are used to develop highly adaptive 
search algorithm Basically, a genetic algorithm are 
adaptive heuristic search algorithms which consists of 
three major operations: selection, crossover, and mutation. 
The selection used to improve average quality of the 
population by keeping only the fittest ones in the 
population [18]. The quality of the individual is measured 
by the fitness function. The crossover operator is a 
genetic operator that combines two chromosomes to 
produce a new chromosome. They are classified as One 
Point, Two Point, uniform, arithmetic and heuristic 
crossover oprators. The mutation operator changes one or 
more gene values in a chromosome from its initial state. 
It helps in maintaining  diversity of the population[19]. 

Mutation is done with small probability and helps to 
avoid local minima/maxima.  

Zhang Jin-Yu et al. [20] put forward an approach to 
edge detection that automatically determines an optimal 
threshold.  They proposed automatic threshold algorithm 
for images processing based on  
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TABLE2:  
SUMMARIZATION OF FUZZY BASED APPROACHES

Author Approach  Types of 
images 

Comparison 
Drawn 

Analysis of 
given              
Results 

Findings 

Noor Elaiza et al. [8] Gaussian shaped membership 
function to the Rule Based 
Fuzzy(RBF) image detection

Hand 
Phantom 
Radiograph 
Images 
 

Rule Based 
Fuzzy (RBF) 
image detection. 
 

GRBF 
provides 
better 
results than 
RBF 

The proposed 
algorithm is far more 
computationally 
expensive. 

SULIMAN1, et al. [9] Fuzzy classifiers Grayscale 
images 

---- Provides 
thick edges. 

The Chord-to-Point 
Accumulation 
Technique can be 
used along with this 
algorithm to perform 
corner extraction. 

Aborisade, D.O[10],   Gaussian membership 
functions 

Grayscale 
images 

Sobel and Krisch  
edge detection 
operator 

Better than 
the classical 
edge 
detectors 

Better refining 
algorithm using 
different membership 
functions can be 
developed. 

Aijaz Ur Rahman khan and 
Dr. Kavita Thakur[11]   

Fuzzy rule base algorithm Grayscale 
images 

Sobel and 
Prewitt  edge 
detection 
operator 

Better than 
the classical 
edge 
detectors 

The proposed 
algorithm avoids 
detection of spurious 
edges corresponding 
to nois. 

Wafa barkhoda et al. [12] Fuzzy Edge Detection Based 
on Pixel’s Gradient and 
Standard Deviation Values 

Grayscale 
images 

classical edge 
detection 
methods such as 
Sobel, Robert, 
and Prewitt 

Better than 
the classical 
edge 
detectors 

Compared only with 
traditional operators. 

Koushik Mondal etal.[13] Mamdani rule base.  
 

Gray scale 
image with 
noise 

Compared with 
different 
threshold 
methods. 

efficient as 
compared to 
the other 
techniques  

Only lena image used 
for drawing  
comparison  

Ranita Biswas etal. [14] single threshold selection 
technique from image 
histogram using type-2 fuzzy 
logic 
 

Medical 
images of 

hand 
radiography 

 

Compared with 
the canny edge 
detector. 

minimizes 
uncertainty 
involved in  
thresholding 
procedure. 

 

Can be extended to 
colored image 
domain. 

                               
genetic algorithms and improved Sobel operator. It is 
observed that although the proposed algorithm overcame 
many shortcomings of classical Sobel edge detection 
algorithm but detected edges are not fine enough and 
better algorithm can be developed in future. The 
advantage of using Genetic algorithm is that it is capable 
of global search on the data space and the biggest 
disadvantage of using it is that it cannot use local 
information effectively. 

Zhang Jing et al. [21] introduced evolutionary 
approach for edge detection which combines the local 
search capability of the classical edge detection operators 
with global space capability of the emerging genetic 
based edge detection approach. The approach can be 
applied to extract the edges efficiently in wield images. 
The study concluded that proposed algorithm cannot 
restrain the noise but can protect edge information 
effectively. 

Wenlong Fu et al. [22] approach takes as input an 
entire image and pixels are classified as edges or non 
classical edge detector operator such as  Laplacian and 
Sobel edge detectors and the results suggest that the 
detectors evolved by GP provides better results than the 
classical edge detectors. 

Wenlong Fu et al.[23] presented a rising genetic 
programming approach in order  to develop detectors 
with new fitness functions. Fitness function was trained 
with accuracy of training images. The experimental 
approach points that fitness functions was able to balance 
the accuracies across results of detection and joining 
accuracy of overall pixels along with the accuracy of 
training images. Results show that proposed method 
outperforms the previously available classical edge 
detectors. In future, this approach can be applied using a 
multi-objective approach for the training images. 

Huili Zhao et al. [24] proposed algorithm for the 
enhancement of Canny operator in pavement image 
detection. The method works on the principle of Mallat 
wavelet transform to detect the weak edges and quadratic 
optimization of genetic algorithm for proper thresholding. 
But in order to make the edge much more accurate, they 
are still some problems such as payment crack detection, 
etc to be improved. 

III HYBRID SOFT COMPUTING APPROACHES 

Hybrid soft computing approaches are the ones who 
combine features of multiple approaches to overcome 
each other shortcomings and look for optimized solutions. 
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The studies discussed in this section are based on 
combination of neuro-fuzzy and fuzzy- genetic 
techniques 

 
 

TABLE3: 
 SUMMARIZATION OF GENETIC ALGORITHM BASED APPROACHES 

Author Approach  Operators Comparison 
Drawn 

Analysis of given              
Results  

Findings 

Zhang Jin-Yu 
et al. [20] 

Improved Sobel 
Operator and 
Genetic 
Algorithms 

Population Initialization : 
Produce N individuals 
randomly with equal 
probability between 0 to 255. 
Fitness Function: is the 
summation of ratio of original 
gradient and individual’s 
gradient. 

Classical operator 
such as sobel 

Better than the classical 
edge detectors 

No crossover and 
mutation operator 
is specified and 
very few images 
taken. 

Zhang Jing et 
al. [21] 

Gradient 
calculation based 
on genetic 
algorithm 

Population initialization: 
Randomly generates 40 
chromosomes as the initial 
population. 
Fitness function 
Refers to the maximum 
classes variance. 
Crossover operator: 
Use single-point crossover 
method with 0.9 probability 

---- Edge detection accuracy 
and noise immunity. 

If the mutation 
probability 
isachieved much, 
genetic algorithm
will degrade as 
random search.  
 

Wenlong Fu et 
al. [22] 

Genetic 
Algorithm and 
Canny Edge 
Detector 

Mutation operator: inverse 
mutation operator is used. 
Fitness function: inverse of 
Hamilton ring length 
Crossover operator: Partially 
mapped crossover operator. 

Classical edge 
detector operator 
such as  Laplacian 
and Sobel edge 
detectors 

Better than the classical 
edge detectors 

proposed 
algorithm is very 
complex. 

Wenlong Fu et 
al.[23] 

Genetic 
Programming via 
Balancing 
Individual 
Training Images 

Fitness function: the mean 
square error or the accuracies 
for different indicators are 
employed. 
Population size:500 
Mutation Probability: 0.15 
Crossover Probability:  0.80  

Compared with 
various fitness 
functions  

Better results Can be applied 
using a multi-
objective 
approach for the 
training images 
in future. 
 

Huili Zhao et 
al. [24] 

Mallat wavelet 
transform 

Quadric optimization genetics 
algorithm is applied  

 
---- 

 Fails at detecting 
thin edges 

A. Saenthon et 
al.[25] 

Edge detection 
based on the 
soldier detection  

crossover, mutation, and 
reproduction operators are 
applied 

Classical edge 
detector operator 
such as  Sobel, 
Prewitt, and Canny 
filters. 

The accuracy 
of proposed technique is 
better than Sobel, 
Prewitt, and Canny 
filters. 

Computationally 
Complex 
Technique 

TABLE4: 
SUMMARIZATION OF FUZZY- NEURAL BASED APPROACHES 

Author Network Structure Training & 
learning 

Types of 
images 

Analysis of given   
results 

Findings 

M. EminYuksel 
[26] 

Each NF subdetector is a 
first-order Sugeno type 

fuzzy 
inference system with 3-

inputs and 1-output.  
 

Training by using 
simple artificial 
training images 

Gray scale 
images with 
impulse 
noise 

Promising results as 
compared to ones 
classical operator. 

Thick edges 

Mohammed 
Madiafi  et al. 
[27] 

Kohonen neural network 
(ANN) 

Unsupervised fuzzy 
competitive learning 

Gray scale 
images 

Better results as 
compared to 
traditional ones. 

Need to compare 
with existing 
approaches 

Victor Boskovitz 
et al. [28] 

Multi-layer 
Feed-forward neural 
networks and  Fuzzy 
entropy for detecting 
edge pixels 

Unsupervised 
Learning 

Gray scale 
noisy images

Better than other 
approach such as 
histogram clustering : 
median cut, FCM, etc. 

Less Training rules 
used 
 

H. Farahanirad et 
al. [29] 

neuro-fuzzy network 
(nf), an adaptive median 
filter and four identical 
neural networks (nn). 

Back propagation 
learning algorithm 

Gray scale 
images with 
salt and 
pepper Noise

Provides more desired 
results than the  
classical edge detector 
such as canny, sobel 
and performs well in 
case of noisy image 

Limited test images 
including Boats and 
Cameraman 

Siwei Lu et al. 
[30] 

   three-layer feed-
forward fuzzy neural 
network 

Back propagation 
learning algorithm  

Gray scale 
images 

The method detects 
the highest edge 
pixels and performs 
well in case of noisy 
images 

Complex algorithm 
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A .Neuro-Fuzzy Algorithms 

The approach of artificial intelligence founded on 
fuzzy logic and neural networks are put together to 
amalgamate these two soft computing techniques in order 
to reduce the limitations and difficulties of each isolated 
technique. Usually, when they are applied in a combined 
way, they are known as Neuro-Fuzzy Systems. 

Fuzzy systems are suitable for industrial application 
but the problem of determining the membership function 
and appropriate rules is generally exhausting process of 
attempt and error. This provides to the direction of 
exercising learning algorithms to the Fuzzy System. The 
neural network presents computational characteristics of 
learning algorithms that act as substitute to support the 
advancement of fuzzy systems. This type of arrangement 
is characterised by a fuzzy system where fuzzy sets and 
fuzzy rules area arranged using input output patterns. 
Therefore, the limitations of the fuzzy systems are 
removed by the capacities of the neural networks.They 
combine techniques of both areas so these approaches are 
complementary, which justifies its use together.   

M. EminYuksel [26] put forward a recent neural fuzzy 
operator that was employed for extraction of edges in 
impulse noise images. A number of NF sub detectors 
were combined with a post processor to develop the 
implemented operator. The comparison of the proposed 
approach with classical edge detection methods such as 
Sobel and Canny edge detection method found that 
results of fuzzy neural based edge detection approach was 
very promising.  

M. Madiafi et al. [27] has presented a neuro fuzzy 
approach for automatic recognition of facial images. This 
approach is build on a Kohonen neural network (ANN), 
which was trained in unsupervised way, using a fuzzy 
competitive learning algorithm previously developed, 
applied and well tried on real images.  The experimental 
approach points the effectiveness of the techniques by 
demonstrating through examples using a test dataset used 
by other researchers. 

V. Boskovitz et al. [28] has proposed architecture 
comprising of a multilayer perceptron (MLP) like 
network that carry out image segmentation by adaptive 
thresholding of the input image using labels. A fuzzy 
clustering technique was used to automatically pre-select 
these labels. A feed-forward neural network with 
unsupervised learning is used whose output is described 
as a fuzzy set. Segmentation errors and likely edge pixels 
were measured by fuzzy entropy. The results presented 
indicate that study is good when tested on noisy images.  

H. Farahanirad et al. [29] come up with a neuro-fuzzy 
edge detection algorithm in situations where the image is 
corrupted by Salt and Pepper noise. The presented 
approach is very simple and combination of  a neuro-
fuzzy network (nf), an adaptive median filter and four 
identical neural networks (nn). The improvement of the 
proposed work is that it provides better results than the 
several edge detection methods such as Roberts,Prewitt, 
Sobel, Zero-crossing, Canny, etc  under the noisy 
conditions.                                   

Fuzzy-neuro system presented by Siwei Lu et al.[30] 
was employed for both edge detection and enhancement. 
A three-layer feed-forward fuzzy neural network was 
used for edge detection and a modified Hopfield network 
was used for enhancement. Sample patterns were first 
fuzzified and used to train proposed fuzzy neural network 
and trained network was able to determine the edge 
elements. The authors had also compared their approach 
with standard edge detection operators. 

B. Fuzzy-Genetic Edge Detection Algorithm 
Fuzzy Logic has turned out to be a very efficient tool 

for describing human knowledge with the help of 
mathematical expressions. The advantage of fuzzy system 
is that they are rule based systems which can easily 
represent the imprecise information. So, prototyping can 
be made very effortlessly but most of the time involved in 
changing the involved parameters and that can turn out to 
be worse with growing difficulty of the system. Thus in 
order to optimize the fuzzy rule set based on the training 
data, genetic algorithms (GA) is proposed which is also 
known as fuzzy-genetic algorithm. The fuzzy-genetic 
algorithm belongs to a newly developed class of hybrid 
knowledge which combines the main features of the 
fuzzy and genetic paradigms and these approaches are 
very promising for noisy images. FGA works 
considerably better than other well-known conventional 
edge detection methods in the literature. 

A. JUBAI et.al [31] put forward a novel algorithm 
which integrates uncertainty principles of fuzzy with 
evolutionary concepts of genetic algorithms for detection 
of oil spilled on sea. Authors have tried to improve Pal-
king fuzzy edge detection method with the help of genetic 
algorithms. The method has a problem as the calculations 
were complex and thresholds value was fixed which was 
not useful for problems like oil in sea. The proposed 
algorithm presents the hybrid approach which consists of 
improved version of fuzzy enhancement algorithm to 
simply the Pal-king fuzzy edge detection method and a 
genetic algorithm with which threshold value can be 
easily determined for image processing. The presented 
approach have been put up in a complemtary fashion to 
adjust some of the undesirable features.The processing 
results are compared with Pal-King algorithm for the 
purpose of experimental evaluation. 

Somya Jain [32] presented a novel approach for the 
edge detection which combines fuzzy logic derivatives 
and evolutionary learning techniques such as genetic 
algorithm. The combinations of both the approaches will 
lead to simplify the edge detection process. In the 
introduced approach, rule set is defined by fuzzy logic 
which is further optimized by using genetic algorithm. 
The simulation and implementation process of the 
proposed approach is carried by comparing it in terms of 
kappa value and entropy measurement with the other 
standard edge detection operators in literature  

Janne Koljonen et.al [33] proposed a theory of 
optimizing fuzzy pattern matching using genetic 
algorithm. The authors have taken the advantages of 
Genetic algorithms in the field of pattern matching. The 
developed algorithm firstly perform fuzzy segmentation 
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and further membership function and template are 
optimized by stochastic search strategy of  genetic 
algorithm The accuracy of the algorithm is measured by 
comparing them with traditional pattern matching 
algorithms in literature in terms of Pearson correlation 
coefficient.  

M.Abdulghafour [34] has developed image 
segmentation approach that utilizes fuzzy logic and 
genetic algorithms. The author has taken the help of 
genetic algorithms at every step of image segmentation in 
order to develop the membership functions that are 
required to categorize the presence of image features 
through Fuzzy logic. The effectiveness of the proposed 
approach for producing successful results was 
demonstrated. The proposed approach makes novel 
improvement when it is compared with its ideal 
counterparts. 

IV. ANALYSIS AND INFERENCES 

In previous sections work related to the edge detection 
with application of soft computing techniques is 
presented. In this section, inferences from review of 
previous sections are presented. Most results have been 
taken on grey scale images where as only few studies are 
available on application of soft computing techniques that 
directly work on true colored images. Since substantial 
loss of information occurs when we transform image to 
grey scale therefore studies could focus in this direction. 
Comparisons shall be drawn in context to present trends 
where as almost every paper has considered classical 
operators for sake of comparisons. Work on reducing the 
computational time of soft computing approaches may be 
another area for exploration. Hybrid techniques such as 
Neuro-fuzzy, Fuzzy –GA had been utilized recently but 
studies on neural and GA are still limited. Recent 
Approaches in Soft computing like Ant Colony 
Optimization and its various variants like Max-Min ant 
system, Rank based Ant-system, continuous orthogonal 
ant colony and ant colony with fuzzy logic may also be 
explored. There are few papers in this direction. Edge 
detection approaches as an application in medical field 
for detection of diseases and satellite images can be an 
effective tool. 

V. CONCLUSION 

The paper has tried to expend encroachment of soft 
computing techniques to edge detection accessible in 
literature. Both hybrid and non-hybrid approaches 
discussed had sound foundation in field of Edge detection 
as noteworthy literature is available. The paper has also 
listed down areas where improvements and explorations 
can be made by researchers in this unending field. This 
can be accomplished that even vast amount of literature 
available is not any hindrance to scope of improvements 
that can be made in this direction. 
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Abstract—Support Vector Machines (SVMs) have 
successfully been used for character recognition. In the 
present study, we have shown how the recognition accuracy 
of a SVM classifier varies with variation in the training set 
size. The training set for this work is taken from samples of 
offline handwritten Gurmukhi characters. For recognition 
of a handwritten Gurmukhi character, we have used 
curvature features extracted from the skeletonized image of 
each Gurmukhi character. Features of a character have 
been computed based on statistical measures of distribution 
of points on the bitmap image of character. To extract these 
features, the image of each Gurmukhi character is first 
segmented into few zones and then the curvature shape is 
computed within each of these zones. Considering all the 
zones, a feature set is formed for representation of each 
image pattern and a database of 3500 isolated handwritten 
Gurmukhi characters has been used for the same. The 
results of investigation presented in this paper show that the 
size of training set has a significant effect on the accuracy of 
offline handwritten Gurmukhi script recognition system.  
 
Index Terms—Feature extraction; curve fitting; 
handwritten character recognition; SVM. 

I  INTRODUCTION 

Handwritten Character Recognition, usually 
abbreviated as HCR, is the process of converting 
handwritten text into machine processable format. HCR 
is the field of research in pattern recognition and artificial 
intelligence. Handwriting recognition provides a 
methodology for improving the interface between user 
and computer as it enables computers to read and process 
handwritten documents which are currently being 
processed manually. A good number of researchers have 
already worked on the recognition problem of offline 
printed characters. For example, a printed Gurmukhi 
script recognition system has been proposed by Lehal and 
Singh [3]. Wen et al. [4] have proposed handwritten 
Bangla numerals recognition system for automatic letter 
sorting machine. Swethalakshmi et al. [5] have proposed 
handwritten Devanagri and Telugu character recognition 
system using SVM. The input to their recognition system 
consists of features of the stroke information in each 

character and SVM based stroke information module has 
been considered for generalization capability. Pal et al. [6] 
have presented a technique for off-line Bangla 
handwritten compound characters recognition. They have 
used modified quadratic discriminant function for feature 
extraction. They have also used curvature features for 
recognizing Oriya characters. Chaudhary and Pal [7] have 
proposed recognition system for two Indian scripts, 
Bangla and Devanagari. They have used tree classifier for 
character recognition. Hanmandlu et al. [8] have reported 
grid based features for handwritten Hindi numerals 
recognition. They have divided the input image into 24 
zones. After that, they compute the vector distance for 
each pixel position in the grid from the bottom left corner 
and normalize these distances to [0, 1] in order to obtain 
the features. Bansal and Sinha [9] have provided a 
complete OCR system for printed Devanagari script. 
Kumar [10] has proposed a technique for recognition of 
handwritten Devanagri characters. He has used an AI 
approach to integrate information from sources and a 
fuzzy logic concept to handle uncertainties and imprecise 
information. In order to tackle the problem related to 
selection of a proper dataset for training a SVM, different 
strategies have been considered in this work. Chaudhury 
et al. [11] has been presented a scheme using a syntactic 
method for connected Bangla handwritten numerals 
recognition. In 2006, Roy and Pal have presented an 
automatic scheme, for word-wise identification of hand-
written Roman and Oriya scripts for Indian postal 
automation [12]. In 2008, Sharma et al. [13] have 
proposed a system based on elastic matching for online 
Gurmukhi script recognition. Here, we have analysed the 
recognition performance of the SVM with variations in 
the training set size. We have used parabola curve and 
power curve based features for representation of 
handwritten Gurmukhi characters in feature space. In 
doing so, a skeletonized image of handwritten Gurmukhi 
character is segmented into the zones of equal size and 
the shape of curve in each zone is determined. This shape 
defines the features of the zone. This paper is organized 
into six sections. Introduction to Gurmukhi script and 
data collection for this work is described in Section 2. 
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Section 3 presents a method of feature extraction for 
handwritten character recognition system. Classification 
is described in Section 4. Section 5 shows some 
experimental results to prove the usefulness of this 
approach. Conclusions are finally included in Section 6. 

II  GURMUKHI SCRIPT AND DATA COLLECTION 

Gurmukhi script is the script used for writing Punjabi 
language. The word Gurmukhi has been derived from the 
Punjabi term “Guramukhi”, which means “from the 
mouth of the Guru”. Gurmukhi script is the 12th most 
widely used script in the world. Gurmukhi script has 
three vowel bearers, thirty two consonants, six additional 
consonants, nine vowel modifiers, three auxiliary signs 
and three half characters. The character set of Gurmukhi 
script is given in Figure 1. For the present work, we have 
collected data from 100 different writers. These writers 
were requested to write each Gurmukhi character. All 
these characters are scanned at 300 dpi resolution with 
HP-1400 scanner A sample of handwritten characters by 
5 different writers (W1, W2, …, W5) is given in Figure 2. 

The Consonants 

ਸ ਹ ਕ ਖ ਗ ਘ ਙ ਚ ਛ ਜ ਝ ਞ ਟ ਠ ਡ ਢ ਣ ਤ ਥ 

ਦ ਧ ਨ ਪ ਫ ਬ ਭ ਮ ਯ ਰ ਲ ਵ ੜ 

The Vowel Bearers 

ੳ ਅ ੲ 
The Additional; Consonants (Multi Component Characters) 

ਸ਼    ਜ਼    ਖ਼    ਫ਼     ਗ਼   ◌਼ਲ 
The Vowel Modifiers 

◌ੋ   ◌ੌ   ◌ੇ    ◌ ੈ  ਿ◌  ◌ੀ    ◌ਾ   ◌ੁ   ◌ ੂ
Auxiliary Signs 

◌ੱ    ◌ੰ   ◌ ਂ
The Half Characters 

◌ਹ੍   ◌ਰ੍   ◌੍ਵ 

Figure 1. Gurmukhi script character set. 

Script 
Character 

W1 W2 W3 W4 W5 

ੳ      

ਅ      

ੲ 
    

ਸ      

ਹ      

Figure 2. Samples of handwritten Gurmukhi characters. 

III HANDWRITTEN GURMUKHI SCRIPT RECOGNITION 
SYSTEM 

The proposed recognition system consists of the phases, 
namely, digitization, preprocessing, feature extraction 
and classification. The block diagram of proposed 
recognition system is given in Figure 3. 

3.1 Digitization 
Digitization is the process of converting the paper 

based handwritten document into electronic form. The 
electronic conversion is accomplished using a process 
whereby a document is scanned and an electronic 
representation of the original document, in the form of a 
bitmap image, is produced. We have used HP-1400 
scanner for digitization Digitization produces the digital 
image, which is fed to the pre-processing phase. 

3.2 Preprocessing 
Preprocessing is a series of operations performed on 

the digital image. Preprocessing is the initial stage of 
character recognition. In this phase, the character image 
is normalized into a window of size 100×100. After 
normalization, we produce bitmap image of normalized 
image. Now, the bitmap image is transformed into a 
contour image.  

Feature extraction and classification phases are 
discussed in next sections. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Block diagram of handwritten character recognition system. 

IV  FEATURE EXTRACTION 

In this phase, the features of input character are 
extracted. The performance of handwritten character 
recognition system depends on features, which are being 
extracted. The extracted features should be able to 
uniquely classify a character. The performance of 
recognition system greatly depends on features that are 
being extracted. We have used two feature extraction 
techniques, namely; parabola curve fitting and power 
curve fitting in order to find the feature sets for a given 
character. The skeletonized image of a handwritten 
Gurmukhi character is segmented into 100 zones of equal 
size (10×10). The shape of the curve in each zone is then 

Digitization 

Feature Extraction 

Preprocessing 

Recognized Character 

Classification 

Handwritten Character 
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estimated by fitting a parabola and also by fitting a power 
curve using least square estimation. The coefficients of 
these curves represent the handwritten Gurmukhi 
character into feature space.  

4.1 Parabola Curve Fitting based Feature Extraction 
The skeletonized image of a character is divided into n 

(=100) zones as illustrated in Figure 4. A parabola is 
fitted to the series of ON pixels in every zone using least 
square method. A parabola  is uniquely 
defined by three parameters: a, b and c. As such, this will 
give 3n features for a given character. 

The steps that have been used to extract these features 
are given below. 

Step I: Divide the skeletonized image into n (=100) 
number of equal sized zones.  

Step II:  For each zone, fit a parabola using least 
square method and calculate the values of a, b and 
c. 

Step III: Corresponding to the zones that do not have a 
foreground pixel, take the values of a, b and c as 
zero. 

 

 
 
 
 
 

Figure 4. Parabola curve fitting based feature extraction. 

4.2 Power Curve Fitting based Feature Extraction 
The skeletonized image of a character is again divided 

into n (=100) zones as illustrated in Figure 3. A power 
curve is fitted to the series of ON pixels in every zone 
using least square method. A power curve of the form  

 is uniquely defined by two parameters: a and b. 
This will thus give 2n features for a given character. 
   

The steps that have been used to extract these features 
are given below. 

Step I:  Divide the skeletonized image into n (=100) 
number of equal sized zones.  

Step II:   In each zone, fit a power curve using least 
square method and calculate the values of a 
and b. 

Step III: Corresponding to the zones that do not have a 
foreground pixel, take the value of a and b as zero. 

V  CLASSIFICATION 

In this work, we have used Support Vector Machine 
(SVM) classifier for recognition. The SVM is a learning 
machine, which has been widely applied in pattern 
recognition. SVMs are based on statistical learning theory 
that uses supervised learning. In supervised learning, a 
machine is trained instead of programmed to perform a 
given task on a number of inputs/outputs pairs. SVM 

classifier has been considered with three different kernels, 
namely, linear kernel, polynomial kernel and RBF kernel. 

VI  RESULTS AND DISCUSSION 

As stated earlier, we have performed experiments on 
different training sets sizes while using the SVM as a 
classifier. The total number of samples in the database is 
3500.  We have divided the data set using partitioning 
strategies as depicted in Table 1. 

TABLE 1. 
PARTITIONING STRATEGIES OF TRAINING AND TESTING DATA 

 

6.1  Parabola Curve Fitting based Feature Extraction 
In this sub-section, we have presented recognition 

performance results of different training set strategies (a, 
b,…, k) based on the parabola curve fitting based features 
(Table 2). Using this approach, we have achieved a 
maximum recognition accuracy of 97.14% when we use 
strategy k and SVM with linear kernel. These results are 
depicted in Figure 5 graphically. 

Figure 5. Effect of training set sizes on recognition performance with 
parabola curve fitting based features. 

TABLE 2:  
EFFECT OF TRAINING SET SIZES ON RECOGNITION PERFORMANCE WITH 

PARABOLA CURVE FITTING BASED FEATURES. 

Strategy Linear Kernel Polynomial 
Kernel RBF Kernel 

a 82.86% 33.66% 66.97% 

b 81.84% 34.79% 66.09% 
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c 84.43% 36.07% 66.79% 

d 84.65% 36.16% 67.59% 

e 84.86% 36.95% 68.24% 

f 89.02% 42.29% 71.77% 

g 88.14% 44.14% 74.20% 

h 90.47% 44.57% 74.87% 

i 94.57% 48.57% 75.71% 

j 94.29% 49.71% 82.14% 

k 97.14% 54.29% 85.71% 

 

6.2 Parabola Curve Fitting based Feature Extraction 
In this sub-section, recognition results of training set 

strategies (a, b,…, k)  based on power curve fitting 
features using SVM with three kernels are presented 
(Table 3). Maximum accuracy achieved here is 89.12% 
when strategy k and SVM with linear kernel is considered. 
The minimum accuracy achieved is 72% when strategy a 
and SVM with linear kernel again, is considered.  These 
results are also depicted in Figure 6. 

Figure 5. Effect of training set sizes on recognition performance with 
power curve fitting based features. 

TABLE 3: 

EFFECT OF TRAINING SET SIZES ON RECOGNITION PERFORMANCE WITH 
POWER CURVE FITTING BASED FEATURES. 

Strategy Linear Kernel Polynomial 
Kernel RBF Kernel 

a 72.00% 74.24% 76.00% 

b 73.36% 76.29% 75.49% 

c 77.14% 78.07% 78.21% 

d 77.39% 78.12% 77.79% 

e 77.68% 78.14% 78.67% 

f 81.28% 82.29% 83.20% 

g 82.47% 83.40% 84.00% 

h 83.09% 83.67% 84.38% 

i 83.67% 83.92% 85.71% 

j 84.28% 84.07% 87.43% 

k 89.12% 84.64% 88.57% 

CONCLUSION 

The work presented in this paper is a study on 
variation of the recognition performance of the SVM 
classifier vis-à-vis the variation in the training set size. 
Eleven training strategies have been explored in this 
paper in order to recognize the performance of an offline 
handwritten Gurmukhi script recognition system. This 
has been noticed that irrespective of the features, the 
SVM classifier performs increasingly better if we 
increase the numbers of samples in the training data set. 
This claim shall be verified in our subsequent work by 
increasing the size of samples that as of now is 3500.  
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Abstract— Most widely used communication medium over 
the internet is E-mail. E-mail is a web based application, 
which is used to transmit the message from one location to 
another location through the internet. This E-mail 
communication medium is used by all the people all over 
the world for their day to day life. Especially this web based 
application is mostly used in all the corporate companies, 
industries, small offices and educational institutions and so 
on. Various researches have been carried out in the E-mail 
web based application, to enhance the security mechanism 
to keep the security constraints in consistent state. However 
no researches have been taken to improve the Quality of 
Service (QoS) in E-mail application. In this paper, the 
concentration has been made on Quality of Service and 
modeled an E-mail application, which improves the Quality 
of Service (Qos) in the existing E-mail message handling 
service. The proposed model notifies to the user, whether 
sent E-mail reached the destination and whether the E-mail 
is read by the receiver, i.e. the delivery status and mail 
reading status are updated to the sender. The proposed 
model is evaluated and implemented successfully and the 
quality of service is obviously improved in the E-mail 
application model. 
 
Index Terms— E-Mail, Internet, Communication, Quality 
of Service, Web, Protocols, CPM. 

I. INTRODUCTION 

Communication plays vital role over the internet. The 
main objective of internet users is to share and exchange 
their resources with one another. There are many 
communication medium available in the internet: one 
among them and most widely used communication is E-
Mail system. E-Mail is the process of exchanging digital 
messages from one author to one or more recipients and 
in the early days both the sender and receiver must be 
online to send and receive the E-Mail messages [1]. The 

recent research development created a model called 
store-and-forward, in which server stores the mail and 
delivers it to the intended author [1].  

This operation mode made neither the sender nor the 
receiver to be online simultaneously [1]. E-Mail 
communication model attracted many internet users 
because its communication is easy and fast [2]. Every E-
Mail packet consists of body and header. The body of the 
E-Mail contains the original message sent by the sender 
and it is included with Hyper Text Markup Language 
(HTML) and Multi-purpose Internet Mail Extensions 
(MIME) encoded attachments sent by the sender [3, 4]. 
The header part is very important, for it serves as the 
envelope to forward the message from the source to 
destination [4]. The header part consists of fields such as 
‘From’, ‘To’, ‘Subject’, ‘Date’, ‘CC’, ‘BCC’ and etc., all 
these fields help to forward the mail to the intended 
recipients [4]. The following components are needed to 
configure an electronic email system to work properly [5]. 

• Mail User Agents 
• Mail Delivery Agents 
• Mail Alias Files 
• The Mail Queue 
• Networking Topographies 
• MIME Applications 

Mail User Agents are software programs that run on 
the user machine to send and read the E-Mail messages 
[5]. Mail Delivery Agents run in the background and it is 
responsible to route and deliver the E-Mail messages and 
this Mail Delivery Agents are the core part of the 
electronic mail system [5]. Mail Alias Files used for 
mapping the real world names to the user login names [5]. 
The Mail Queue is a place used to hold the messages 
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until they are sent on their way [5]. Networking 
Topographies used to connect group of computers for 
configuring electronic mail service system [5]. The 
MIME Applications are used to send variety of data over 
the E-Mail such as audio, video and other graphics in 
different formats. This can be achieved with MIME 
(Multi-purpose Internet Mail Extensions [5]. Sending and 
receiving of electronic mail over the internet can be done 
with the help of some protocols. The protocols SMTP 
and POP3 are the widely used protocols to send and 
receive the electronic mails. The following diagram 

depicts how the E-Mail message is routed from one 
source to other destination. The figure 1 consists of three 
components namely E-Mail Client [Sender & Receiver], 
Internet and Public mail servers. As shown, the sender 
enters the mail address and forwards the mail to the 
SMTP server through the internet. SMTP server forwards 
the mail to the POP3 server associated with the receiver’s 
address [6]. Then receiver retrieves the mail form the 
POP3 server to his local machine [6]. 

 

 

 
Figure 1 E-Mail Processing System 

When the internet users are growing, Quality of 
Service (QoS) becomes the key point in the network 
communication. Quality of service (QoS) has a direct 
impact on user satisfaction with the service provided by 
Internet Service Providers (ISPs) [7]. E-Mail service is 
the one of the earliest service emerged on the internet to 
exchange the message from one recipient to one or more 
other recipient over the internet [7]. This E-Mail 
communication model is almost used by every one for 
their day to day life; however providing quality of 
service to all the E-Mail users is the key parameter in E-
Mail message handling service. In this paper, QoS is 
chosen as the research area and novel mechanism is 
presented to improve the Quality of Service (QoS) in the 
E-Mail application. 

II. RELATED WORK 

Every network communication must consider the 
following two key factors: Security and Quality of 
service. These two factors should be maintained in stable 
status to obtain better performance forever. Similarly 
electronic mail network communication should keep 
these two factors in stable condition to provide, best sort 
of communication over the internet. Research has been 
carried out in electronic mail communication especially 

on the two factors in various ways. The two factors              
security and quality of service are interconnected with 
each another. That is, when security is improved that 
should not affect the quality of service and similarly 
when quality of service is improved that should not affect 
the security constraints. Whenever research is carried out 
in any network communication these two factors must be 
keenly observed to obtain better performance. The E-
mail usage is long been considered as a major facility in 
enabling employees to gain quick and easy access to the 
sources of information and contacting people [8, 9, 10, 
11]. The relationship between information and work 
performance has been addressed with two district factors: 
Technological approach and Human focus approach. The 
technological approach deals with what new technologies 
can be offered [8, 12] and the human focus approach 
focuses on social aspect claiming that information is 
essential for both individuals and groups of users [8, 13, 
14]. The above survey shows the use of E-Mail in 
organizations level only and it does not speak about 
quality of service in E-Mail system. 

Privacy is the major issue in electronic mail services. 
When the user deletes the mail from the mailbox, the 
copy of the mail is maintained at the E-Mail Service 
Providers (ESPs), which does not define the E-Mail 
privacy policy [4, 15]. The sender in E-Mail 
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communication model can easily provide fake identities 
and even other details, this kind of faking is called 
spoofing [4, 16]. Spoofing is the process of changing the 
original sender address with the fake address and this 
leads to the intended user will not get the reply from the 
receiver side. This spoofing result in security issues and 
causes financial losses through forwarding like spread of 
virus, worms and denial of services and etc [4, 17]. 
Several protocols such as SMTP and S/MIME and 
authentication of sender domain by digital signatures are 
developed to prevent the spoofing and keep the security 
and privacy of the E-mail system in consistent state. Here, 
importance is given to improve the privacy and security 
systems in E-Mail and no measures taken to improve the 
quality of service in the E-Mail communication system. 

Spam mail is another issue in E-Mail communication 
model. Unsolicited Bulk E-Mail (UBE) and Unsolicited 
Commercial E-Mail (UCE) are known as spam [18]. 
Various anti- spam techniques have been proposed to 
overcome the spam but that was not successful enough 
[19]. Three techniques have been provided to prevent the 
anti- spam such as: misuse detection system, anomaly 
detection system and social network based methods. 
Spamassian uses a signature based anti-spam system, 
which applies a prior of spam signatures [20]. These 
signatures are manually developed by monitoring the 

previous spam mails by the experts. Whenever new mail 
arrives the signature is matched with the new E-Mail, if 
mismatch found the mail is blocked as spam [18]. 
Observing all the previous studies once again the 
research has been carried out mostly on the security side 
of the E-Mail system.  

However the security is one the factors of network 
communication the other factor quality of service also 
must be considered. Every network communication must 
provide user satisfaction to obtain better performance of 
the communication model. As everyone knows, E-Mail 
communication system is widely used by all the people 
of the world. So the E-Mail message handling system 
must provide good quality of service to its users. This 
paper concentrates on the quality of service on E-Mail 
system and develops the novel E-Mail communication 
model for improving the quality of service. The rest of 
the paper is divided into following sections: Section 3 
gives the details of System Model (both existing and 
proposed system model) and proposed data flow model. 
The section 4 describes the details of Implementation of 
the proposed model. This section discusses performance 
evaluation, details and working principles of the 
proposed algorithm and results obtained by the proposed 
algorithm. Next section 5 is the conclusion of the 
proposed system model. 

III. SYSTEM MODEL 

A. Existing System Model 

 
Figure 2 Existing System Model 

 
The above figure 2 represents the existing system 

model of electronic mail communication. As indicated in 
the figure 2 both the sender and receiver are connected 
via internet and they can communicate with each other. 
This figure gives the simple representation of E-Mail 
message forwarding from the sender to receiver and vice 
versa. However, while forwarding the E-Mail message, 

the existing E-Mail protocols are used to transmit the 
message to the intended user. Namely the SMTP protocol 
is used to receive the mail from the sender and store the 
mail in the SMTP server. Then the SMTP server 
forwards the mail to the POP3 server associated with the 
intended receiver address. Later the receiver retrieves the 
message from the POP3 server with the help of POP3 
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protocol. However the existing model provides the 
communication without any trouble to the both sender 
and receiver but the existing communication model still 
lacks in quality of service.  

B. Problem Statement 
User satisfaction plays vital role in electronic mail 

system. The existing system can be improved to provide 
higher satisfaction and quality of service to the users. The 
key factor of network communication is Quality of 
Service (QoS), which is considered in this paper. In the 
existing system model the sender sends an E-Mail to the 
receiver and gets the acknowledgement of message has 
been sent successfully. However the user will never 
know, whether sent E-Mail has been delivered to the 
destination or not. User has to wait until the receiver 

sends back the response to the sender. Let’s consider the 
case, when sender sends an E-Mail, the message is sent 
from the sender but the message packet is lost on the way, 
while forwarding to the destination. In this situation, the 
sender will think that the message has been successfully 
forwarded and sender will wait for the response from the 
receiver. The receiver will never send the response back 
to the sender because the receiver does not receive any 
mail from the other end. Actually the message packet is 
dropped somewhere. This scenario leads to poor quality 
of service in this existing E-Mail communication model. 
Quality of Service must be improved for the ease of use 
to the E-Mail users. This paper proposes an alternative 
methodology to improve the quality of service, which 
will obtain higher satisfaction from the users. 

C. Proposed System Model 

 

Figure 3 Proposed System Model 
 

Figure 3 describes the entire concept of the proposed 
model. This proposed system overcomes limitations 
exists in the existing system model. As indicated in 
figure 3 both the sender and receiver are connected 
through internet to exchange E-Mail messages. In the 
existing model, when the sender sends an E-Mail will get 
only “Sent” acknowledgement and sender will never 
know, whether sent E-Mail reached its destination or not. 
This issue is cleared in the proposed model. Here, when 
the sender sends an E-Mail, the sender will get three 
acknowledgements such as message “Sent”, message 
“Delivered” and message “Read” as shown in the figure 
3. All the E-Mails sent are stored in the sent box of the 
user. In the proposed model, the sent box of the user will 
be updated with the recent status for each E-Mail is sent 
by the user. Initially once the E-Mail is sent the sent box 
is updated with the status “Sent”, once the E-Mail is 

delivered, the sent box is updated with the status 
“Delivered” and once the mail is read by the receiver the 
sent box of the sender is updated with the status “Read”. 
Since the proposed model clearly notifies to the users 
with the recent status updates the proposed system model 
will improve the quality of service compared to the 
existing model.  

D. Proposed Data Flow Model 
The Figure 4 shows the working data flow diagram of 

the proposed architecture. As shown in the Figure 4, 
when the mail is sent form the sender the sent box is 
updated as “Sent”. Once the mail is delivered to the 
intended receiver, the sent box of the sender is updated as 
“Delivered”. Similarly the sent box is updated with the 
status as “Read”, once the mail is read by the receiver. 
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Figure 4 Proposed Data Flow Model  

IV  IMPLEMENTATION AND EXPERIMENTAL RESULTS 

A. Performance Evaluation 

 

The performance of the proposed E-Mail 
communication model can be evaluated in the following 
ways. 

• Case 1: Updating the status field of the sent box 
as “Sent”. 

• Case 2: Updating the status field of the sent box 
as “Delivered”. 

• Case 3: Updating the status field of the sent box 
as “Read”. 

B. Case 1: Updating the Status Field of the Sent Box as 
“Sent” 

Whenever an E-Mail is sent from the sender to 
receiver in the proposed model, the sent box of the 
sender is updated with the status “Sent” immediately. 
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The following algorithm represents the working principle 
of the updating the status field of the sent box as “Sent”. 

 

 
Algorithm 1: Updating the status field of the sent box as “Sent 

In Algorithm 1, after composing the mail the sender 
enters the receiver’s mail address and press “Send” 
button to send the mail to its destination. As soon as the 
mail is sent from the sender’s local machine the status 

field of the sender’s sent box is updated with the status 
“Sent”. The following experimental result shows the 
working nature of the proposed algorithm. 

 
Figure 5 Updating the status field of the sent box as “Sent” 
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The figure 5 shows the sent box of the user and it 
consists of three fields namely “To” notifies to whom the 
mail is being sent, “Status” notifies the current status of 
the mail that is being sent and “Sub” gives the subject of 
the mail, which has been sent. In the proposed model the 
“Status” field added newly to improve the quality of 
service in the E-Mail communication system. Whenever 
a mail is sent the status field is updated as “Sent” as 
shown in the figure 5.  

C. Case 2: Updating the Status Field of the Sent Box as 
“Delivered” 
The second metric of the proposed system updates the 

status field of the sent box as “Delivered” as soon as sent 
mail reached its destination. The following algorithm 
describes the entire concept of the second metric that is 
updating the status field of the sent box as “Delivered”. 

 
Algorithm 2: Updating the status field of the sent box as “Delivered”

The Algorithm 2 is used to update the status field of 
the sent box as “Delivered”. When the user compose a 
mail and press the button “Send” to send the mail, at 
once the mail is sent from the local machine of the user 
and the status field of the sent box of the user is updated 
as “sent”. The sent mail is routed to its intended mail 
address with the help of the existing protocols SMTP and 
POP3. Once the mail reached its correct destination, the 

status field of the sent box of the sender is updated with 
the current status as “Delivered”. This could be done 
because the mail is delivered to its destination. 

The figure 6 shows the status field of the sent box is 
updated with the recent status as “Delivered” when the 
message reached its intended destination. 
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Figure 6 Updating the status field of the sent box as “Delivered” 

D. Case 3: Updating the Status Field of the Sent Box as “Read” 
The third metric of the proposed model will provide 

the reading status of the mail that has been sent. That is if 
the mail has been read at the receiver end, then the status 

field of the sent box of the sender will be updated as 
“Read”. The following algorithm is used to obtain the 
third metric successfully. 

Algorithm 3: Updating the status field of the sent box as “Read” 
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The Algorithm 3 describes the working principle of 
the third metric. When the user log into his/her mail id, 
the inbox is displayed with the list of mails received. 
When the user clicks the subject of the mail, the content 
of the mail will be displayed to the user for reading. 
Using Algorithm 3, as soon the subject of the mail is 

clicked the sender of the particular mail, subject and the 
message of the mail is identified. Immediately the 
sender’s sent box status field is updated with the recent 
status as “Read”, since the mail has been read at the 
receiver end. 

 
Figure 7 Updating the status field of sent box as “Read” 

The above the figure 7 shows the sender’s sent box 
and the status field of the sent box is updated as “Read” 

since the messages have been read by the receivers 
respectively. 

 
Figure 8 Updating the states field with various status updates 

Figure 8 shows the status updates with the 
combination of “Sent”, “Delivered”, and “Read”. The 
message  has been sent is updated as “Sent”, the message 
that has been delivered to the intended address is updated 
as “Delivered” and the message that has been read at the 
receiver end is updated as “Read”. Thus, the proposed E-

Mail communication model is evaluated based on the 
three metrics and the experimental results show clearly, 
that the proposed model gives good performance. Using 
the proposed method, Quality of Service (QoS) is 
improved in the E-Mail web based application. 
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IV. CONCLUSION 

The characteristics of the E-Mail application is 
completely analyzed in this paper and by observing the 
previous research works, it is clear that all the works 
have been done in the security constraints of the E-Mail 
communication. However Quality of Service (QoS) plays 
vital role in the E-Mail services. So this paper 
concentrated on QoS and a new E-Mail communication 
approach is developed. In the proposed model, all the 
metrics are obtained successfully, which improves the 
efficiency of the E-Mail service. These metrics are 
updating the status field of the sent box as “Sent”, 
“Delivered” and “Read”. In the existing E-Mail service, 
the user can identify only whether the mail has been sent 
or not. In the proposed model, the user can verify 
whether the mail has been sent, delivered and read by the 
receiver. 
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Abstract—Spam pages are designed to maliciously appear 
among the top search results by excessive usage of popular 
terms. Therefore, spam pages should be removed using an 
effective and efficient spam detection system. Previous 
methods for web spam classification used several features 
from various information sources (page contents, web graph, 
access logs, etc.) to detect web spam. In this paper, we follow 
page-level classification approach to build fast and scalable 
spam filters. We show that each web page can be classified 
with satisfactory accuracy using only its own HTML content. 
In order to design a multi-view classification system, we 
used state-of-the-art spam classification methods with 
distinct feature sets (views) as the base classifiers. Then, a 
fusion model is learned to combine the output of the base 
classifiers and make final prediction. Results on our Persian 
web spam dataset show that multi-view learning 
significantly improves the classification performance, 
namely AUC by 22%, while providing linear speedup for 
parallel execution.  
 
Index Terms—Web Spam, Content Spam, Machine 
Learning, Multi-View Learning 

I.  INTRODUCTION 

Web search engines are the most important tool for 
finding required information from the web. Processing 
the excessive amounts of data, even the text contents of 
web pages in the simplest case, is a very challenging task. 
Search engines should not only do this process in a few 
milliseconds for each query, but also have to provide 
high-quality and relevant results in the best order. As a 
part of this task, malicious and spam pages should be 
removed from the results. Web spam can be defined as 
“an unjustifiably favorable relevance or importance score 
for some web page, considering the pages’ true value” [1]. 
More specifically, spam pages are defined as the pages 
that boost the ranking algorithm, and thus appear among 
the top results of the target queries. They usually deceive 
ranking algorithms by keyword stuffing of popular query 
terms [2]. 

Studies on recent web corpora have shown that spam 
pages, if not nullified effectively, are likely to become the 
majority of search results. Specifically, For queries that 
are frequently searched, almost all of the results are likely 
to be spam [3]. The ideal solution is to use ranking 
algorithms that are robust to spam. Unfortunately, spam-
aware ranking methods are not strong enough to resist 
against spammers [4]. Therefore, spam pages should be 
removed before the ranking using complementary spam 
detection methods, i.e. machine learning methods. This 

will prevent spam pages from competing with other pages 
in the ranking phase. 

Designing a spam detection system is a continuing 
process. As the spam filters evolve, new spamming 
techniques will be invented and new efforts will be 
required to detect them [4]. Web spam detection methods 
are still unable to reach satisfactory performance for 
search engines. Besides, most of the previous works 
propose features that are computationally expensive, such 
as temporal or host-level features [5]. Moreover, host-
level features requires the search engine to dedicate 
considerable amount of resources for storing and 
retrieving host features. 

In this work, we implemented a page-level spam 
detection system. We show that feature sets extracted 
from web pages, without using host information or any 
external source, can still reach satisfactory performance. 
The main advantage of this approach is that each page 
can be processed independently, which yields a linearly 
scalable system. In spite of the poor classification results 
for previous page-level methods, we show that a two 
stage classification with multi-view learning strategy can 
significantly improve the performance. Multi-view 
learning is a classifier fusion method in which the results 
of the predictive functions learned from different views 
on the same instances are combined to make final 
prediction. Three feature sets from the state-of-the art are 
selected as the base classification models, each one 
representing a different view for learning the target 
concept. Then, a fusion model is trained for aggregating 
the predictions of the base classifiers. 

The remainder of the paper is structured as follows. 
Section 2 describes the previous work on web spam 
detection. In Section 3 we describe the construction of 
our real-world dataset. The proposed spam detection 
framework, including the base and meta classifiers and 
their results, is described in section 4. Finally, section 5 
concludes our work and presents future directions. 

II. RELATED WORKS 

  Web spam pages are created to deceive ranking 
algorithms of a search engine. Even though search 
engines use complex ranking algorithms and several 
information sources, ranking of web pages is based a 
simple rule: A web page is possibly relevant to a query if 
1)its contents are similar to the query and 2)the 
importance of web page in the web, according to web-
graph or visit rate, is relatively high. Based on this rule, 
spam pages are boosted by two general techniques: 
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1) Content spamming by boosting content-based 
ranking algorithms, e.g. deliberate usage of keywords that 
are frequently searched. Using several popular keywords 
in the contents of the HTML pages will increase the 
chance of becoming relevant to more user queries. 
Moreover, because content-based ranking algorithms pay 
considerable attention to frequency of query terms in the 
result pages, a spam site owner may repeat popular 
keywords in the pages of his site. In this case, the spam 
pages are more likely to be relevant with popular queries, 
and subsequently, gain higher ranking in the query results 
[1, 6] 

2) Link spamming through creating large group of 
pages that link to target (boosted) pages. For example, 
one can create a large number of automatically created 
web pages, all of which are linking to a target page. This 
will induce the link-based ranking algorithms, e.g. 
PageRank, to consider a high importance for the target 
page(s) [1]. 

It would be ideal if the ranking algorithm is robust 
against spamming. Otherwise, the ranking system should 
be supported by a spam filter. Link-based methods, i.e. 
algorithms that process the web-graph, are rich in both 
spam-aware ranking and spam filtering. Considerable 
effort been directed towards robust and spam-resilient 
link-based ranking, such as TrustRank [7], Anti-
TrustRank [8], DiffusionRank [9], and many more [10-
12]. Most of the these methods are based on trust 
propagation in graph, which is implemented through 
iteration over the web-graph. However, trust propagation 
algorithms are offline, and cannot rapidly investigate 
newly crawled web pages. 

On the other hand, despite few recent efforts[13], 
content-based ranking methods are still defenceless 
against content spam [4]. Therefore, spam pages should 
be detected by standalone spam classification methods. 
Popular approaches for content-based spam detection are 
very similar to document classification techniques. 
Content-spam detection is considered as a hard 
classification task, because the spammers try to deceive 
the spam detector by manipulating the features of spam 
pages to make them similar to normal web pages. 
Nevertheless, a content-based filter is more 
straightforward to implement, and can be used in any 
search engine architecture. 

From another point of view, spam detection methods 
can be classified to host-level and page-level methods, 
according to their granularity level. During the last 
decade, various method have been proposed for detecting 
web spam pages. However, research have been almost 
biased to host-level approach, mainly because the only 
publicly available spam datasets, namely UK2006, 
Castillo2006 and its newer version UK-2007 are collected 
with host labels. Erdelyi et al. suggest that content-based 
features can be very efficient for spam classification and 
created a simple classifier fusion system to classify host-
level instances on UK2007. [14]. Similar work was done 
by Cormack et al. on ClueWeb dataset [3] with 

overlapping n-gram features. However, none of the above 
have investigated several features sets for ensembling. 

III.  DATASET 

A.  Choice of Granularity 
 Comparing to page-based spam classification, 

designing host-based classifiers is not straightforward, 
and has higher computational cost and more complexity 
for feature extraction and system integration. Aggregating 
page features into host features requires batch processing, 
which limits its scalability [15]. Moreover, it is difficult 
to measure the effectiveness of a host-level filter in a 
search engine, because some hosts, are more likely to 
appear in the results list, and some other hosts are less 
retrieved, or their contents are rarely searched by users at 
all. 

In contrast, page-level spam filtering is simpler and 
more flexible. Page-level filters can be used either in 
crawl-time, just after fetching each page, without the 
need to wait for other pages from the same host, or at 
index-generation time. The labelling process is much 
easier, because the experts only need to judge a simple 
page rather than surfing the whole host for finding spam 
signatures [16]. Few research have been done on page-
level filters [3, 16], and each work have followed 
different approaches for collecting data, labelling 
instances, learning method, and evaluation function. 
B.  Dataset Description 

 Web spam detection is usually considered as a two-
class classification task. To create a dataset for this task, a 
number of instances should be assessed by users. To our 
knowledge, all of the works following the page-level 
spam classification used datasets from commercial search 
engines [16, 17]. The only exception is the ClueWeb09 
spam scores  [3] for which the original set of training 
labels was not published. In this work, we adopted a 
collection of 50 million web pages from commercial 
Persian search engines. 

The set of labelled instances can be used as the dataset 
for learning and verifying the spam detection model. In 
order to estimate the performance of the spam detector, 
the dataset should be ideally an i.i.d sample of the pages 
retrieved by the system. The sampling strategy is quite 
simple: If a web page have been more often showed in 
the results of the queries, we would more likely consider 
this page in the dataset, because correctly classifying this 
page is more important for the system. A number of 
queries should be selected according to their probability 
of being searched. Therefore, we collected a list of 
frequently searched queries. This log consists of a batch 
of query terms searched by the users. By aggregating 
repeated queries, the log can be represented as the list of 
unique queries and the frequency of each query, which 
means how many times a query is searched. Let 

nqqQ ,...,= 1  be the set of unique queries, and if  the 
frequency of iq . Assuming enough size for the query log, 
the estimated probability of each query is  
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 After sampling a number of queries, N pages from the 
top results of each query are labeled by the evaluators 
(N=10). A group of human adjudicators evaluated the 
pages, and the majority vote is used as the final label. The 
dataset contains 5512 unique labelled instances. 

Note that we could use the instance selection based on 
each single web page, and select each web page 
according to its probability of being observed among the 
search results of all queries. However, this will 
significantly degrade the classification performance, 
because it is likely that we have a few number of pages 
for each query. For instance, if we select only a single 
page from the results of the query “Nicole Kidman” being 
spam, a context-sensitive classifier will probably learn 
the rule that “Any page containing the terms Nicole and 
Kidman is spam”. This will yield to biased classification 
models with poor generalization. Hence we have selected 
the queries based on their probabilities, and then 
evaluated all top N results of each query. 

In order to quantify the agreement between raters, we 
used kappa statistic:  

 
e
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where P  is the agreement probability and eP  is the 
probability of chance agreement. Cohen’s coefficient is a 
statistical measure for analyzing inter-rater reliability. 
The key advantage of kappa statistic over simple “percent 
agreement” is that kappa takes chance agreements into 
account. In our dataset, we observed 0.57=κ , which is 
similar to the UK-2006 dataset ( 0.56=κ ) and much 
better than the dataset described in [18] ( 0.45=κ ) 

IV. SPAM DETECTION SYSTEM 

  The system is composed of two major components. 
At first, the pages are classified by several content-based 
spam detection algorithms. Results of this classifiers will 
be processed as a second classifier, which makes final 
prediction according to the results of the base classifiers. 
Figure 1 shows the overall structure of our spam 
detection system. 

A.  Base Classifiers 
 Three distinct feature sets were used as the base 

classifiers. These feature sets have been have shown 
relatively better performance among others, as well as 
being fast and effective. 

1) High Level Features 
 The classical method for spam filtering is to extract 

specific features from HTML structure of web pages, 
initially proposed by Ntoulas et al. [19]. Some of these 
features have shown to be very effective, namely the 
number of words in a page, the compression ratio of the 

page, average word length, title size, fraction of visible 
text, PageRank, and number of outlinks [19, 20]. As 
suggested by [14], Computationally expensive features 
(e.g. most of link-based features) are skipped for the sake 
of efficiency. Totally 30 features were selected for 
classification. 

Among several classification algorithms, decision tree, 
random forest, and KNN are reported to have the best 
discrimination [14, 19, 20]. Because we prefer classifiers 
with generative outputs, we selected KNN with K=7, 
using euclidean distance and inverse distance weighting. 
In order to accelerate the search for neighbor finding, we 
used KD-Tree space-partitioning data structure [21]. 

2) Bag-of-words 
 The bag-of-words model represents the document as a 

set of unordered terms. Each page ip  is represented as a 
term-frequency vector in the vector space model:  

 ))(),...,(),((= 21 Ni TFTFTFp ωωω . (3) 

where )( jiTF ω  is the term frequency of the term jω  in 

page ip , and N  is the total number of distinct terms in 
the corpus. To reduce the dimensionality, terms with very 
low frequencies were pruned, and 39,488 features 
remained. In the text-classification literature, three 
classification algorithms are mostly used for this high-
dimensional learning task, namely naive-bayes, logistic 
regression, and linear support vector machines. While 
naive-bayes and (online) logistic regression are much 
faster for training, they suffer from the curse of 
dimensionality when number of training instances is 
small. SVM, on the other hand, is more consistent with 
high-dimensional datasets. The discriminating function of 
SVM is a hyperplane in the feature space which separates 
positive and negative instances. The margin between 
hyperplane and classifying instances is maximized by the 
following criteria: 
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Figure  1: Web spam detection framework 
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where w  denotes the normal vector of the 
discriminating hyperplane, b  is a scalar vector, and C  
is a trade-off between accuracy and margin size. The 
discriminant function is bxw −⋅  for an incoming 
feature vector x . We used popular SVM 
implementation from SVMLight1 project, which is very 
fast for high-dimensional data [22]. 

3) Character-level 4-grams 
 In this model, any sequence of 4 characters represents 

a feature. It was primarily used for email spam detection 
task [23], and further proposed for classifying web spam 
[3, 17]. To extract the features, a 4-character width 
window starts from the beginning of the page, sliding one 
character per step. For instance, as visualized in figure 2, 
the extracted 4-grams for “< p> buy me!” are “< p> b”, 
“p> bu”, “> buy”, “buy!”, “uy! ”, “y! m”, and “! me”. 
Then, each 4-character string is converted to its 
equivalent memory representation as a byte sequence, 
and the byte sequence is treated as a long number. This 
number can be used as the ID of the feature. However, 
because of the extremely high dimension of such feature 
set, features are reduced to a 610  dimensional space by 
simply dividing their ID by 610 , and using the remainder 
as the ID in the new feature space [3]. Again, we used 
linear SVM for classification. 

 Table 1 shows the performance of the base classifier. 
To measure our performance, we performed five-fold 
cross validation for all of the experiments. 
B.  The Meta-classifier 

 In this step, outputs of the base classifiers are 
combined to make the prediction, such that  

 ))(),(),((=ˆ 4 xfxfxffc GCLBOWHLFmeta . (5) 

If all of the three classifiers could generate probability 
or log-odds estimates, we would be able to use simple 
fusion operators, such as naive Bayes combination. 
However, because we used discriminative SVM 

                                                           
1 http://svmlight.joachims.org 

classifiers for a couple of feature sets, we can not use 
probabilistic methods for combination. As shown in 
figure 3 , the prediction of HLFf  (KNN) is probabilistic 
estimate, while the two other classifier output 
discriminative values. This complex feature space 
requires a proper model for effective classification. In this 
case, we use outputs of the three classifiers as a feature 
set for training the meta-classifier. 

Several classification methods are tested for combining 
the classifier outputs. Again, we used 10-fold cross 
validation for validating the performance of meta-
classifier. The results are given in Table 2. Except for 
recall, random forest classifier outperforms other methods. 
Comparing to the best results of base classifiers, the 
meta-classifier has increased the performance, both in 
terms of AUC and F-measure, by 22% and 15%, 
respectively. The result is not surprising, as it was 
previously shown that boosting-based classification 
methods, such as random forest, are robust and effective 
for adversarial environments [24]. 

The great advantage of multi-view learning is its 
capability to use the best possible classification algorithm 
independently for each of the discriminant feature sets. 
For instance, we benefited from SVM’s ability to learn in 
high-dimensional feature sets, while using different 
models, i.e. KNN, for smaller-sized feature sets. However, 
if any of the base models is updated, the meta-model 
should be retrained. 

C.  Parallelization 
 Total classification time per page is 31 milliseconds in 

average. Despite the host-level classification models in 

 
Figure  2: Character-level 4-gram extraction 

 
Figure  3: Feature space of meta-classifier 

TABLE I.   
PERFORMACE OF BASE CLASSIFIERS 

Feature set Classifier Precision Recall F-measure AUC 

HTML features KNN (N=7) 0.4944 0.5636 0.5268 0.6789 

Bag-of-Words SVM 0.4769 0.2097 0.2913 0.6467 

Character-level n-grams SVM 0.6087 0.1245 0.2068 0.6114 
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which concurrent access to the web graph is a speedup 
bottleneck, the proposed method is linearly scalable. 
Multiple spam detection systems can be run in parallel, 
each for processing a batch of web pages, with no 
interrelation. In our industrial experiment, using three 12-
core machines which classified the crawled pages in a 
pipeline, we reached our desired throughput, that is 
roughly a thousand pages per second. 

VI.  CONCLUSIONS AND FUTURE WORK 

  In this paper, we proposed an ensemble learning 
method for classifying spam web pages. Taking a page-
level approach allows efficient and scalable classification 
of web pages, because the system only requires the page 
content to predict its spamness. Therefore, multiple 
instances of the spam detection module can be used in 
parallel without synchronization, which brings linear 
speedup. We used three state-of-the-art solutions for 
spam classification, and trained a meta-classifier to 
enhance their performance. Results show that this 
ensembling method successfully outperforms its base 
classifiers by a large margin. We are currently extending 
the algorithm with effective feature sets and more robust 
classification models, and preliminary results are 
encouraging. 
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Abstract—Today, size of the web is exceptionally large. And 
this size is increasing rapidly. Huge number of web pages 
and web sites are being added each day. Hence, results 
which are effective, factual and authentic are needed. A 
simple crawler cannot cover each web page as it would take 
polynomial time to do so. In order to overcome such issues, 
this paper proposes an algorithm to develop an efficient, 
focused, domain specific crawler using LSI (Latent 
Semantic Indexing). This algorithm makes the crawler 
highly efficient in downloading relevant documents, thus, 
avoiding over-heads and resource wastage, and also 
increases the precision and recall values of the IR system 
developed on it.   

Index Terms— Crawling, focused crawler, latent semantic 
indexing, domain specific crawler. 

I.  INTRODUCTION 

The World Wide Web Worm (WWWW) is one of the 
first web engines. According to a survey in 1994, 
WWWW had an index of 110,000 web pages and web 
documents [9]. However creating a search engine which 
fulfils the present day web requirements is a challenging 
task. Today we need a fast crawling technology to gather 
the web documents and keep them up to date. A web 
search engine is designed to search for information on the 
World Wide Web [9]. A search engine basically has three 
steps, crawling the web, indexing and searching.  

 
Figure 1. General Searching Process 

Crawling the web means to download the documents 
present on the web which can be used for later queries. 

This task is performed by a web crawler. A software or a 
computer program that browses the World Wide web in a 
procedural, mechanized manner or in an orderly form is 
known as a web crawler. Other terms for web crawlers 
are ants, automatic indexers, bots , web spiders, web 
robots. The process is called web crawling or spidering 
[4]. Search engines use crawling as a part of its process to 
store and provide up-to-date data. Main work of a web 
crawler is to create a copy of all the pages it visits, for 
later processing by the search engine.  Index is created in 
search engines so that the data is organized and quick 
results can be given to the user for their queries. Indexes 
are built based on the number of instances and position of 
particular words and then efficient ranking is 
implemented. The ranking of web pages are usually based 
on various factors such as number of times a word is 
being used in a document or the semantic structure of the 
content etc. Some ranking algorithms form the basis to 
calculate the score of the documents. The documents are 
ranked so that more relevant results are returned to the 
user in response to the user's query. The query input is 
taken from the user through the user interface of a search 
engine.  

Focused search engines are domain-specific search 
engines which reduces the search margin which somehow 
increases the search accuracy. A focused search engine 
has a focused crawler at its heart, which gathers and 
updates information from the web [34]. A focused 
crawler is also known as topical crawler. Topical crawlers 
move over all web pages which are related to a particular 
subject, beginning from some relevant seed pages. The 
topical crawlers while travelling the web will analyze 
each hyperlink and try to figure out which link may be 
relevant to the subject. The relevant links are chosen and 
the irrelevant ones are abandoned [34]. Therefore, a 
focused crawler is the one which attempts to download 
only those web pages which are relevant to a pre-defined 
topic. A Focused Crawler is described as a mechanism 
which seeks, acquires, indexes, and maintains pages on a 
specific set of topics that represent a relatively narrow 
segment of the Web [6].  

II.  RELATED WORK 
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Due to the broad size of the web and the general 
crawling and indexing mechanism, results achieved are of 
low precision. As a result of this, the present day scenario 
demands specialized and focused crawlers. This section 
discusses some of the methods that have been used for 
the purpose of information retrieval and for constructing 
focused crawlers.  

A. Backward and Forward Link Count  
The idea that the number of times a paper is cited, has 

an impact on the importance of that particular paper, and 
this forms the basis for the concept of link counts [16]. So 
it is commonly regarded, that, a page that is linked by 
many other pages on the web will be more useful as 
compared to the page that is linked by a lesser number of 
other pages that is, a page which is referred scarcely is 
considered less important.   

Suppose that we have a web page say P, and I(P) is the 
measure of importance of page P. So according to 
backward-link count metric, the importance I(P) of page 
(P), will be measured by the number of other pages on the 
web that have links pointing to page P, as shown in figure 
2.  

 
Figure 2. Backward-Link count 

The other metric is the forward-link count shown in 
figure 3. According to this metric, a page that contains 
many outgoing links is treated important, since it may be 
a web directory or a web resource depository. 

 
Figure 3. Forward-Link count 

B. Page Rank 
The original page rank metric was described by Sergey 

Brin and Lawrence Page [9]. To estimate the importance 
of a page, this metric makes use of the link structure of 
the page. Suppose 
I(P)= page rank value of page P 

I(Q)= page rank value of any page Q 

B(P)= set of all pages that have a link pointing to P 

c(Q)= number of all links in page Q 

I(P) = ∑Q � B(P) I(Q) / c(Q) 

Therefore, page rank of page P, that is, I(P), depends 
on the page rank value of page Q, that is, I(Q), where Q 
belongs to the set B(P), divided by number of links in 
page Q. 

C. HITS(Hyperlink-Induced Topic Search) 
Hyperlink-Induced Topic Search (HITS) is also known 

as hubs and authorities. HITS  makes use of the link 
structure of the web, in order to discover and rank pages 
relevant for a particular topic. This algorithm was 
originally developed by Jon Kleinberg[10].  

According to Jon Kleinberg [10] , the way a human 
user searches a document is very contrary and 
complicated than the process of just matching a list of 
query words with a list of documents. In this scheme, 
every web page is assigned two scores- hub score and 
authority score. So corresponding to a query two ranked 
lists are made [10].  The ranking of one list is based on 
hub scores and ranking of the other list is based on 
authority scores. Let us imagine that we have a query, 
"facts about formula 1 racing car ". The official page of 
formula 1 would be the authoritative source of 
information on the topic. Such pages will be called 
authorities. On the other hand there must be many web 
pages which would be containing lists of links to the 
authoritative web pages on a particular topic. These are 
known as hub pages. These hub pages are not sources of 
topic specific information but accumulation of links on 
that topic.  A good hub page is the one that points to 
many good authorities, and a good authority page is one 
that is pointed to by many good hub pages.  Suppose we 
have a set of web pages which are good hubs and 
authorities and these are having hyperlinks among them. 
The hub score and authority score for every web page is 
calculated. We have a web page v , hub score h(v) , 
authority score a(v) ,   v → y means a hyperlink exist 
from v to y. We have the following equations[1] 
  h(v)         ∑v→ y  a(y) 

  a(v)         ∑y→ v  h(y) 

According to the first equation hub score of page v is 
equal to the sum of authority scores of the pages it links 
to. So if v links to pages with high authority scores then 
its hub score will be high. According to second equation 
if page v is linked to by good hubs then its authority score 
will be high.  

D. Text Categorization                                                                               
Text categorization is also known as text classification, 

or topic spotting. It  is the task of automatically sorting a 
set of documents into categories or classes or topics from 
a predefined set.  
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Text categorization is a supervised learning task in which 
pre-defined category labels are assigned to new 
documents based on a training set of labelled documents 
[11]. Yaug and Liu in [11] have discussed five 
categorization models which are Support vector 
machines(SVM), K-NearestNeighbour classification, 
Linear Least Squares Fit (LLSF), Naive Bayes 
Classifier(NB), andNeural Network Techniques(NNet). 

E. Boolean Queries 
Among the traditional methods of information retrieval 

is Boolean Retrieval model. The Boolean retrieval 
method uses Boolean operators and is the most 
straightforward technique of retrieval. The basis of 
Boolean model is set theory and Boolean algebra. 
Documents are expressed by the terms extracted from 
documents and queries are expressed as Boolean 
expressions. This model consists of a query which is just 
as a set of words. The queries usually consists of AND, 
OR, NOT. This model is an exact-match retrieval model 
which means that the query should be clear-cut and a 
document either matches the query or it does not, that is, 
result is 0 or 1.  

 Joon et all[15] have proposed a ranking algorithm 
which is thesaurus based that measures the relevance of 
documents and return the top ranking documents. This 
algorithm called as E-relevance algorithm gives the 
similarity score between a query and document[15]. 

F. Vector Space Model 
Vector Space Model represents text documents as 

vectors. It is different from Boolean retrieval. Boolean 
retrieval method assigns binary weights 0 or 1, whereas, 
vector space model assigns non-binary weights to terms 
in documents and queries. Depending on these weights, 
the degree of similarity or the inter-relationship between 
a query and document is found out. According to this 
model, a space is created, in which both documents as 
well as queries are represented as vectors. The dimension 
of the vector is equal to the number of unique terms 
present in the document. Weights are assigned to terms 
and this weight is usually based on the number of 
occurrences of a term in a document, and, this is known 
as term-frequency. The other weighing scheme mostly 
used is the tf-idf, where idf is inverse document 
frequency .  

G. Ontology based retrieval 
An ontology represents knowledge as a set of concepts 

and relationships between those concepts for a specific 
domain. Ontology is a semantic based retrieval technique 
which understand the meaning of the concept of the user 
query. Ontologies are arranged in a  taxonomy of 
concepts. Ontology includes description of concepts and 
its properties. It also describes various features and 
aspects of the concept. 

H. Latent Semantic Indexing 
Generally when we retrieve information it is based on 

exact matching, that is, the terms in the query are 
matched to those in the document. But sometimes we 

have certain documents which are relevant to the query 
but does not contain the exact words as present in the 
query. So in such cases it is advisable to use a mechanism 
that helps us to retrieve documents on the basis of 
conceptual meaning of the query and document. For this 
we use the concept of Latent Semantic Indexing. Latent 
Semantic Indexing is also known as Latent Semantic 
analysis. LSI is a technique that enables us to analyse 
relationships between terms and concepts occurring in a 
text. LSI uses a mathematical technique called Singular 
Value Decomposition (SVD). The main element of LSI is 
its ability to extract the conceptual content of text by 
building associations between the terms that have similar 
contexts. This technique is so called because it has the 
ability to relate terms that are semantically similar in 
some text. It uncovers the latent semantic structure of 
words in a text corpus. When a query is issued on a set of 
documents on which LSI has been applied, the results 
that we get will be the ones which are conceptually 
similar to the query even if the results do not contain 
same specific words. Latent Semantic Indexing starts 
with a term by document matrix. Then, Singular Value 
Decomposition (SVD) is used to decompose the term by 
document matrix into three matrices: T, a term by 
dimension matrix, S, a singular value matrix (dimension 
by dimension), and D, a document by dimension matrix. 
The number of dimensions is r, that is the rank of the 
term by document matrix. The original matrix can be 
obtained, through matrix multiplication of TSDt. In an 
LSI system, the T, S and D matrices are truncated to k 
dimensions [19].    

III. IMPLEMENTATION AND GRAPHS 

The objective of our work includes the development of 
a term corpus specific to CAD (Computer Aided Design) 
domain. After which a crawling algorithm is developed 
which works on the scoring system based on LSI(Latent 
Semantic Indexing). Finally we evaluate performance by 
comparing anchor and document scores relevant for 
crawling to simple breadth-first algorithm (algorithm 1) 
and keyword based approach (algorithm 2). Our focused 
crawler builds its corpus , which is specific to CAD 
domain. Therefore, it is a model that works on the 
principle of selecting only those web documents, from 
whom as per algorithm 3 (LSI) , it can gain information 
with respect to CAD domain only. In this process it is 
intuitively reducing the uncertainty about the category of 
a document item being selected for crawling  provided by 
knowing the value of feature Y. Here item Y are the seed 
keywords or URLs or future hyperlinks or the titles. 

Since the ultimate goal of algorithm 3 or our focused 
web crawler is to build a dataset that would provide a 
high information gain when used by a search engine or 
query engine , the selection of URLs and keywords is 
very important as it would lead to burning of less 
resources. We are taking the advantage of highly 
optimized anchor tags , and also taking the advantage of 
vector semantic model in algorithm 3. By doing the 
above process , we thus improve the recall and precision 
of our overall system.  
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It is apparent from the graph for recall analysis, Figure 
4 that the recall value varies from 28% to 40.5%, which 
reflects the completeness or sensitivity of our algorithm 3. 
The recall value here means less number of crawl jobs 
that are false negative in nature , or in simple words , 
crawling less number of web documents that were 
selected erroneously or those web URLs which were 
supposed to be rejected but got selected in URL crawl 
priority queue.  

However, it can also be seen from the precision graph, 
Figure 5 that value remains around 59.4% and 66.03% 
which is otherwise difficult to obtain had not the 
algorithm 3 been implemented , because normally if 
recall value increases (in our case it is moderate) the 
precision often decreases, as it gets harder to precise 
when the sample space increases. But , in our result we 
can see that precision remains moderate , that means 
around 60% crawls are true positive in nature , or in 
simple words, the web documents which were supposed 
to be in priority queue were correctly selected.         

 
Figure 4. Recall Analysis Line Graph 

 

  
Figure 5. Precision Analysis Line Graph 

IV. CONCLUSION 

In this paper a domain specific focused crawler has 
been implemented. A domain specific crawler is useful 
for saving time and other resources since it is concerned 
with a particular domain. Hence we obtain highly 
relevant data which leads to high information gain and 
less resource wastage. Being in the field of engineering , 
computer aided design has been chosen as a domain to 
work on. Various methods of information retrieval have 
been studied and reviewed, and based on this literature 
survey, it was found that there is a requirement to build a 
crawler that takes into account the context of the words or 
phrases being searched for. LSI(Latent semantic Indexing) 
model is one such promising model in the field of 
information retrieval. LSI uses a mathematical technique 
known as Singular Value Decomposition. This model has 
the ability to extract the conceptual content of a body of 
text by looking for relationships between the terms of the 
text. The evaluation of the work has been done by using 
the recall and precision values. The values of my crawler 
has been compared to the recall and precision values of 
two other crawlers, which are, breadth first crawler and 
keyword based crawler. A breadth first crawler crawls the 
pages in the order they are encountered, without taking 
into account the relevancy and importance, as it continues 
in the direction wherever it finds the next link. A 
keyword based crawler makes use of the keywords 
supplied to the crawler. If the fetched pages contain 20% 
of these keywords, then that page is considered as 
relevant otherwise not. As apparent from the graph, 
precision values of a simple breadth first crawler is the 
least , then comes the keyword based crawler and finally 
the LSI based crawler. Hence it is clear that the 
performance of LSI based crawler is the most superior. 

V. FUTURE SCOPE     

These days many information retrieval systems are 
being created based on taxonomies, ontologies, 
knowledge bases. The users want information based on 
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particular domains which would help them save time and 
effort and would help them retrieve more relevant and 
useful results. However there is still lot to do in the field 
of domain specific web crawlers. Creation of more 
domain based crawlers in future is suggested in various 
areas such as chemistry , biology , medicine , etc. We can 
also add other machine learning algorithms like 
probabilistic algorithms , neural network etc which may 
result in even better precision.   
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Abstract—Semantic web offers a smarter web service which 
synchronizes and arranges all the data over the web in a 
disciplined pattern. In data mining over the web, accuracy of 
selecting necessary data as user demand and pick them for 
output counts as a major key challenge from long ago. Our 
approach contributes a complete and automatic mapping of 
data over web3. 0 through ontology and accesses them by 
intelligent web agent. The agent offers all possible output 
related to user request, from which user could find desired 
information. When a user has insufficient data parameters to 
search, they can gain knowledge from the relational outputs 
provided by the agent and thus semantic web mining enables 
unknown knowledge acquisition or discovery. Here, in this 
paper we briefly illustrate and discuss the architecture of 
semantic web, then propose a model for web mining to 
discover knowledge under a framework of agent, and finally 
discusses the ways, how agent finds out user query related 
nodes from ontology. 
 
Index Terms—Semantic Web, Intelligent Agent, Web 
Mining, Ontology, Knowledge Representation. 

I. INTRODUCTION 

Ongoing rapid progress and extensive application of the 
internet, there is a massive amount of information 
resources distributed on the web. The conventional string 
based search often misses extremely relevant pages and 
feedbacks a lot of irrelevant pages for user request. A 
common major problem for a user that “Everything is on 
the web, but we just cannot find what we need [1]” is 
partially true. Because, most of the data over the web is 
scattered, unstructured, often inconsistent and insufficient. 
Data sets are not interlinked with each other which makes 
mining more difficult. There are huge examples where 
users get bored because required information was not 
given on the web or they were lost. Another case is when 
users have very insufficient data parameters to search. To 
discover unknown knowledge is almost impossible in 
web2. 0, because there are no relationships among data 
sets which makes traditional web mining results almost 
unsatisfactory. For better performance, people are now 
faced toward web3. 0 which is an extension of current 

web2. 0. Here, information is presented on the web in a 
well-defined and structured manner, enable machines and 
human to work cooperatively. Data in the semantic web is 
interlinked among each other through ontology which 
makes effective discovery, mechanization and 
assimilation possible. These data has a major key factor 
that they are machine readable and can be shared and 
processed by automated tools as well as people. Intelligent 
agent [2] facility enables users to find desired results for 
all possible related terms with respect to requirements. 
Our work has focused on how an agent detects all possible 
entities from ontology during web mining [3] related to a 
user query request on its own in an automated manner 
which enables the user to discover unknown knowledge. 

II. SEMANTIC WEB ARCHITECTURE 
The semantic web architecture constructed by seven 
different levels which is organized of a layered 
architecture [4-5], according to Tim Berners-Lee (the 
inventor of semantic web). The starting layer URI and 
Unicode are the base for the structure of the whole system. 
Unicode provides a unique encoding system for 
processing resources. It is the universal standard encoding 
system for computer character representation and 
recognition. Before Unicode [11] computer character 
representation, there were several different encoding 
systems which made a massacre to the combination and 
communication across machines. Now it's so much easier. 
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Figure 1. Semantic web architecture [4-5]. 

URI (Uniform Resource Identifier) provides resource 
documentation, which allows accurate reclamation of 
information possible. A resource can be anything that has 
an identity such as a web site,web page, a document, an 
image , a audio and vedio file and a person. URLs 
(Uniform Resource Locator), a widely used type of URIs, 
are very commonly used in the web, which contains the 
resource address. The Second layer consists of three parts-
XML (Extensible Markup Language), NS (Namespace), 
XML Schema [8]. This layer represents linguistic data 
through a standard web format. XML provides a standard 
way for better sharing of composing information. On the 
other hand, it improves the freedom to structure. XML 
Schema pronounces the structure of XML documents. 
Namespaces [12] provide numerous ways to be eligible the 
tags and attributes in an XML document with URIs which 
makes them truly unique on the Web and thus, Universal 
(among other things). This is really important because 
every resource on semantic web must be identified 
uniquely. XML Query is a standardized language for 
conjoining documents, databases, web pages and almost 
anything else. It is very widely employed, powerful, and 
easy to learn. On the other hand, Namespaces [12] permits 
the combination of different vocabularies. For example, if 
a document is not marked-up and then each machine may 
display the documentation its own way which makes 
document exchange extremely challenging. XML is a 
mark-up language that tracks certain rules and if all 

documents are marked-up using XML then there is 
uniform representation and presentation of used 
documents. This is one of the significant progresses of the 
WWW(World Wide Web). The third layer RDF [8] 
(Resource Description Framework) and RDF Schema 
offers a semantic model used to describe the information 
on the Web and type. SPARQL is an RDF query language 
- it can be used to query any RDF-based data (i.e. 
including the statements involving RDFS and OWL). 
Querying language is essential to regain information for 
semantic web applications. The fourth layer Ontology [8] 
vocabulary layer is accountable for the definition of 
shared knowledge and describes the semantic 
relationships between the different kinds of information to 
disclose the semantic web between the information itself 
and information. Ontology is considered the pillar [12, 14] 
for the semantic web architecture affords a machine-
processable semantics and a sharable domain which can 
facilitate communication between people and different 
applications. The rule consents proof without full logic 
machinery. Similar rules are those used by the production 
systems offered in the corresponding knowledge 
representation subsection. They imprisonment dynamic 
knowledge as a set of conditions that must be fulfilled in 
order to accomplish the set of consequences of the rule. 
The Semantic Web technology for this layer is the 
Semantic Web Rule Language (SWRL) The fifth layer 
logic [8] layer is answerable for providing axioms and 
inference principles to deliver the basis for intelligent 
services. The sixth layer proof and the seventh layer trust 
are liable for providing authentication [9] and trust 
mechanisms. In the semantic web, each object must be 
reformed with the corresponding change in the real world. 
So, for detecting any false change or attacks (may be 
passive or active), digital signature [9] and encryption [9] 
techniques are used. 

Trust to consequent statements will be supported by (a) 
verifying that the premises come from trusted sources and 
by (b) relying on formal logic during deriving new 
information. Cryptography [10] is significant to ensure and 
verify that semantic web statements are approaching from 
a trusted source. This can be accomplished by the 
appropriate digital signature of RDF statements.

Figure 2.   Web mining model under semantic agent framework 
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III. AGENT BASED WEB MINING 

   The Semantic Web assurances to change the way of 
agents navigate, harvest and utilize information on the 
web. By providing a structured representation for 
articulating concepts and relationships defined by multiple 
ontologies, it is now possible for agents to realize users 
need in a better way and determine knowledge 
intelligently. 

A. What is an Agent? 
Agent [8] is an intellectual software being, which is able 

to complete a particular task instinctively and able for an 
agent to agent communications under certain state of 
affairs. Agents are able to perform smart analytical tasks 
according to the semantic information on the web which 
develop the accuracy of information retrieval. Rather than 
doing everything for a user, the agents would find 
possible ways, to meet user needs and offer the user 
choices for their achievement. Knowledge discovery from 
the web instead of data mining is a very intelligent 
process where semantic agent technology is being used. 

B. Proposed Model for Web Mining by Semantic Agent 
Though most of the data over the web is unstructured, it is 
really tough to combine or accumulate them under a 
common structure (construct a structured web by a night 
is impossible). So, we combine both traditional web 
mining model and semantic web mining model facilitated 
by a semantic agent for superior combination between 
well-structured semantic network and unstructured real 
world network situation which are shown in figure 2. The 
working procedure of this model is described below: 
 
1) The First Step: In the beginning, the user query 

request is being sent to the query processor through a 
query interface. The query processor is the 
subcomponent of the data server that processes user 
requests. 
 

2) The Second Step: The query processor calls various 
traditional query engines and side by side intelligent 
agent through the interface engine with user request 
parameters. Interface stop controller enables the user 
to shut down mining immediately if desired. A query 
engine [13] is a service that takes a explanation of a 
search request, evaluates and executes the request, 
and returns the results back to the caller. This service 
acts as an in-between layer between clients and the 
underlying data sources by interpreting search 
requests and shielding the clients from details on how 
to access the data sources. Traditional query engines 
return initial results to interface engine and results are 
sent to RDF database. RDF database store results in a 
structured way. 

 
3) The Third Step:  For agent based searching, an initial 

ontology should build and to construct this initial 
ontology various concepts about the objects of the 
web need to be gathered together. In most of the 

cases, specialized clustering algorithm [8] is used to 
gather data from the web. Ontology model merges 
knowledge of experts [8] in the environment to build 
an initial ontology. The ontology level will be 
warehoused in the ontology library system [8] for 
future levels usage. 

 
4) The Fourth Step:  When user request parameters are 

received by the agentfrom thee queryprocessorr 
through interface engine, agentchecks thee 
RDFdatabasee. If RDF database contains desired 
results by caching, agent directly sent results to user 
through interface engine. On the other hand, agent 
seeks out all possible relationships between user 
request and other web entities from ontology library 
and builds an ontology base with relational entities if 
desired results are not found in RDF database. 
 

5) The Fifth Step:  Ontology base contains all possible 
nodes related to user request collected by the agent 
and by acquiring knowledge from ontology base; 
resource acquisition module collects task related 
information from the web. But during the acquisition 
of data from the web a crucial problem arises that is 
arriving of irrelevant information because most of the 
data over the web is unstructured. The total model 
performance is mostly dependent on these data 
acquisition performance. 
 

6) The Sixth Step:  Resource nodes of the closest 
characteristics are detected and collected by resource 
acquisition module [8]. These nodes are being stored 
in the RDF database [8]. 
 

7) The Seventh Step:  Semantic web mining module [8] 
mines the data in RDF database for better output and 
outputs is being sent to agent. 

 
8) The Eighth Step:  To increase the relevance of result 

agent performs various filtering process over the 
outputs of the semantic web mining module. 

 
9) The Ninth Step:  In this final step, all the relational 

results will be sent to interface engine from RDF 
database by the agent. Result ranking engine used for 
ranking the results and after ranking results will be 
shown to the user by a result interface. The result is 
given to user exhibits all possible relational aspects 
from which user could get desired knowledge may be 
known or unknown. This process is very efficient 
when users don’t have a sufficient amount of data 
parameters to find desired output from the web. 
Instead of data mining, semantic web enables 
knowledge mining (knowledge acquisition) over the 
web. This is the main difference between web2. 0 
web mining and semantic web mining. 

IV. ONTOLOGY ACCESS BY SEMANTIC AGENT 

Ontology level contains all conceptual knowledge 
about the objects in the field and stores them into an 
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ontology library. When a user calls agent with some data 
parameters, agent starts to search the ontology to find all 
possible nodes related to user given parameters. This 
inquiry becomes possible because all the datasets are 
interlinked with each other and well defined in the 
semantic web. The agent gives the user a broad range of 
ability to choose what exactly he/she requires. Thus, users 
feel more comfortable to be facilitated by semantic web 
agent than web2. 0 search engine. 

A. A Simple Ontology Building 
We can construct any kind of ontology by using 

Protégé [7]. Here, we build a simple ontology named 
relation. Owl shown in figure 3 which has a class named 
people and under people some subclasses named Norbert, 
Jack, John, Irina and Edward.  

 

 
 

Figure  3. Relationships between entities shown in relation.Owl. 

The relationship between these five people is 
constructed by using various object properties.  

B. Agent Query 
   Ontology relation. The owl can be accessed by two 
simple queries- 
// Query for some property restrictions 
$query1= 'SELECT ?x ?y ?z ?a  WHERE  
(?x, rdfs:subClassOf,    ?y), 
(?y, owl:onProperty,     ?z), 
(?y, owl:someValuesFrom, ?a)'; 
// Query for all property restrictions 
$query1= 'SELECT ?x ?y ?z ?a  WHERE 
(?x, rdfs:subClassOf,    ?y), 
(?y, owl:onProperty,     ?z), 
(?y, owl:allValuesFrom, ?a)'; 

 
Figure 4. Relationships among all entities accessed by an agent from 

relation.Owl. 

   By executing these queries we can figure out all 
relationships among five people as shown in Fig  4.  
These relationships have always remained in RDF Triple 
format (Subject+ Relationship+ Object). Now, two types 
of user request could be found- 
 
1) Simple Knowledge Acquisition: User requires total 

information about Edward. Relationships with all 
possible nodes related to Edward could be detected 
by SPARQL filter query shown in Fig. 6. 

 

 
 

Figure  5.  Relationships of Edward with all possible entities in 
relation.Owl. 

 
Figure 6.  Relationships of all possible nodes with Edward accessed by 

an agent from relation.Owl. 

2) Unknown Knowledge Discovery:  Now, time for the 
complex query. Let us assume that a user wants to 
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know about the relationships between Edward and 
John. From Fig. 5 it is clear that there are no direct 
relationship between Edward and John. In these 
complex situations, agent find out the closest node 
related to both Edward and John. From Fig. 7 we can 
see that the closest node is Jack. Now, agent exhibits 
all possible relationships between Edward-Jack and 
Jack-John. From these relationships user would able 
find out the relation between Edward and John. Ash, 
Edward is the son of Jack and Jack is the brother of 
John according to Fig. 8, then the user could 
obviously find out that Edward is the nephew of John 
and inversely John is an uncle of Edward. 
 

 
Figure 7.  Relationships between Edward and John through jack in 

relation.Owl. 

 

Figure 8. Agent exhibits relationships to enable user knowledge 
discovery. 

V. CONCLUSION 

Successfully destination path discovery by the agent 
through ontology as per user request provides various 
facilities such as automation, artificial intelligence 
integration, machine to machine communication ability 
etc. By using these facilities, we offer web users 
knowledge mining instead of data mining. Due to various 
aspects of limitations, more complex real world dealings 
as agent to agent communication, synchronization among 
multiple agents, learning from the related information in 
environment by agents on its own etc. which is not 
discussed in this paper which will be the future work. 
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Abstract— Most of Web applications combines differents
services, features and contents in order to enable the
creation of new features and services. Such systems are
called mashups. One of the most popular kind of mashups
are the location ones that use geographic data to provide
functionalites to users. The RotaCerta is a location system
that uses the Google Maps and perform Natural Language
Generation to provide textual descriptions of routes between
two different locations. The great advantage of RotaCerta
is the use of points of interest (POI) to describe routes.
POIs help the user to understand and assimilate the route.
However, RotaCerta suffers from a several limitation: the
need for manualy updating of a POIs dataset. Such work
is exhausting, costly and greatly limits their use. Another
point to highlight is the poor linguistic variability of texts it
provides. In this work, we propose a mechanism to enable
automatic feeding of POIs and a corpus-driven approach to
enhance the linguistic variability of location mashups such as
RotaCerta. We adopt both manual and automatic generation
of new textual templates. In order to assess the quality of
the routes descriptions, we use TF-IDF and cosine distance
to calculate the similarity between descriptions of routes
created by human volunteers and descriptions generated
by the proposed approach. Route generation examples have
been performed for three different brazilian cities. We also
show that the text generated from the new template base is
more similar to the texts used by people when describing
routes if compared to Google Maps.

Index Terms— Mashups, Location Systems, Natural Lan-
guage Generation, Points of Interests

I. INTRODUCTION

THERE is a wide variety of mobile devices as mobile
phones, smartphones, tablets and PDAs supporting

alternative communication facilities such as WiFi, 3G and
GPS. Many applications make use of these technologies
in order to provide new services and features. One of
these services are location systems, which are used to
determine a user’s position on a map and route between
two geographic points. Google Maps1 is one of the most
popular location system. However, the routes descriptions
are far from the way people use to communicate. By
providing information about location of establishments,
people often make use of landmarks/reference (Points of
Interest - POI) to facilitate the assimilation of the route by
the concerned person. The sentence ”Go on The Street Y

1http://maps.google.com

and after passing by the Pharmacy X, turn on the right.”,
for instance, seems to be more intuitive than something
like ”Go on The Street northbound for 500 meters and
then turn right”. Coordinates and cardinal notion of dis-
tance are far more difficult for human understanding.

Some approaches in the concerned literature aim to
propose the inclusion of POIs on route suggestions in
order to improve the description for the user. One of these
systems is the GuiaMais2. Although it is quite similar
to Google Maps in defining routes, it allows for the
searching of POIs. The user provides the type of property
he/she is looking for, such as pizzerias, bars, restaurants
or shopping malls at a specific neighborhood, city or state.
The system returns a map of the area with several POIs
as requested. A great limitation of GuiaMais is that the
POI information is not incorporated into the description
of routes.

The system Already Talking Points [1] describes an
urban orientation system based on reference points. The
authors advocate the idea that a walking route may be
better presented with the aid of POIs. In addition to
include reference points in the descriptions of routes, the
system provides an vocal-enabled interface. This allows
its use primarily by the visually impaired. However, the
feeding of POIs should be done manually, which requires
enourmous effort and limits its usage.

Another system that uses POIs on its route sugges-
tions are proposed by [2]. The author emphasizes the
advantages of using POIs in the description of the routes,
both to provide confirmation that the user is going in the
right direction and also to facilitate the memorization of
routes. The system implements an algorithm that weights
references according to their characteristics in order to
select the points that can be more easily identified by
people. However, the basis of POIs only contains data
regarding Australia.

RotaCerta [3] incorporates information of POIs on
route suggestions. The system has its own built-in POIs
and uses techniques from Natural Language Generation
(NLG) along with the Google Maps API to describe
routes in a way similar to that used by people on a
day-to-day. Although its interesting results, the RotaCerta

2http://www.guiamais.com.br/
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suffers from problems of maintainability and updating
the database of POIs. The feeding of POIs database is
manually done, which considerably limits system scala-
bility. Another limitation to highlight is the low linguistic
variability of the text generated to describe the routes.

This paper extends the work of RotaCerta [3] along
three different axis: (i) proposal of an automated mech-
anism to update the POI database, (ii) improve the NLG
module in order to augment the linguistic variability of the
set of pre-defined templates that constitute the description
of the route and, finally, (iii) perform an assessment of
the quality of the generated text. The goal is to ensure
that the system can be used to generate more human-
like route descriptions to any place of interest. Unlike
the original work, our approach considers the integration
with the Google Places3 system, which consists of a
collaborative system for adding POIs of several countries,
and a new approach to associate POI to generated routes.
The approach used to enhance linguistic variability is
corpus-driven. A web page was created to allow the
collection of route descriptions provided by volunteers.
The extraction of new templates has been performed in
two different ways: (i) manually and (ii) automatically, by
the adaptation of the algorithm to generating paraphrases
described in [4] .

The remainder of this paper is organized as follows. In
Section II, we describe the background technologies used
to the system development: Mashups, Natural Language
Generation and Generation of Paraphrase-based data. Sec-
tion III presents implementation details and highlight the
differences to previous system. Performed experiments,
results and discussions are shown in section IV. Finally,
in Section V we conclude the work and discuss some
possible extensions and future investigations.

II. TECHNOLOGICAL BACKGROUND

A. Mashups

The term Web 2.0 is commonly associated with Web
applications that facilitate the sharing of information
interactively such as forums, Web sites, social networks,
blogs and mashups [5]. Although the concept of Web
2.0 suggest a new version of the World Wide Web,
this does not refer to any change concerning technical
specifications, but rather in the way that developers and
end-users use the Web [6].

Originally, the term mashup was used to describe mix-
ing or blending of two or more music tracks, commonly
used by DJ’s. In the context of Web, mashups are simply
a new way of developing applications by combining
services, features and content already available. Such
elements can be formatted as RSS feeds, XML and its
derivatives, HTML, Flash or any other type of graphics.

The mapping mashups are one of the most popular
forms of mashups. Its main feature is the use of maps,
usually used to determine routes between two points.
Based on an initial geographical reference (longitude

3http://code.google.com/apis/maps/documentation/places/

and latitude), these systems are able to describe a route
to a target location. The result of this application is
typically a graphical representation of the path and textual
description. Currently, 81.82% of mapping mashups make
use of the Google Maps API [7]. The availability of such
an API [8] can be seen as a major factor for such indices
[3].

Among the services provided by Google Maps API, can
be highlighted: (1) the creation of paths based on source
and destination addresses using the Google Directions, (2)
calculate the distance between two points, (3) information
of latitude and longitude, (4) coordinates of a given
address through the Reverse Geocode, and (5) detailed
information of a specific point such as street name,
number, city, neighborhood, zip code and country.

B. Natural Language Generation

Natural Language Generation (NLG) is a field of Ar-
tificial Intelligence that addresses computational systems
able to produce understandable texts in a particular human
language, starting from non-linguistic data. NLG systems
use knowledge about language and the application domain
to automatically produce documents, reports, and other
[9].

Figure 1 gives an example of a system for generating
natural language descriptions of weather events from daily
meteorological records [10]. Note that from daily records
of temperature and rainfall it is possible to produce textual
summarization of climatic events occurred in the month.
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Figure 1. NLG system example

The final text of an NLG pipeline should meet the
following features: (1) be linguistically correct, (2) clearly
convey the information input, (3) respond to the proposal
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for which it is being generated, and (4) appear fluent
enough to avoid a mechanical communication [11]. An-
other aspect that can be taken into account is the generated
text format. This can be raw text or include more so-
phisticated formatting elements to meet specific interface
requirements, HTML, VXML, LaTeX, and others.

NLG systems is usually classified into 03 (three)
categories (in decreasing order of complexity): (1) use
of preprogrammed responses (canned text), (2) use of
standardized sentences (template) and (3) phrase-based
text generation. Each of these differ by their complexity
and flexibility of results [11].

The basic idea behind canned text is to associate to each
possible systems response at a given context, an answer
in natural language. This method is satisfactory when it
provides a small number of answers. As the number of
system settings increases, this technique tends to become
impracticable due to the huge amount of combinatory
results [3].

NLG systems based on templates map the input data
to a linguistic structure [12]. This linguistic structure may
contain gaps or slots. The output result is obtained when
all slots are filled or replaced by the language structures
that do not have slots [13]. Suppose we want a system
based on NLG templates be able to generate sentences
to a train station. The description of such system can be
seen in [12] and can start from a semantic representation
informing that the train 306 leaves Aberdeen at 10:00
AM:

Departure(train306, locationabdn, time1000),

which is directly associated with a template such as:

[train] is leaving [town] now

The slots represented by [train] and [town] are filled by
relevant information obtained from a table. This template
is used only when the time said (10:00 AM) is close to the
announcement message. Other templates should be used
to create ads for the past or future.

Phrase-based text generation use an indirect mapping
between input data and linguistic form. Such systems take
as input a semantic representation of data. This is then
subject of successive transformations until a linguistic
structure is produced. Various system components can
operate on this NLG defining, for instance, that 10:00
AM is the estimated time for the ad to be displayed
and thereby transforming the input into an intermediate
representation such as follows:

Leavepresent(traindemonstrative, Aberdeen, now)

It is possible to note that the lexical items were
determined when the linguistic morphology was still
missing. This intermediate representation, in turn, can be
transformed into an appropriate sentence such as:

This train is leaving Aberdeen now

The details of the sentence may vary. Such systems
may contain several intermediate representations.

C. Paraphrase generation based on data

The paraphrase is usually considered a way for preserv-
ing meaning. If we are dealing with a essentially linguistic
textual form, then we can say that the text A and B are
paraphrases of each other, if both texts A and B have the
same meaning [14]. In other words, the paraphrase is an
alternative way of rewriting a text in the same language,
without losing the semantic content of the original text.

Paraphrases may exist at the level of words, also known
as lexical paraphrase, in which the most common are syn-
onyms, for example, (car, automobile) and (dog, puppy).
The hypernym is another example of lexical paraphrase.
In this case, a word is more general or specific than the
other, as in the examples (shoes, boots) and (fruit, orange).

Paraphrasing is also present at the level of sentences,
as in the examples (I finished my work, I finished my
task). At this level, it is possible to generate paraphrases
by simply replacing one or more words in the original
phrase by others with the same meaning.

The concept of distributional similarity, extremely pop-
ular technique used in the generation of paraphrase, states
that words or phrases that share the same distribution
- the same set of words in the same context in a set
of texts written in a language that serves as a database
for linguistic research (corpus) - tend to have similar
meanings [15]. A commonly used model for calculating
the similarity is the N-gram model.

The N-gram model aims to compute the probability of
finding a word W given a history H, or P (W | H). Such
assumption that the probability of a word depends only
on the previous word is called Markov assumption [16].
Markov models are a class of probabilistic models that
assume that we can calculate the probability of any future
unity using only the near past. We can generalize the
Bigram (which takes into account only one word history)
for Trigram (which takes into account two word history)
and thus for the N-gram (which takes into account N - 1
words of the history).

As an example of an N-gram model, suppose that a
history H is the sentence ”Please turn off your mobile”
and we want to compute the probability that the next word
is phone:

P(phone | Please turn off your mobile).

The number of parameters needed to calculate this
probability increases exponentially with the number of
words in the history H. For the above example we have
the following N-gram models:

• Unigram: P(phone)
• Bigram: P(phone | mobile)
• Trigram: P(phone | your mobile)
The algorithm of Pasca and Dienes [17] uses as input

corpus a vast collection of Web documents retrieved from
Google search engine. First, all n-grams of a specific
type for each sentence are computed. Next, a set of
anchors (distribution) of each sentence is created and
the tuple (Anchors, phrase) is then stored in a list. A
count of how many anchors are shared for each pair of
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sentences is also done. As in the case of distributional
similarity, the greater the number of anchor phrases that
are common to two candidates, the greater the likelihood
that they paraphrases each other. Finally, the resulting list
of paraphrases undergoes a filter in order to eliminate
those that are less likely to be similar.

Lin and Pantel [4] discuss how to measure the distri-
butional similarity through paths in dependency trees to
induce generalized paraphrases templates as:

X found an answer to Y ⇔ X solves Y

A dependency relationship is an asymmetric binary
relation between a word called ”head” and another word
called ”modifier”. The structure of a sentence can be
represented by a set of dependency relationships in a
tree structure. A word in this phrase may have various
modifiers but, often, each word is the modifier of just
another word. The root of the dependency tree does not
modify any other word. Figure 2 shows the dependency
tree generated for the sentence ”Mary found an answer to
the problem”. Arrows represent a dependency relationship
between the head and the modifier whereas the name
above them indicates the type of relationship found [4].

Maria encontrou uma resposta para o problema.

Objeto

Sujeito

Complemento Nominal

Determinante Determinante

Figure 2. Example of a Dependency Tree

In a dependency tree there are two types of semantic
relationship: (i) the direct and (ii) indirect. A direct
relationship is represented by the arrows in the figure
above (links) and the indirect relationship is represented
by a path that connects two words. This path is defined
by concatenating dependency relationships with the words
found throughout these, excluding the ends. For the
sentence of figure 2, the path between words ”Mary” and
problem” is represented as follows:

N:sujeito:V← encontrou → V:objeto:N → resposta → N:para:N,

which means ”X found an answer to Y”. The words at
the extremities of the phrase are called slots that are filled
with path context. For example, the slots X and Y of the
template extracted from the path above could be filled
with the words ”Mary” and ”problem”, respectively.

Hypothetically, if two paths connecting the same set of
words they tend to be similar. Lin and Pantel [4] extend
the distributional hypothesis: if two paths tend to occur in
similar contexts, thus their meanings tend to be similar.

In order to compute the similarity of the extended
distributional hypothesis, it is necessary to compute the
frequencies of all paths within the corpus and the words
that fill their slots. For each instance of a path P which
connects two words W1 and W2, the frequency counter
is incremented for both triples (P, SlotX,W1) and
(P, SlotY,W2), where (SlotX,W1) and (SlotY,W2)

are called characteristics of P . The more characteristics
two paths divide, more similar they are. It uses a hash
table to accumulate the frequency of all features for the
whole set of paths extracted from the corpus. Essentially,
two paths are similar if there is a large number of in
common features. [4].

The relationship of mutual information between a path
slot and a word that fills it can be computed by:

mi(p, Slot, w) = log

(
|p, Slot, w| × |∗, Slot, ∗|
|p, Slot, ∗| × |∗, Slot, w|

)
(1)

The similarity between a pair of slots (s1, s2) is defined
as:

sim(s1, s2) =

∑
w∈T (p1,s)∩T (p2,s)

X + Y∑
w∈T (p1,s)

X +
∑

w∈T (p2,s)
Y

(2)

where X = mi(p1, s, w) and Y = mi(p2, s, w). The
similarity between a pair of paths is defined as the
geometric mean of the similarities of the slots, such as:

S(p1, p2) =
√

sim(SlotX1, SlotX2)× sim(SlotY1, SlotY2)
(3)

The performance of such algorithm is strongly tied to
the type of the word that is associated with the root of
the extracted path. For example, whereas the verbs tend
to have various modifiers, nouns usually do not have
more than one. However, if a word has less than two
modifiers, it cannot be root for a path. As a consequence,
this algorithm tends to perform better for paths whose
regards verbs.

III. THE ROTAFACIL SYSTEM

RotaFacil is an extension of a location mashup system
called RotaCerta [3]. The main goal is to automate
the updating mechanism of POIs database and improve
linguistic variability of templates. It is proposed the use
of a collaborative basis of POIs and a corpus-driven
approach for template generation to achieve such goals.
These tasks are described in the following sections along
with a detailed overview of system’s architecture.

A. System’s architecture

The system architecture consists of three modules:
(1) Route Generator (GRotas), (2) Reference Generator
(GRef) and (3) Text Generator (GText).

The GRotas aims to find a path that connects the origin
and destination points and select points along the path so
that a pre established minimum distance md is preserved.
This module uses Google Directions API4.

The GRef has the following functions: (1) obtain ref-
erence points for each route point found by GRotas, (2)
find addresses for these points, (3) associate the points to

4http://code.google.com/apis/maps/documentation/directions/
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the route points, (4) eliminate the useless references and
(5) generate an XML file containing all this information.

The GText is responsible for building linguistic textual
description for the suggested route. This module consists
of two components, namely: (1) the natural text generator
and (2) the templates dataset.

Communication among these modules is done by
means of XML files that store information of the route
and reference points.

Next, we describe the extension of the modules GRef
and GText. In the first, RotaCerta’s original POI base has
been replaced by the collaborative base Google Places.
In the second, an approach based on the paraphrases
generation have been applied in order to improve the
linguistic variability of the generated routes.

B. Automatic feeding of POI database

The GRef is responsible for reviewing the generated
route by GRotas and associate to each route point a set
of POIs extracted from Google Places.

However, using a collaborative approach leads us to an
important issue: how to select the appropriate POI? We
have adopted a set of constraints in order to determine
if such a POI is useful or not to the route description.
The first constraint consists of selecting the references
according to a distance X to the point in question. This
procedure eliminates remote routes that do not provide an
information gain for the textual description. In our exper-
iments, we have empirically defined X = 50(meters).
Another important constraint is that only commercial or
residencial establishments are valid POIs; neighborhood
streets, avenues and parks are not considered. Finally,
references that are not at the same address of both points
to which they have been attached are also desregarded.

C. Enhancing linguistic variability of templates

A Web application has been developed so to provide a
pre-defined set of six different visual routes of Aracaju/SE
city, Brazil. Volunteers were then asked to provide a
textual description for each route, as if they were guiding
someone else. These descriptions constitute the corpus of
routes used in the creation of the templates. The set of
POIs provided by the GRef module was available, so the
volunteer could use it to enrich the textual description.

61 route descriptions have been obtained. 36 descrip-
tions have been selected to compose the generation set.
The remaining 25 descriptions have been used to evaluate
the quality of route descriptions generated by the system.
We have defined two different approaches to create the
system’s set of templates: (1) manual definition and (2)
automated generation of templates.

It is worth point out that RotaFacil works with tem-
plates and routes in Brazilian Portuguese language. Thus,
examples of route descriptions and templates presented
in this paper is in Portuguese language. In some sections
we provide the English version of the example in order
to favor reading and understanding facilities.

Manual extraction of templates

The first method used to identify templates for route
descriptions is to manually identify patterns of textual
descriptions in the corpus. A pre-processing stage is
performed in order to solve eventual grammatical issues.
Next, we perform the marking process of the texts,
highlighting core data such as street names, avenues and
reference points. The purpose of marking is to facilitate
recognition of description excerpts that could be used as a
template. Figure 3 illustrates such manual process of ex-
tracting templates from a route description in Portuguese
language. The name of avenues and streets, the points of
interests and templates are highlighted.

O senhor vai seguir até o fim dessa rua, que é a R. Frei
Paulo, chegando na R. Rafael de Aguiar, você irá pegar
a esquerda e seguir até a D&E Locação de Veı́culos,
entrando à esquerda na Av. Dr. Edésio Vieira de Melo.
Você passará pela AC Assessoria Contábil, depois
dela são mais 8 ruas até chegar à Av. Hermes Fontes.
Cruza a avenida, passando pela Eletrônica Xique, e
irá entrar na primeira rua à direta, que é a R. Zaqueu
Brandão. Em seguida, entra na primeira rua à esquerda,
segue pela Av. Augusto Maynard, e quando você passar
pelo O Blazer, entra na próxima rua à direita. Entra
na Av. Gonçalo Rolemberg Leite, passa pelo Centro
de Ortodontia Dr. Paulo Soares e quando chegar no
Bobs Aracaju, vira à esquerda na Av. Anı́zio Azevedo,
passa pela Fisioline Serv Fisioterapêuticos e vai
entrar na rua da Feeling, que é a R. Homero Oliveira.
A casa dela vai estar na próxima rua após a Seccaf,
que é a R. Cristóvão de Barros.

Label:
Street and Avenues Names
Points of Interest
Templates

Figure 3. Manual extraction of templates uses highlight marks.

It is possible to note that names of streets, avenues and
reference points have been replaced by the two specific
slots [STREET] and [POI]. These slots are essential
to NLG component of the system. Table I shows the
transformation of templates identified from the corpus and
those used by the RotaFacil system.

For clarity, Table II shows the English version of the
templates for the considered example.

Automatic extraction of templates

For automatic extraction of templates, we have pro-
posed an adaptation of the algorithm of Lin and Pantel
[4], for generation of paraphrases. The adapted version of
the algorithm is described below.

The algorithm takes as input the dependency trees
generated from the corpus of route descriptions.
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TABLE I.
THE RESULT FOR THE MANUAL GENERATION OF TEMPLATES

(EXAMPLES IN BRAZILIAN PORTUGUESE LANGUAGE)

Potential Template New Template
Pegar esquerda
e seguir até a

D&E Locação de Veı́culos

Pegue à esquerda e siga
até o [POI]

Quando você passar pelo
O Blazer, entra na

próxima rua à direita

Quando você passar
pelo [POI], entre na

próxima [STREET] à direita
Quando chegar no

Bobs Aracaju, vira à esquerda
na Av. Anı́zio Azevedo

Quando chegar no [POI],
vire à esquerda na [STREET]

A casa dela vai estar
na próxima rua

após a Seccaf, que é
a R. Cristóvão de Barros

O seu destino estará
na próxima rua

após [POI], que é a [STREET]

Entrar na rua da Feeling,
que é a R. Homero Oliveira

Entre na rua da [POI],
que é a [STREET]

TABLE II.
THE RESULT FOR THE MANUAL GENERATION OF TEMPLATES

(EXAMPLES IN ENGLISH)

Potential Template New Template
Pick up left

and follows the
D & E Car Rental

Pick up left
and follows the

[POI]
When you go through
O Blazer, enter the

next street on the right

When you go through
[POI], enter the

next [STREET] on the right
When you arrive at

Bob’s Aracaju, turn left on
Anı́zio Azevedo Avenue

When you arrive at
[POI], turn left on

[STREET]
Her house will be on

the next street after Seccaf,
which is

Cristóvão de Barros Street

Her house will be on
the next street after [POI],

which is [STREET]

Enter the street
where it is located

Feeling Shop, which is
Romero Oliveira Street

Enter the street
where it is located

[POI], which is
[STREET]

Algorithm 1: Lin and Pantel Algorithm Adapted
Data: List of dependency trees for the corpus

(ArvDep)
Result: List of similarities between the paths found

in each dependency tree
foreach tree ∈ ArvDep do

Paths← FindPath(tree)
Remove of Paths all path with less than 3
words

end foreach
foreach pi ∈ Paths do

Sim← SimilarityCalculus(pi, pi+1)
if Sim > 70% then

Similarityi,i+1 ← Sim
Adiciona Similarityi,i+1 na
SimilarityList

end if
end foreach
Return SimilarityList

Given the dependency trees as input, all the paths (in-
direct semantic relationships) with less than three words
are removed. Next, we calculate the similarity between all

remaining paths by means of Lin and Pantel methodology.
Finally, for best results, just the paths with similarity
values greater than 70% are considered. For results with
more than three words SlotX has been removed.

In order to illustrate the application of the algorithm,
let’s consider the description of the route presented in
Figure 4. The first step is to extract the dependency tree
of this description. For this, we use the tool proposed in
[18].

Vire a primeira à esquerda, siga até a Avenida Dr.
Edésio Vieira de Melo. Lá, você deve virar para a
esquerda novamente. Siga reto e pegue a primeira à
direita depois da Av. Hermes Fontes. Logo em seguida,
pegue a primeira à esquerda. Quando chegar na Av.
Gonçalo Rolemberg Leite, vire à direita e siga reto até
a Av. Anı́zio de Azevedo. Nessa, vire à esquerda e siga
até a Rua Homero de Oliveira, que é primeira depois
da Av. Acrisio Cruz. Ao final do segundo quarteirão
você chegará ao seu destino.

Figure 4. Route description from corpus

The dependency tree is thus provided as input to the
algorithm described above. Finally, a set of templates is
automatically generated as shown in Figure 5. Again, we
present the templates in both Brazilian Portuguese and
English for clarity.

Siga até o → Siga até o [POI]
Fallow up → Fallow up [POI]

Vire depois de → Vire depois do [POI]
Turn after → Turn after [POI]

Siga até passando → Siga até [STREET] passando [POI]
Follow up through → Follow up [STREET] through [POI]

Figure 5. Automatically extracted set of templates, using the adapted
algorithm.

IV. EXPERIMENTS AND RESULTS

Experiments have been divided into two parts. The
first part shows how the automatic POI base updating
mechanism of RotaFacil solves the huge limitation of
RotaCerta’s, thus enabling the utilization of POIs for
whatever intended Brazilian city in the generation of
route descriptions. Different paths for three different
cities in Brazil have been generated: Aracaju/SE, Belo
Horizonte/MG and Porto Alegre/RS. The second part of
experiments aims to evaluate the quality of the text gen-
erated by RotaFacil. At this stage we use the similarity of
texts based on TF/IDF to compare the route descriptions
generated by RotaFacil to the set of route descriptions
provided by volunteers and stored as test set. The results
of these experiments are presented below.
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A. The POI collaborative dataset
City 1: Aracaju/SE

Figure 6 illustrates a route generated in the city of Ara-
caju/SE. The route includes the ordered streets Lagarto
and Lorival Chagas. The landmarks between the points
A and B represent the POIs selected for this route.

Figure 6. Screenshot of RotaFacil system for the route in Aracaju/SE

Figures 7 and 8 show the text generated by Google
Maps and the RotaFacil, respectively, for the route of
Figure 6. Names in italics represent the descriptions of
streets and avenues, and the names in bold represent the
POIs selected by the system for the route in question.

Google Maps route description
(Aracaju/SE)

1. Siga na direção sul na R. Lagarto em direção à Av.
Barão de Maruim
2. Vire à direita na Av. Pedro Paes Azevedo
3. Continue para Av. Mariquinha Seixas Dorea
4. Faça um retorno
5. Pegue a primeira à direita em R. Lourival Chagas

Figure 7. Google Maps route description for Aracaju/SE

Note that the textual description provided by RotaFacil
(Figure 8) provides a significant amount of references
present in the path that allow the user to evaluate the
correctness of his/her displacement at every moment.

For example, if we analyze the description number
13 of RotaFacil: ”Arrive at destination that is close
to Marlange Hairdressers in Lourival Chagas Street”
(translated into English), it is more informative than the
corresponding description in google maps (description
number 5: Take the first right in Lorival Chagas Street”).

City 2: Belo Horizonte
Figure 9 illustrates a route in the city of Belo Hori-

zonte/MG. The chosen path is located between Falcatas

RotaFacil route description
(Aracaju/SE)

1. Siga na direção sul na R. Lagarto em direção à Av.
Barão de Maruim
2. Passe por Cardio Imagem na R. Lagarto
3. Passe por Odonto Consultórios Odontológicos na
R. Campos
4. Passe por INTERDATA SOLUES EM AU-
TOMAO na Av. Augusta Maynard
5. Vire na R. Const. João Alves próximo a AS
Cosméticos
6. Vire à direita na Av. Pedro Paes Azevedo
7. Continue pela Av. Pedro Paes Azevedo passando por
UPSIDE COMUNICAÇÃO E GRÁFICA LTDA
8. Continue pela Av. Pedro Paes Azevedo passando por
Pronto Socorro Espiritual Bezerra de Menezes
9. Siga pela Av. Mariquinha Seixas Dorea
10. Continue pela Av. Mariquinha Seixas Dorea pas-
sando por EV Projetos e Consultoria LTDA
11. Continue pela Av. Mariquinha Seixas Dorea pas-
sando por SELMA ATELIÊ DE COSTURA
12. Passe porMarlange Cabeleireiros na R. Lourival
Chagas
13. Chegue no destino que fica próximo à Marlange
Cabeleireiros na R. Lourival Chagas

Figure 8. RotaFacil route description for Aracaju/SE

Street and Federal University of Minas Gerais, at Antonio
Carlos Avenue.

Figure 9. Screenshot of RotaFacil system for the route in Belo
Horizonte/MG

Again, we present both textual descriptions. In Fig-
ure 10, the text generated by Google Maps and Figure 11,
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the text generated by RotaFacil with POI information
highlighted in bold. Both textual descriptions are for the
route shown in Figure 9.

Google Maps Route Description
(Belo Horizonte/MG)

1. Siga na direção leste na Alameda das Falcatas em
direção à Alameda dos Coqueiros
2. Vire à direita na Alameda das Latânias
3. Pegue a primeira à esquerda para pegar a Avenida
Coronel José Dias Bicalho
4. Pegue a primeira à direita em Avenida Presidente
Antônio Carlos

Figure 10. Google Maps route description for Belo Horizonte/MG

RotaFacil Route Description
(Belo Horizonte/MG)

1. Siga em direção do New Commerce TI Ltda na
Alameda das Falcatas
2. Vire à direita na Alameda das Latânias
3. Passe por Pierrot Fantasies na Avenida Coronel
José Dias Bicalho
4. Continue pela Avenida Coronel José Dias Bicalho
passando por Comercial Pandoro Ltda
5. Passe por Colégio Brasileiro de Medicina Estática
na Rua Leopoldino dos Passos
6. Chegue no destino que fica próximo a CPEJr -
Consultoria e Projetos Elétricos Júnior na Avenida
Presidente Antônio Carlos

Figure 11. RotaFacil route description for Belo Horizonte/MG

This example clearly shows how the RotaFacil can
assist in reading the description of the route. If we look
at the description number 1, the text provided by Google
Maps (in english: ”Go east on Alameda das Falcatas
Street toward the Alameda dos Conqueiros Street”), we
notice the allusion to cardinal points (east) in order to
guide the user. Unfortunately, identifying the east in an
urban environment, it is not always a simple task. The
RotaFacil provide, for the same description, information
from reference point in order to facilitate the user’s task.
Translating the description RotaFacil 1 for English, we
have: ”Head towards the New Commerce IT Ltd in
Alameda das Falcatas Street”, where ”New Commerce
IT Ltd” is a known commercial establishment, used as
POI.

City 3: Porto Alegre/RS

Figure 12 illustrates a route in the city of Porto Ale-
gre/RS. The chosen path is located between two important
known city locations: the Estadio Olimpico de Futebol
and the Estadio de Futebol Beira Rio.

Figure 12. Screenshot of RotaFacil system for the route in Porto
Alegre/RS

The text generated by the query to Google Maps is
shown in Figure 13 and the text generated by RotaFacil
is described in Figure 14:

Google Maps Route Description
(Porto Alegre/RS)

1. Siga na direção noroeste na Avenida Coronel Gastão
Haslocher Mazeron em direção à Rua Catão Coelho
2. Vire à esquerda na Rua José de Alencar
3. Vire à direita na Avenida Borges de Medeiros
4. Faça um retorno na Avenida Praia de Belas
5. Continue para Avenida Padre Cacique. O destino
estará à direita.

Figure 13. Google Maps route description for Porto Alegre/RS

The chosen example concerns a route with much more
guiding details.

Google Maps description only considers the names of
the avenues. However, the avenues have several points
of reference that help the user to verify he/she following
the right path. For example, the José de Alencar Street
referenced by Google Maps in the description of number
2 (in english: ”Turn left at José de Alencar Street”) is
described in RotaFacil with a set of reference points such
as the description of number 13 (in english: ”Turn on José
de Alencar Street which is near of SIDI medical clinic”).

B. Assessing the quality of generated text

In this section, we present the results of the evaluation
of the quality of texts generated by RotaFacil using both
template generation approaches: (i) automatic extraction
(RotaFacil AT) and (ii) manual creation (RotaFacil MA).
By hypothesis, it is assumed that the RotaFacil MA
produces texts that are more similar to the corpus if
compared to RotaFacil AT system which is, in turn,
assumed to have greater similarity to Google Maps. In
other words, the hypothesis is that the generation of routes
in natural language using manually built templates is the
closest to the way people usually guide other people to
move between different points of a city.
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RotaFacil Route Description
(Porto Alegre/RS)

1. Siga em direção do Mini Mercado Sto. Antonio na
Avenida Dr. Carlos Barbosa
2. Continue pela Avenida Dr. Carlos Barbosa passando
por Mini Mercado Sto. Antonio
3. Continue pela Avenida Dr. Carlos Barbosa passando
por Massolin de Fiori Societa Taliana
4. Continue pela Avenida Dr. Carlos Barbosa passando
por FGTAS-Fundação Gaúcha do Trabalho e Ação
Social
5. Siga pela Avenida Cascatinha - Medianeira
6. Passe por Alemão Lanches na Avenida Cascatinha
7. Vire à esquerda na Rua José de Alencar
8. Siga pela Rua José de Alencar
9. Continue pela Rua José de Alencar passando por
José Ernesto Azzolin Pasquotto
10. Siga pela Rua Gonçalves Dias - Menino Deus
11. Passe por Berçário e Escola de Educação Infantil
Beija-flor na Rua Dr. Oscar Bittencourt
12. Passe por Farol na Rua Grão Pará - Menino Deus
13. Vire na Rua José de Alencar próximo a SIDI-
Serviço de Investigação Diagnóstica
14. Vire à direita na Avenida Borges de Medeiros
15. Siga pela Avenida Borges de Medeiros
16. Siga pela Viaduto Pedro - Praia de Belas
17. Siga pela Avenida Borges de Medeiros
18. Siga pela Avenida Padre Cacique
19. Continue pela Avenida Padre Cacique passando por
Armazém do Sabor
20. Chegue no destino que fica próximo a Zé Pneus
na Avenida Padre Cacique

Figure 14. RotaFacil route description for Porto Alegre/RS

The quality measurement of the RotaFacil system has
been made by comparing the generated descriptions to
the texts of the test set. This is done by computing
the similarity between texts. For that, we have used the
statistical measure Term Frequency - Inverse Document
Fequency (TF-IDF). TF-IDF is a value that represents
how a word is relevant for such a document in regards to
a collection (corpus). This importance increases propor-
tionally with the number of times the word appears within
the document and decreases according to the frequency
of the word throughout the collection [19].

TF (term frequency) corresponds to the number of
times the term occurs in the document normalized ac-
cording to the document size and is calculated by:

tfi,j =
ni,j∑
k nk,j

(4)

where ni,j is the number of occurrences of the term i
in the document j and the denominator is the number of
occurrences of all terms in the document j.

The IDF (Inverse Document Frequency) evaluates the
importance of the term in the collection and is given by:

idfi = log
|D|

|{dj : ti ∈ dj}|
(5)

where |D| is the total number of documents in the corpus
and |{dj : ti ∈ dj}| is the number of documents where the
word ti appears. The TF-IDF is calculated by multiplying
the equations 4 and 5, such that:

tfidfi,j = tfi,j ∗ idfi (6)

Each term within a document is associated to a weight
given by the value TF-IDF, computed for the whole
corpus. Then, each document (d) is represented by a
vector (−→v ) of real numbers concerning the weights TF-
IDF of its terms. Given two documents d1 and d2, the
similarity between them is given by:

simCos(d1, d2) =
−→v (d1).

−→v (d2)

|−→v (d1)||−→v (d2)|
(7)

where −→v (d1) e −→v (d2) are the term vectors of documents
d1 and d2, respectively.

We have provided 6 route descriptions using the points
of origin and destination described in Table III. These
routes were the same used for the generation of the
corpus. Since each route has more than one description
within the corpus, the texts of RotaFacil have been
compared with each of these descriptions.

TABLE III.
TYPES OF MAP DESCRIPTIONS

Route Source Address Destination Address
A Rua Geru Rua Aquidabã
B Rua Ananias de Azevedo Rua Ns. Sra. das Dores
C Rua Frei Paulo Rua Cristóvão de Barros
D Rua Lúcio Mota Rua Moacir Wandeley

E Rua Manoel Eculides
de Oliveira Rua João Vitor de Matos

The test set consists of 6 descriptions of type A, 5
descriptions of type B, 6 descriptions of type C, 6 de-
scriptions of type D and 2 descriptions of type E, totaling
25 route descriptions. Obviously, route descriptions have
been compared within its particular type (same source and
destination addresses).

Tables IV, V, and VI show the results of similarity to
Google Maps, RotaFacil MA and RotaFacil AT, respec-
tively, when compared with the descriptions of test set.

TABLE IV.
SIMIALRITY BETWEEN GOOGLE MAPS AND THE TEST SET

Route 1 2 3 4 5 6 Average
A 0,01 0,008 0,03 0,02 0,02 0,02 0,02
B 0,10 0,02 0,05 0,01 0,05 - 0,04
C 0,03 0,08 0,11 0,16 0,12 0,01 0,08
D 0,07 0,16 0,09 0,10 0,03 0,12 0,09
E 0,01 0,03 - - - - 0,02

Table VII shows the comparative result between
RotaFacil MA, the RotaFacil AT and Google Maps. As
seen earlier, each route type has different amounts of
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TABLE V.
SIMIALRITY BETWEEN ROTAFACIL MA AND THE TEST SET

Route 1 2 3 4 5 6 Average
A 0,05 0,13 0,15 0,08 0,03 0,17 0,10
B 0,18 0,08 0,07 0,02 0,20 - 0,11
C 0,08 0,07 0,08 0,10 0,12 0,06 0,08
D 0,09 0,17 0,11 0,14 0,12 0,15 0,13
E 0,02 0,05 - - - - 0,03

TABLE VI.
SIMIALRITY BETWEEN ROTAFACIL AT AND THE TEST SET

Route 1 2 3 4 5 6 Average
A 0,04 0,07 0,05 0,10 0,01 0,06 0,06
B 0,14 0,03 0,10 0,03 0,20 - 0,10
C 0,03 0,04 0,14 0,13 0,13 0,10 0,10
D 0,12 0,19 0,15 0,16 0,10 0,12 0,14
E 0,08 0,04 - - - - 0,06

descriptions. In order to compare the systems with each
other, the weighted average has been calculated according
to the number of descriptions of each route.

TABLE VII.
RESULT OF COMPARISON BETWEEN GOOGLE MAPS, ROTAFACIL

MA AND ROTAFACIL AT

Route Google Maps RotaFacil MA RotaFacil AT
A 0.021 0.105 0.06
B 0.049 0.114 0.104
C 0.089 0.088 0.101
D 0.097 0.133 0.143
E 0.026 0.038 0.065

Weighted
Average 0.062 0.104 0.099

From the comparison of RotaFacil MA and Google
Maps, we see that RotaFacil MA had a weighted average
of 10.42% whereas Google Maps achieved 6.2%. It means
that the route descriptions generated by the RotaFacil MA
is on average 68.64% more similar to the routes generated
by people in comparison to Google Maps.

From the comparison of RotaFacil AT and Google
Maps, we note that RotaFacil AT had similar performance
to that of RotaFacil MA: 9.93% compared to 6.2% of
Google Maps, which means 60.16% higher.

We have noticed no significant difference between
RotaFacil MA and RotaFacil AT, which points out that
the RotaFacil AT is the better choice for the generation
of templates due to the lack of need to manually create
the identify and extratct the templates from corpus.

V. CONCLUSION

In this paper, we presented the mashup location system
RotaFacil. RotaFacil provides natural language descrip-
tions of route, considering Points of Interest (POI). We
detail its automated mechanism for automatic feeding of
the POI database system and two different approaches for
the creation of language templates from a corpus of route
descriptions provided by volunteers. A first approach is to
manually identify common patterns of text. The second
approach is an adaptation of an algorithm for generating

paraphrases and enables the automatic identification of
such patterns, thus lowering human effort.

The POI base updating mechanism has proved to be
effective for generating natural route descriptions regard-
less of region and independent from human intervention.
We present examples for three different brazilian cities.

The corpus-driven approach to provide liguistic tem-
plates in support of generation of route descriptions
has shown good results. The set of templates has been
improved both quantitatively and in terms of linguis-
tic variability. The quality of generation provided by
RotaFacil was evaluated by measuring the similarity of
generated route descriptions with a test set containing tex-
tual descriptions of same routes provided by volunteers.
Experiments have shown that both manual and automatic
approaches to creation of linguistic templates, proposed
in this paper, lead to generation of route descriptions
much closer to the way people actually orient others and
themselves in their way if compared to Google Maps.

Once the results has shown no significant difference
between both approach, we conclude that the automatic
approach for creating linguistic templates should be pri-
oritzed, since it considerably reduces human effort.

A known limitation is that although both mechanism for
POI base updating and automatic generation of template is
language independent, current version of RotaFacil cannot
provide route descriptions in any language other than
Portuguese. We are working to extend its template base
to other languages.

A mobile version of RotaFacil which takes GPS data
of user’s current location is also being considered.
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