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Abstract

The use of outline shape in recognizing objects was investigated in four experiments.  In Experiment 1, subjects
matched a shaded image to either another shaded image or a silhouette.  In Experiment 2, subjects initially named
shaded images; later they named either shaded images or silhouettes.  Performance in both experiments was predicted by
changes in the outline shape of the stimuli. The same matching (Experiment 3) and priming (Experiment 4) paradigms
were then used to investigate recognition with objects that were rotated between presentations so as to change the outline
shape of the object.  Recognition was predicted by changes to outline shape.  These results place constraints on models of
object recognition, and are most compatible with viewpoint-dependent models of recognition.
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Because we are mobile organisms and live in a three-dimensional world, the ability to compensate for changes in
viewpoint is a crucial aspect of our ability to recognize objects.  When the observed viewpoint of an object changes, we
usually judge that the new visual stimulus corresponds with the previously observed object, rather than corresponding
with an entirely new object.  Recently, a number of different researchers have proposed competing explanations for visual
compensation across changes in viewpoint.  These theories are typically conceived as being divided into  viewpoint-

 invariant  and   viewpoint-dependent  classes (e.g., Biederman & Gerhardstein, 1995; Hummel, 1994a; Tarr & Bülthoff,

1995).  A theory is said to be viewpoint invariant if it predicts no cost to recognition across a rotation in depth; theories
that propose costs to recognition with changes in viewpoint are considered to be viewpoint dependent. Examples of these
theories are discussed below.  In many ways, however, the dichotomy presented between viewpoint-invariant and
viewpoint-dependent models of recognition is a false one.  Rather than being two qualitative categories, these theories
can be considered as different points of a single continuum.  In general, viewpoint-invariant theories propose that
recognition does depend on viewpoint to some extent, because single representations normally encode only some
viewpoints of an object; a number of representations may be needed to cover all possible views of the object.  Similarly,
viewpoint-dependent theories of recognition do not necessarily propose that all changes in viewpoint will lead to a cost
in recognition performance.  There may be some changes to the stimulus, such as small rotations or mirror-reflections,
that can be captured with a viewpoint-specific representation.  Thus, the issues addressed by object recognition
experiments are not so much whether a change in viewpoint will affect recognition performance, but rather  in which

 situations  a cost to recognition will occur.

Of particular interest in this paper is whether costs to recognition are predicted by changes in the outline shape of an
object.  The purpose of this paper is not to adopt any particular theoretical position, but rather show constraints that
must be placed upon   any    account of object recognition across viewpoint change.  In particular, the experiments reported

here will show that changes in the outline shape of a stimulus are closely related to costs in the recognition of that
stimulus.  Thus, any theory of object recognition must be able to explain how objects can be recognized using only
outline shape information.

   Theories of object recognition across viewpoint change

Biederman and his colleagues have proposed that recognition of an object will be affected by changes in the visible
parts of the object.  Drawing on volumetric approaches to object representation (e.g., Binford, 1971; Marr & Nishihara,
1978), Biederman and his colleagues (Biederman, 1987; Biederman & Gerhardstein, 1995; Hummel & Biederman,
1992) have proposed that perceptual processes derive the constituent parts of an object, and then represent each of those
parts as a simple geometric volume, or   geon   .  An object representation, or   geon structural description   , consists of geons

corresponding to the two or three most salient parts of an object, and the spatial configuration in which the geons are
connected.  A structural description is represented without regard for the specific viewpoint of the observer.  Thus,
whenever the same object is viewed with the same visible parts in the same spatial arrangement, an identical structural
description will be derived, producing recognition performance that is invariant over changes in viewpoint.  A number of
studies have shown that costs to recognition are predicted by changes in the visible parts of an object; these studies have
changed either the information available from a particular viewpoint of an object (e.g., Biederman & Cooper, 1991a,
1991b, 1991c, 1992; Biederman & Ju, 1988; Cooper & Biederman, 1993; Cooper, Biederman, & Hummel, 1992), or
the observed viewpoint of an object (Biederman & Gerhardstein, 1993).

Other researchers have suggested that object representations are much more specific to the viewpoint of the object
than simply the visible parts.  For example, Tarr and colleagues (Hayward & Tarr, in press; Tarr, 1995; Tarr, Bülthoff,
Zabinski, & Blanz, in press; Tarr, Hayward, Gauthier, & Williams, 1994) have shown that with a variety of objects,
recognition latencies increase with larger rotations in depth between probed viewpoints, regardless of whether parts are
occluded by the rotation.  Such effects are attributed to “normalization”, an analog process of transforming the perceived
and/or remembered images until they are able to be directly matched.  Similar findings for recognition of depth-rotated
objects have been reported by Edelman and colleagues (Bülthoff & Edelman, 1992; Cutzu & Edelman, 1994; Edelman
& Bülthoff, 1992; Vetter, Poggio, & Edelman, 1994), Srinivas (1993), Lawson & Humphreys (1996) and Rock and
DiVita (1987).  These results also correspond to those for objects misoriented in the picture plane, where linear effects
have been found over wide ranges of orientation change in both judgments of recognition (Jolicoeur, 1985; Tarr &
Pinker, 1989) and whether a figure is identical or mirror-reversed relative to another (Cooper & Shepard, 1973; Shepard
& Cooper, 1982).

There is some disagreement as to whether parts or other types of information are the basis for depth-rotated object
recognition in “normal” circumstances (see Tarr & Bülthoff, 1995, and Biederman & Gerhardstein, 1995, for a
summary of the debate).  Regardless of the outcome of this debate, studying object recognition across depth rotation is
not the only possible methodology for examining the information used in object recognition decisions.  As noted above,
other experiments, primarily those of Biederman and colleagues, have examined the effects on recognition of a   change   in

visible information of a stimulus when the observed viewpoint remains identical between presentations.  For example,
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Biederman and Cooper (1991a) examined name priming with line drawings of objects.  They created two versions of
each object, with each version showing half the line segments, but all the parts, of the object.  Subjects named one
contour-deleted version of the object, and then either the same version or the complementary version.  Both showed
equivalent levels of priming, leading the authors to conclude that priming was mediated by a part-based, rather than
contour-based, representation.  Biederman and his colleagues have examined the effects of changes in size (Biederman &
Cooper, 1992; Fiser & Biederman, 1995), spatial position (Cooper, Biederman, & Hummel, 1992), hemifield of
presentation (Biederman & Cooper, 1991c), mirror-reflection (Biederman & Cooper, 1991b), and surface characteristics
(Biederman & Ju, 1988).  In all cases they report no effects of a change in stimulus attributes as long as the same parts
remain visible.

   The role of outline shape in object recognition

In this paper, the sufficiency of    outline shape   information for recognition is investigated.  Outline shape is defined

simply as the bounding contour of an object from a particular viewpoint.  The methodology employed uses both depth-
rotations and changes in visible information from single viewpoints.  Of interest is whether changes in outline shape
predict recognition performance for both silhouettes and images containing more information.  Such a finding would
suggest that object recognition processes are based, at least partially, on outline shape information.

These results would not necessarily favour one of the models discussed above.  Part-based, viewpoint-invariant
models might, with an appropriate algorithm for extracting a structural description from the outline, predict similar
performance for silhouettes and more realistic stimuli, as long as appropriate parts were visible in the silhouette.
Similarly, viewpoint-dependent models might predict that normalization processes can match two views of an object on
the basis of outline shape alone, and so might also predict little cost to recognition performance.  Crucially, a finding
that changes in outline shape predict costs to recognition would need to be addressed by any theory of object
recognition.

Why might silhouettes provide useful information for recognition processes?  There are at least two reasons.  First,
outline shape is presumably computed by figure-ground processes.  Although the task of differentiating figure from
ground is not a trivial one, and may in turn be influenced by object familiarity (Gibson & Peterson, 1994; Peterson &
Gibson, 1993), it may be easier to compute than, say, the determination of whether an internal contour is shape-based
(for example, the edge of one part which occludes portions of another part) or surface-based (for example, a pattern on
the surface of an object).  Second, large features of the object will tend to occur in the outline shape, and so processing
silhouette information may be a rough way of determining crucial shape information from the object.  This method will
fail when a set of objects have the same regular shape (such as the discrimination of a television from a microwave oven),
but these will likely form a small minority of object recognition decisions (for example, Tversky & Hemenway, 1984,
argue that objects in different basic level categories tend to have different sets of parts, which will lead them to have
different shapes).

Relatively few studies have investigated recognition of objects via outline shape previously.  Research in the area of
word recognition shows that in at least some situations, words are recognized on the basis of their outline shape
(Crowder, 1982; Haber & Haber, 1981; Taylor & Taylor, 1983; but see also Besner, 1989).  Other research has
examined the interpretation of silhouettes as three-dimensional figures (Richards, Koenderink, & Hoffman, 1987;
Schiano, McBeath, & Bruner, 1994;  Walker & Walker, 1988) and in making figure-ground judgments (Gibson &
Peterson, 1994).  Rock, Halper, and Clayton (1972) show that recognition of novel figures is based more on outline
shape than on the internal contours of an image.  None of these studies, however, directly compares human performance
at recognizing silhouettes and realistic images of stimuli, or examines whether effects of viewpoint change are predicted
by changes in outline shape.

As a starting point, it seemed important to examine recognition based on outline shape in a situation in which
recognition based on the entire visual image had previously been documented.  Experiment 1, therefore, is a partial
replication of Biederman and Gerhardstein’s (1993) Experiment 3.  Subjects in Biederman and Gerhardstein’s
experiment saw stimuli that might be rotated from a previous viewpoint.  If rotated, costs to recognition were observed
only if the rotation resulted in a different set of visible parts.  Of interest in the current context was whether similar
results would occur when the second presentation of the stimulus showed a silhouette.  If so, outline shape information
must be sufficient for recognition.

Experiment 1

Experiment 1 used stimuli similar to those of Biederman and Gerhardstein (1993).  In their Experiment 3, novel
objects were created which were composed of five volumetric shapes.  Subjects saw two images in quick succession, and
judged whether they had seen two presentations of the same object or presentations of two different objects.  Drawings
of the stimuli were made from three different viewpoints.  The viewpoints were created in such a way that a rotation
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from the middle viewpoint in one direction produced an image of the object that showed the same parts to the previous
viewpoint, whereas a rotation of the object in the opposite direction produced an image that had different visible parts.
This manipulation also affected the outline shape of the object; the same-parts viewpoint showed roughly a mirror-image
of the outline shape, whereas the different-parts viewpoint produced a marked change in outline shape.  Many studies
(e.g., Biederman & Cooper, 1991b; Corballis, Zbrodoff, Shetzer, & Butler, 1984; Tarr & Pinker, 1989) have found
costs to recognition performance following mirror-reflection of a stimulus are trivial.  Thus, recognition of the mirror-
image silhouette is predicted to show similar latencies and accuracy as recognition of the silhouette of the previously
observed viewpoint.

Subjects in this experiment viewed shaded images and silhouettes of objects similar to those used in Biederman and
Gerhardstein’s experiment.  Two images were presented in succession; the first was always a shaded rendering of an
object, and the second was either a shaded rendering or a silhouette.  Of interest was whether performance for the
silhouettes was different from performance for the shaded images.  If recognition processes used for the stimuli in this
experiment required information about internal contours or surfaces, recognition performance for the shaded images
should be quite different to recognition of silhouettes.  If such processes can use outline shape information alone,
performance should be similar across both types of stimuli.

    Method

   Subjects .     Thirty undergraduates at Yale University participated in the experiment in return for course credit.  The

data from one subject was excluded from the analysis, as accuracy was at chance.

Figure 1 about here

   Stimuli .     Ten objects were used in the experiment.  All were based on line drawing stimuli that were employed in

Biederman and Gerhardstein’s (1993) Experiment 3.  Each object consisted of a vertically-oriented central volume, and
four smaller horizontally-oriented volumes that came out of the central volume.  The stimuli used in this experiment are
shown in Figure 1a.  Three-dimensional models of each object were created using Alias Sketch! (Alias Research Inc:
Toronto) on a Macintosh computer.  Three viewpoints (A, B, and C) of each object were used, examples of which are
shown in Figure 1b.  Viewpoints A and B were 45° apart, and were roughly mirror images of each other, reflected in the
vertical axis.  Viewpoint C was also a 45° rotation from viewpoint B but in the other direction from viewpoint A.  As
discussed above, viewpoints A and B retained both the same visible parts and a mirror image of the outline shape,
whereas viewpoints B and C showed different parts and had a different outline shape.

Two different versions of each viewpoint of each object were used.  The first was a shaded rendering of the object,
which created an image, complete with shading, surface texture and contour information, but without cast shadows.
The second version was created by setting all pixels that were not background in each shaded image to black.  This
process created silhouettes of each image.  The images were all similar sizes, with the maximum height of 5.5 cm (5.25°
of visual angle) and maximum width 7.6 cm (7.25° of visual angle).

All stimulus presentations were followed immediately by a mask.  The mask was created by combining image
features from different objects in the experimental set.  Thus, it retained some of the characteristics of the experimental
object set, but looked very different from the other objects.

  Design  .     There were two independent variables in Experiment 1:  Viewpoint Difference between the two

presentations, and Image Type of the second stimulus.  All trials contained one presentation of viewpoint B.  The other
presentation could be identical (B - B), a different viewpoint that kept both parts and outline shape intact (B - A or A -
B), or a different viewpoint that changed both parts and outline shape (B - C or C - B).  Across all trials, the first
presentation of the pair was a shaded image, and the second presentation was either a shaded image or a silhouette.
There were 10 objects.  Half the trials were targets, in which both presentations were of the same object; in the other
half, trials consisted of two different objects.  Finally, there were two blocks of trials, as all trials were repeated once.  This
created 240 total trials.  Different trial orders were randomly created for each block for each subject.

   Procedure  .     Subjects were instructed that they would see one object appear briefly, followed by a mask, and then a

second object, again followed by the mask.  Subjects were informed that their task was to judge whether the two
presentations were of the same object or different objects.  They were informed that objects could be shown from
different viewpoints, and that they should respond only on the basis of object identity.  Subjects were also informed that
one object would often be a silhouette.  They received no practice trials.

The experiment used a sequential matching task.  Each trial was initiated by the presentation of a fixation cross for
500 ms on the center of a Macintosh CRT.  The first object was presented for 200 ms, followed by the mask for 750 ms.
The second object was then presented for 100 ms, and then masked for 500 ms.  Subjects were instructed to respond as
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soon as they saw the second object; thus responses were recorded from the onset of the second object.  A response key
was pressed only if subjects judged the second object to be the same as the first; if they judged it to be different, they
were instructed to do nothing (a go-no-go task).  Subjects were required to respond within 1500 ms.

Figure 2 about here

   Results  

Mean reaction times for correct responses and overall error rates are shown in Figure 2.  Errors represent failures to
respond within 1500 ms.  Analyses of variance (ANOVAs) were performed with two factors, Image Type of the second
exemplar (shaded image or silhouette) and Viewpoint Difference between the stimuli (same viewpoint as first exemplar,
different viewpoints that showed the same parts, or different viewpoints that showed different parts).  For recognition
latencies, only the factor of Viewpoint Difference was reliable,   F  (2,56)=20.75,   p  <.001.  The factor of Image Type,

   F   (1,28)=1.96, n.s., and the interaction between Viewpoint Difference and Image Type,    F   (2,56)=1.98, n.s., were both

non-reliable.  These results were not due to any effects of differential performance across the objects, as items analyses,
using objects as the random factor, showed the same results (Viewpoint Difference:    F  (2,18)=34.84,   p  <.001; Image

Type:     F   (1,9)=.09, n.s.; Viewpoint Difference by Image Type:     F   (2,18)=1.76, n.s.).  For both the shaded images and the

silhouettes, identical viewpoints were recognized fastest, followed by viewpoints that retained the same parts and outline
shape, and finally viewpoints that changed the visible parts and the outline shape.  All differences for both picture types
between these three groups were reliable on post-hoc Scheffé tests (post-hoc tests, here and elsewhere, were conducted on
subjects), with the exception of the difference between the identical rotation and same part rotation conditions for the
silhouettes.  This difference was marginally significant, at    p   <.054.  Here, then, unlike Biederman and Gerhardstein’s

Experiment 3, a rotation that retained the same parts impaired recognition.  A viewpoint that occluded parts, however,
resulted in a greater impairment of recognition than did a similar sized rotation in depth that showed the same visible
parts from the initial presentation.

For errors, both main factors and the interaction were reliable (Viewpoint Difference:    F  (2,56)=25.82,   p  <.001;

Image Type:     F   (1,28)=4.62,    p   <.05;  Viewpoint Difference by Image Type:     F   (2,56)=7.43,    p   <.005).  The general pattern

of errors follows the latency data, in that objects presented in the same viewpoint as previously were most accurately
recognized, followed by viewpoints that showed the same parts and outline shape, and finally viewpoints that changed
the visible parts and outline shape.  The main effect of Image Type was caused by less accurate judgments of the
silhouettes in two of the three rotation conditions; identical viewpoint, and rotation that retained the same visible parts.
The interaction was reliable because this reduction in accuracy for judgments of silhouettes did not occur over all three
rotation conditions; there was no difference in error rates between shaded images and silhouettes for rotations that
produced a change in the visible parts.  For items analyses, only the main effect of Viewpoint Difference was reliable,
   F   (2,18)=10.21,    p   <.001; the main effect of Image Type,    F   (1,9)=1.35, n.s., and the interaction of Viewpoint Difference

and Image Type,    F   (2,18)=1.34, n.s., were both non-reliable, suggesting that the reduction in performance for the two

silhouette conditions did not occur robustly across all objects.

   Discussion   

The most salient pattern in the latency and error results for both types of image is that recognition performance was
best for identical images, followed by rotations that kept the same parts and outline shape visible, and was worst for
rotations that changed the visible parts and outline shape.  For both measures, recognition performance was reduced for
the images that showed a different collection of visible parts to the prior presentation (whether the parts were completely
visible, as in the shaded images, or were only visible in the silhouette).

Differences between two sets of means in these data are worth noting.  First, for both latencies and errors,
recognition of silhouettes was slightly inferior to recognition of shaded images (although this pattern was only statistically
significant for the accuracy data with subjects as the random factor).  This result suggests that silhouettes may provide
slightly less information for recognition processes than fully shaded images.  Second, costs to recognition, in terms of
both recognition latencies and accuracy, were not predicted by changes in the visible part structure across a rotation.  For
the shaded images, recognition was both faster and more accurate when the second viewpoint was exactly the same as the
first, compared to situations when the second viewpoint was a rotation that kept the same parts visible.  For silhouettes,
the same pattern was reliable for error rates, and marginally significant for latencies.  It appears that changes in viewpoint
can affect recognition even if the same parts are visible in both viewpoints.

The results of this experiment suggest that in a sequential matching task with a short, masked interstimulus interval,
the outline shape of a stimulus provides enough information for accurate identification.  Given the short interval over
which information had to be retained, however, it seemed important to examine the effects of recognizing shaded images
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and silhouettes in a different task. Many previous experiments used to examine visual object recognition (Bartram, 1974;
Biederman & Cooper, 1991a; Biederman & Gerhardstein, 1993; Srinivas, 1993) employ naming tasks with intervals of
at least 10 minutes between study and prime tasks, and Srinivas (1995) has shown large differences in recognition
performance across different tasks.  If outline shape is a general property used in visual image processing, one would
expect it to mediate name priming in a task with a considerable lag between presentations of an object.  Experiment 2
was therefore conducted to examine differences in object priming between silhouettes and realistic images of stimuli,
across a markedly longer interval than was used in Experiment 1.  In order to use a naming response, familiar objects
were used as stimuli.

Experiment 2

    Method   

   Subjects .     Forty Yale University undergraduates participated in Experiment 2 in return for course credit.  None

had participated in Experiment 1.

Figure 3 about here

   Stimuli .      Objects taken from forty entry-level categories (Jolicoeur, Gluck, & Kosslyn, 1985) were used in this

experiment.  For 20 categories, one type of object was used, while for the other 20 categories, two different exemplars
were used.  For each of these 60 objects, a three-dimensional model was manipulated using Alias Sketch! or Swivel 3D
(VPL Research, Inc.).  Shaded renderings of each object were created in a viewpoint that was judged canonical by the
experimenter.  Silhouettes were then created from each of these renderings by turning each pixel in the image that was
not background to black.  Thus 60 realistic images and 60 silhouettes were used in the experiment.  The images were
similar sizes to each other, although there was some variation; the maximum height was 12 cm (11.4° of visual angle)
and the maximum width was 18 cm (17° of visual angle).  Examples of the stimuli are shown in Figure 3.

As in Experiment 1, a mask was created by combining image features from different objects in the experimental set.
Thus, it retained some of the characteristics of the experimental object set, but looked very different from the other
objects.

   Design   .     There were two independent variables:  Object Type (same or different) and Image Type (shaded or

silhouette) of the second trial of each pair.  Half the categories included two objects.  For these, subjects named one in
the first set of trials, and the other in the second set.  As subjects were providing the same name for different stimuli (e.g.
“car” for two different cars), this manipulation provided a baseline of conceptual and phonological priming (Biederman
& Cooper, 1991a).  The other half of the categories had only one object.  The objects in these categories were named in
both sets of trials.

All images presented in the first set of trials were shaded images of objects.  During the second set of trials, half the
objects were shaded images, whereas the other half were silhouettes.  Half of the objects shown in the second set were the
same as the objects presented in the first set of trials.  The other half were different exemplars with the same name as an
object shown in the first set.  All objects served as silhouettes for half the subjects, and shaded renderings for the other
half.  In both study and test blocks there were 40 trials, and the order of presentation in each block was varied randomly
for each subject.

   Procedure  .     The experiment consisted of two sets of trials.  At the start of each set, subjects received three practice

trials.  On each set, subjects viewed a series of images, and vocally named the presented objects.  Subjects were told to use
the first name that came to mind for each object.  On the first set, each trial was initiated by a fixation cross, which
appeared for 500 ms.  The object then appeared for 500 ms, followed by a mask that remained on the screen until the
subject responded. Each response was spoken into a microphone.  The microphone was connected to the computer
through a CMU Button Box (Carnegie Mellon University).  This enabled the computer to measure the latency of the
response.  Response latencies were taken from the beginning of presentation of the object to the moment at which the
response was made.  Each response initiated the next trial after an intertrial interval of about a second.

At the completion of the first set of trials, subjects played a computer game as a distractor task for ten minutes.  The
second set of trials was then presented.  Subjects were told that some of the objects would be familiar, and that some
would be silhouettes.  They were also instructed to name all the objects as quickly as they could.  The only difference
between the two sets of trials was that the images were each presented for 200 ms in the second set.
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   Results  

Naming latencies were calculated only for those objects that were named without hesitation and with enough
intensity to activate the voice trigger, were given the same name on both the first and second presentations, and were
given a name which represented an entry-level classification for the object (e.g. trials were rejected if a cow was named as
“animal”).  Further, responses were also rejected if the naming latency of an object in either block was longer than 2000
ms.  This procedure resulted in the omission of 21.5% of trials.  Upon closer examination of the individual objects used
in the experiment, it was found that for eight objects (one from the “same” group, and seven from the “different” group),
trials were omitted on at least 50% of cases.  When these objects were excluded, the omission rate for the 52 remaining
objects was 12.25%.  In all further analyses, results described exclude these eight objects for which performance was
poor.  In all cases analyses showed the same results for the complete data set.  There was a reliable difference in the
rejection rates of trials in which the same object was shown twice and trials in which two different objects were presented
(15.9% versus 8.6% respectively;    F   (1,39)=14.7,    p   <.001), although this difference was not reliable in the items analysis,

   F   (1,50)=.31, n.s., showing that, even after excluding objects for which performance was very poor, the omission rate was

still somewhat variable across objects.  There were no reliable differences in the exclusion rate between shaded images and
silhouettes,    F   (1,39)=1.31, n.s., nor was the interaction between Object Type and Image Type significant,    F   (1,39)=1.03,

n.s.  Thus, slightly more trials were omitted from the same object condition than the different object condition
(although this difference was only reliable across analyses by subject), but no more were omitted for silhouettes than
shaded objects.  Given that different objects were used in the two Object Type conditions (same or different), but all
objects could appear as shaded images or silhouettes, these results suggest performance was more variable for those
objects in the same object condition, but was no more variable for silhouettes than shaded images.  As this rejection rate
includes hesitations, failures to record the response, and inconsistencies in names used, it should not be considered an
error rate.

Amount of priming was calculated for the remaining trials by subtracting, for each subject, the naming latency for
an object on the second set of trials from the latency for the same object (or object with the same name) on the first set.
This procedure produced the extent that each subject was faster in naming each object on the second block relative to the
first block.  The average naming latency on the first set of trials was 951 ms; the average latency on the second set was
900 ms.

Figure 4 about here

Priming is shown in Figure 4.  Substantial priming was found for objects that were preceded by themselves, but
much less priming was found for objects preceded by a different object with the same name.  Differences in naming
latency between the first and second block were only reliable when the object primed itself (shaded images:   t (308)=8.86,

   p   <.001; silhouettes:   t (294)=5.59,    p   <.001), and were not reliable when the object primed a different exemplar of the

same category (shaded images:  t(309)=0.95, n.s.; silhouettes:  t(256)=1.52, n.s.).  Typically, priming studies report

reliable priming for both identical and different exemplars within the same category (e.g. Bartram, 1974; Biederman &
Cooper, 1991a; Biederman & Gerhardstein, 1993; Warren & Morton, 1982).  It is unclear why there was no priming
effect in this experiment for different objects with the same name as a previously presented stimulus.  Crucially, however,
there are large differences in performance between identical and different exemplar conditions, suggesting that subjects
show purely visual, non-semantic, non-phonological priming for identical stimuli (Biederman & Cooper, 1991a).

There was little difference in the amount of priming for shaded images and silhouettes.  These observations are
supported by an ANOVA, which was performed with amount of priming as the dependent variable and two
independent variables, Object Type (same or different) and Image Type (shaded  image or silhouette).  Only Object
Type was reliable,    F   (1,39)=22.64,    p   <.001.  Neither the main effect of Image Type,    F   (1,39)=1.6, n.s., nor the interaction

between Object Type and Image Type,   F  (1,39)=2.3, n.s., were reliable.  The effect of Object Type was marginally

reliable on an items analysis,    F   (1,50)=3.46,    p   <.07.  Visual object priming was found, as an object was primed more by

the prior presentation of itself than by a different object that had the same name.  For just those trials in which the
second presentation showed the same object as the first presentation, silhouettes showed 37 ms less priming than the
shaded images, but this difference was not significant on a post-hoc Scheffé test (   p   >.09).

   Discussion   

Using different objects and a different task, the results of this experiment are very similar to those of Experiment 1.
Facilitation was found in naming performance whenever the second object was the same as the first, regardless of
whether it was presented as the same shaded image or a silhouette.  There was a small difference in the amount of
facilitation between the two image types, but this difference was only marginally reliable.  Thus, performance for fully
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shaded images may be slightly better than performance for silhouettes, but this small difference was not similar to the
dramatic cost of showing a second shaded image that was a different exemplar of the object.  An account of object
recognition that used only information available in the outline shape of a stimulus would predict all the statistically
reliable results that were found in this experiment.

One drawback with the design of the experiment was the inclusion of different objects in the two Object Type
conditions (i.e. objects were only ever in the same exemplar or different exemplar conditions).  This design was necessary
due to the small number of categories for which two different objects were available.  Because of this design, it is possible
that some differences in priming between the same and different exemplar conditions are due simply to the stimuli.
Crucially, however, differences between the two sets of objects are unlikely to affect the interpretation of the main effects
in this experiment.  The main effect for Object Type replicates a consistent body of evidence (e.g. Bartram, 1974;
Biederman & Cooper, 1991a; Biederman & Gerhardstein, 1993; Warren & Morton, 1982) that finds specifically visual
priming from one object to another.  The null effect for Image Type could not be due to differences in stimuli between
the same and different exemplar conditions.

Summary of Experiments 1 and 2

Experiments 1 and 2 find little difference in the recognition of silhouettes compared to the recognition of shaded
images of objects.  In Experiment 1, silhouettes were matched as fast and almost as accurately as shaded images.
Silhouettes also showed the same pattern of performance across changes in viewpoint as shaded images.  Experiment 2
found no statistical difference in the amount of visual priming for shaded images and silhouettes.

There are two constraints on the interpretation of results from these two experiments.  First, the objects used in
both studies were of widely varying outline shapes, and so this fact may have encouraged subjects to rely on information
present in the silhouette when performing the recognition and naming tasks.  Although this concern needs to be
acknowledged, the objects were similar to those used in a wide range of previous experiments.  If a concern about
similarity of outline shape constrains the interpretations of these results, it should also constrain the interpretation of
other experiments.  Second, these results do not imply that other information about objects was not encoded.  In both
experiments, there were small differences in recognition of shaded images and silhouettes, and these differences may be
due to processing of non-outline shape information for the shaded images.

Despite these concerns, two conclusions can be drawn from the results of these experiments.  First, subjects can
perform these tasks on the basis of outline shape alone.  Second, changes in outline shape can be used to accurately
predict performance in these tasks, especially in Experiment 1 when the object is rotated in depth.  It appears that any
account of performance on both naming tasks and sequential matching tasks must be able to explain object recognition
on the basis of the outline shape of the stimuli.

Experiment 3

Both of the experiments that have been reported used silhouettes to test for the role of outline shape in recognition
processes.  One problem with this approach is that by seeing silhouettes, subjects may have been primed to use outline
shape to perform the required tasks.  Given that half of the objects in both test situations were silhouettes, this use of
information would have made strategic sense.  Such a possibility undermines the generality with which outline shape will
be used in everyday object recognition. In order to establish that the use of outline shape in Experiments 1 and 2 was not
simply due to the use of silhouettes, a different set of images was used.  In Experiment 3, all stimuli were realistically
shaded pictures of objects.

The stimuli were created by rotating objects in depth.  As shown in Figure 5b, a rotation of 180° will show an
outline of the object that is largely a mirror image of the outline shape at the original viewpoint (when objects, as here,
are shown in perspective projection). Such a rotation disrupts much visible information and might be predicted by
theories of object representation that rely on parts (e.g. Hummel & Biederman, 1992) or orientation difference between
viewpoints (e.g. Tarr & Pinker, 1989) to impair performance on recognition tests.  If recognition can be based on the
outline shape of an object, however, performance on a recognition task might be better at a 180° rotation than at a
smaller rotation in which the outline shape of an object is less similar to its appearance at the original viewpoint.
Experiment 3 therefore used rotations that would vary the similarity of outline shape between two viewpoints, while
using a similar task to that of Experiment 1.  As this experiment did not use silhouettes, it is less likely than the previous
experiments to make the outline shape of the objects unusually salient.  Experiment 3 used a similar sequential matching
task to that employed in Experiment 1.



Outline Shape 9

    Method   

   Subjects .     Twenty-one Yale University undergraduates participated in the experiment in return for class credit.

None had participated in any of the earlier experiments.

Figure 5 about here

   Stimuli .     Twenty familiar common objects were used in Experiment 3, and are shown in Figure 5a.  Each object

was realistically rendered at three viewpoints, examples of which are shown in Figure 5b.  The first was produced by
taking the viewpoint in which the axis of elongation was running from the viewer to the horizon, and the intrinsic front
of the object (if it had one) was facing the viewer, and then performing a 30° rotation.  This viewpoint, as the baseline
from which the others were rotated, was labelled 0°.  The other two viewpoints were created by first, a 60° rotation from
the starting viewpoint (with the rotation occurring away from the front, so as not to rotate the object across the front),
and second, a 180° rotation from the starting viewpoint.  All stimuli were grayscale images, so that subjects could not
perform the match based on color.  The images were of similar sizes to those used in Experiment 2.

The view of the objects was such that the 0° and 180° viewpoints showed roughly a mirror-image of outline shape.
It also seemed important to define which viewpoints share visible parts, but this was much more difficult, because part-
based models of object recognition (e.g., Biederman, 1987; Hummel & Biederman, 1992) do not necessarily specify
which particular parts of an object will be crucial for recognition.  The default assumption was therefore that all
viewpoints show all crucial parts of each object.  This assumption suggests that recognition should be invariant across
viewpoints.  It should be noted that some parts are occluded across rotations (such as, in Figure 5b, the front lights,
bonnet, and windscreen of the car).  However, because the 60° rotation showed a side of the object that was visible at 0°,
these two viewpoints were assumed to show similar parts.  On the other hand, the 180° viewpoint should be maximal at
occluding information from 0°.  Thus, it was assumed that  if  parts were occluded, recognition should be better at the 60°
viewpoint (given the prior presentation of a 0° viewpoint) than at the 180° viewpoint.

The mask in this experiment was a series of irregularly shaped lines.  Each line was a different shade of gray.

   Design   .     There was only one independent variable in Experiment 3:  Viewpoint Difference between the first and

second presentations of the object.  This difference could be 0°, 60°, or 180°.  One presentation of each object was
always from the 0° viewpoint, and the other was one of the three possible viewpoints.  Half the trials consisted of
distractors, in which different objects from the stimulus set were shown in each presentation.  Finally, two random
orders of presentation were created for each subject, so that each object was seen twice in each pairing.  This created 240
trials per subject.

   Procedure  .     The experiment was almost identical to Experiment 1, except that the stimuli were all realistically

shaded images, and were all natural objects.  Subjects were instructed that two images would be presented, and that they
should judge whether the two presentations depicted the same object or two different objects.  They were warned that
objects could be shown from different viewpoints, and that they should respond only on the basis of object identity.
They received no practice trials.  Unlike Experiment 1, subjects responded with one key when the same object was
presented twice, and another key when two different objects were presented.

The timings with which the different stimuli and masks were presented were the same as Experiment 1.

   Results  

Figure 6 about here

The recognition latency and error rates for trials on which the same object was shown at each presentation are

shown in Figure 61.  Trials on which subjects took longer than 1500 ms to respond (9.4% of total trials) were omitted
from the analysis. There is a clear ordering of performance, which is consistent in both sets of data.  The objects shown
in the same viewpoint in both presentations were recognized most accurately and fastest.  The objects which underwent a
60° rotation between the two presentations were recognized least accurately and slowest.  Performance across a 180°
rotation fell between these extremes. The pattern of omissions (responses not made during the 1500 ms window)
followed the RTs and error rates; 8.6% of responses in the 0° condition were omitted, 10.5% were omitted from the 60°
rotation, and 9.1% were omitted from the 180° rotation.

These conclusions are supported by ANOVAs that were run on the latency and error data.  In each, there was a
reliable main effect for Viewpoint Difference (Recognition Latency:     F   (2,40)=16.12,    p   <.001; Errors:     F   (2,40)=13.57,

                                                                        
1 By way of comparison, mean RT for the distractors was 695 ms, and the mean error rate was 28%.
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  p  <.001).  These analyses were also reliable across items (Recognition Latency:    F  (2,19)=11.84,   p  <.001;  Errors:

   F   (2,19)=9.83,    p   <.001).  Post-hoc Scheffé tests show reliable differences at the .05 significance level between all three

conditions in the recognition latency data, and reliable differences in the error data between the 0° and 60° groups, and
the 180° and 60° groups.

   Discussion   

Recognition performance was best when the object was identical in both presentations, a finding which mirrors
Experiment 1.  When the object was rotated in depth, however, a rotation that retained a similar outline shape was
recognized faster and more accurately than a smaller rotation that changed the outline shape.  The 180° rotation did not
appear to share more visible parts with the initial viewpoint than the 60° rotation shared with the initial viewpoint, and if
anything appeared to share less.  The differences found in this experiment are therefore difficult to explain with reference
to a parts-based structural description.  This type of theory, exemplified by RBC, predicts inferior recognition
performance when a second viewpoint shows different parts to the first viewpoint.  At the very least, performance might
be expected to be equivalent in the 60° and 180° rotations, if they both shared the same visible parts as the 0° viewpoint.
One possible explanation, to be addressed in the General Discussion, is that performance might be mediated by parts
 that are visible in the outline shape  of an object from a particular viewpoint.

The results of Experiment 3 also show that this task is not performed by a mechanism in which recognition costs are
based on a linear function of the degree of rotation between the viewpoints, or the 180° rotation would be recognized
slower and less accurately than the 60° rotation.  Recent discussions of viewpoint-dependent models by Tarr and his
colleagues (Hayward & Tarr, in press; Tarr et al., 1994; Tarr & Bülthoff, 1995; Tarr & Kriegman, 1993) have proposed
that representations might be normalized on the basis of viewpoint-specific image features, in particular (although not
exclusively) those shape features of the outline shape of an object.  In addition, Vetter et al. (1994) have shown that
subjects may represent previously unseen, “virtual” views on the basis of available geometric information.  Thus,
viewpoint-dependent models might, in some circumstances, predict non-linear normalization from previously presented
viewpoints.  Identifying the specific image features that are normalized across changes in viewpoint is beyond the scope
of the current paper, however.

There is one possible concern with the design of Experiment 3.  All objects were viewed at the 0° viewpoint, along
with one other (0°, 60°, or 180°).  Thus, in this experiment the size of rotation between viewpoints (i.e. whether the
object was rotated between presentations by 0°, 60°, or 180°) is confounded with the viewpoint from which the object,
on one presentation, was observed (i.e. whether it was observed from 0°, 60°, or 180°).  The argument made in this
paper is that faster and more accurate recognition for the 180° rotation, as compared to the 60° rotation, shows the
effects of greater similarity in outline shape between 0° and 180° than between 0° and 60°.  This argument rests on the
assumption that from the 180° viewpoint the object is no easier to recognize than it is from the 60° viewpoint.  In order
to ensure that this assumption was indeed true, a control experiment was run.  Fifteen subjects were presented with a
similar sequential matching task to that used in Experiments 1 and 3, except that the first stimulus was always a category
name, and the second stimulus was an object from Experiment 3 shown from either 0°, 60°, or 180°.  If the objects were
more easily recognized from 180° than from 60°, recognition in this experiment should be faster at 180°.  In fact,
subjects were equally fast to categorise the objects from 0° and 60° (604.9 ms and 604.8 ms respectively), and were
slower to recognize the objects from 180° (623.1 ms),    F   (2,28)=3.36,    p   <.05.  Despite the difficulty of recognizing the

objects from 180°, therefore, in Experiment 3 subjects were more easily able to match this viewpoint than a 60°
viewpoint to an initial presentation.

Experiment 4

As with Experiment 1, the task employed in Experiment 3 required only very short retention of the first image (750
ms).  Although the use of outline shape was found in this experiment, such use may still be an artefact of the short term
nature of the task.  Experiment 4 therefore uses the longer term, naming paradigm from Experiment 2 to explore object
priming, but uses the same type of stimulus rotation as Experiment 3.  This manipulation is again designed to address
the concern that previously, subjects used outline shape simply because it was salient.  In Experiment 4, subjects first
named a series of objects presented at the previously defined 0° viewpoint, and then later named a set of objects rotated
60° and 180° from this initial study viewpoint.

    Method   

   Subjects .     Forty Yale University undergraduates participated in Experiment 4 in return for class credit.  None had

participated in any of the previous experiments.



Outline Shape 11

   Stimuli .     The stimuli were 32 realistically shaded natural objects, similar to those of Experiment 3.  Each object

was rendered at the three rotation conditions used in Experiment 3; 0° (which was roughly 30° from front), 60°, and
180°.  The front of the object was defined in the same way as for Experiment 3.  All objects used in this experiment were
from different entry level categories.  Stimuli were presented in color.  The images were of similar sizes to those used in
Experiment 2.

The mask in this experiment was the same as that used in Experiment 2.

   Design   .     There were two independent variables; Viewpoint Difference and Study Condition.  All objects were

presented at 0° during the first set of trials, and at either 60° or 180° during the second set.  In the second set of trials,
objects were either previously studied or unstudied.  For each subject, half the objects were presented in both sets of
trials, and half were presented only in the second set of trials.  This manipulation ensured a baseline from which to
measure priming.  All objects served in all stimulus conditions across different subjects.  The order with which stimuli
were presented was randomly varied for each subject.

   Procedure  .      The procedure was similar to Experiment 2.  There were two main differences.  First, all stimuli were

realistically shaded images.  Second, a different type of baseline was calculated.  Of interest in this experiment was the
degree to which subjects would be faster in naming an object at a particular viewpoint when they had previously seen the
object at 0° relative to naming an object at that viewpoint when it had not been previously studied.  The appropriate
baseline was therefore the time taken to name previously unstudied objects from the target viewpoints (i.e. 60° and
180°).  Thus, unlike Experiment 2, there were no objects presented which were different exemplars but from the same
entry level category as earlier stimuli.

Subjects were initially instructed that they would see objects appear in succession, and that they should name each
one into the microphone.  They received three practice trials before each set.  Sixteen objects were named in the first set
of trials, and then subjects played a computer game for 10 minutes as a distraction.  Subjects then named all 32 pictures
in the second set of trials.  The timings of all stimuli in each trial were identical to those used in Experiment 2.

   Results  

As in Experiment 2, recognition latencies were calculated only for those objects that were given the same name on
each trial without hesitation, when those names represented an entry-level classification for the object, and when
responses on the second block were less than 2000 ms.  In similar fashion to Experiment 2, six objects had omission rates
of at least 50%.  All reported analyses omit data from these six objects.  All statistically significant results were also
reliable across the total data.  Of the data included in the reported analyses, 13% of trials were omitted for one of the
previously noted reasons.  There were no reliable differences for the omission rate across the different conditions of the
experiment.

Figure 7 about here

There are differences in the ease with which objects are named from different viewpoints, (e.g., Palmer, Rosch, &
Chase, 1981, and the control condition from Experiment 3).  Thus an initial hypothesis was that objects in the 180°
viewpoint might be generally more difficult to name, as they primarily showed the back of the object.  Priming, in this
experiment, was therefore the time taken to name an object that had been previously viewed at a particular viewpoint,
relative to the latency of naming in that same viewpoint an object that had not been previously viewed.  Naming
latencies are shown in Figure 7.  Supporting the initial hypothesis, there is a large difference in the naming latencies for
non-studied objects at 60° and 180°, suggesting that 180° viewpoints of an object are relatively difficult to name.  The
60° condition shows relatively little facilitation from the prior presentation of an object at 0°.  Objects in the 180°
condition, on the other hand, were named considerably faster if the object had been previously viewed at 0° than if it had
not been previously viewed.

An ANOVA confirms these observations.  Both main effects of Study Condition,   F  (1,39)= 17.9,   p  <.001, and

Viewpoint Difference,    F   (1,39)=21.6,    p   <.001, were reliable.  It appears, however, that the main effects are due to the

relatively large difference in recognition latencies for the 180° rotation, as shown by a reliable interaction between these
factors,    F   (1,39)=8.5,    p   <.01.  These effects were also reliable on items analyses (Study Condition:     F   (1,25)=19.2,    p   <.001;

Viewpoint Difference:     F   (1,25)=11.0,    p   <.01; Study Condition by Viewpoint Difference:     F   (1,25)=12.9,    p   <.01).

   Discussion   

Facilitation for objects shown at 180° by the prior presentation of the same object at 0° was much larger than any
similar facilitation for the objects at 60°.  As discussed above, objects shown at 180° did not appear to share more parts



Outline Shape 12

with the view of the object at 0° than the 60° viewpoint shared with 0°.  The outline shape of the objects at 0° and 180°
was relatively similar, however.  The larger degree of facilitation in this latter case suggests that the outline shape of the
previous viewpoint of each object was used to aid the naming of the object in the second set of trials.

One difficulty in the interpretation of the results of Experiment 4 is the possibility of a floor effect.  If subjects were
unable to name the stimuli any faster than about 900 ms, the observed pattern of results would be found, but one would
not be able to conclude that the pattern was due to processing differences.  Two findings suggest that these results are
not due to a floor effect.  First, naming latencies of 900 ms are relatively slow (compared to naming latencies in other
studies; see for example Biederman & Cooper, 1991a; Biederman & Gerhardstein, 1993; Jolicoeur, 1985), and so
performance is unlikely to be optimal in any of the experimental conditions.  Second, a control condition was run to
investigate whether any differences could be found between stimuli that had been previously presented.  If the results of
Experiment 4 are due to a floor effect, any prior presentation of an object should push naming latencies to floor.  Twenty
subjects named the objects that had been used in Experiment 4 at the 60° viewpoint, and then later named the same
objects, half of which were presented at 60°, with the other half presented at the 180° viewpoint.  If performance on this
task is pushed to floor following any prior presentation of the same stimulus, naming latencies should be identical for
these two groups of stimuli.  Naming was reliably faster for the identical viewpoint (834 ms) than for the rotated
viewpoint (888 ms),    F   (1,29)=10.97,    p   <.01, showing that facilitation differences were possible for this task.  It appears

unlikely, therefore, that performance on the facilitated stimuli in Experiment 4 was due to a floor effect.

General Discussion

In each of the four experiments, similarities in outline shape of the presented stimuli predicted recognition
performance.  Experiments 1 and 2 contrasted recognition of shaded images with recognition of silhouettes, and found
that performance for silhouettes was very similar to, and in most cases indistinguishable from, recognition performance
for shaded images.  In Experiment 3, the recognition of a stimulus was easier if it shared outline shape with an earlier
presentation, and more difficult if the outline shape was dissimilar.  In Experiment 4, a similar manipulation affected
facilitation on a naming task; more facilitation was gained if the outline shape was similar to a previous presentation than
if the outline shape was different.

 Implications for theories of object recognition   

An open question is whether subjects in these experiments represented non-outline shape information, such as
surfaces and internal contours, for the objects they studied.  Performance in Experiments 1-3 was best for conditions on
which the same stimulus was observed twice, suggesting that performance was aided when other, non-outline
information was available.  However, similarities in outline shape appeared to predict performance whenever the object
was presented from a new viewpoint.  Thus, outline shape might be particularly crucial for achieving object constancy, or
recognition across a change in observed viewpoint.  Supporting this assertion, Hayward and Tarr (in press) found
recognition performance for single-part objects rotated in depth was predicted by qualitative changes in the outline shape
of an object.  One way of achieving object constancy might be to normalize the outline shape of an object from a
particular viewpoint so that it matches the outline shape of a previously presented viewpoint.

The results of the experiments presented here show that any theory of object recognition must allow for recognition
to occur on the basis of outline shape.  At the beginning of this paper, part-based approaches, characterized by
Biederman’s Recognition-By-Components theory (Biederman, 1987; Hummel & Biederman, 1992), were contrasted
with the viewpoint-dependent approaches of, for example, Tarr (1995) and Bülthoff & Edelman (1992).  Neither type
of theory explicitly discusses the role of outline shape in recognition.  The remainder of this paper will therefore examine
whether either is compatible with the findings presented here.

   Can Geon-Structural-Descriptions account for outline-based recognition?  

Biederman’s RBC theory proposes that object representations consist of geometric primitives which are derived from
an object’s parts, and the spatial relations with which those primitives are connected.  Presumably, structural description
models such as RBC (and its later variants; Hummel & Biederman’s, 1992, JIM and Hummel & Stankiewicz’s, 1996,
hybrid model of object recognition) could account for outline-based recognition if structural primitives are able to be
recovered from information in the silhouette of an object from a particular viewpoint.  Biederman (1987) suggested that
geons could be recovered from an image on the basis of five non-accidental properties of edges in the scene; collinearity,
curvilinearity, symmetry, parallelness, and vertex terminations.  He also noted that not all edges defining a geon would
have to be present for recovery of that geon to occur; a subset of contours, as long as they specified the appropriate non-
accidental properties, would suffice.  Any object part that occurs in the bounding contour will likely show some, but not
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all, of the bounding contour for that individual part.  Of interest, then, is whether geon recovery can proceed on the
basis of silhouette information.

Certainly, the extent of a part that appears in the outline shape of an object will often provide enough information
for the determination of collinearity, curvilinearity, symmetry, and parallelness.  In addition, vertices will be apparent for
terminations of two curves at a single point (an “L” vertex), although not for three or more (e.g. a fork, or an arrow).  Of
course, in most cases a single part will be specified by a small subset of its actual contour.  In addition, there will be many
“L” vertices which specify not the termination of two curves (typically, convex vertices), but the occlusion of one curve
by another (for example, when one part runs in front of another; these points will tend to be concave cusps).  Hummel
(1994b), however, provides an algorithm which can differentiate convex vertices from concave cusps, showing that this
concern may not be insurmountable.

Regardless of whether those properties specified by Biederman (1987) as useful to geon recovery are present in the
outline shape of an object, there are some fundamental concerns about whether it is possible to recover geons on the
basis of this information.  While considerable evidence has been generated on the role of parts in object recognition (e.g.
Biederman & Cooper, 1991a; Biederman & Gerhardstein, 1993), relatively little behavioral evidence has been obtained
on the issue of geon extraction from visual stimuli.  Most relevant research on this topic has been performed by Hummel
and his colleagues using multi-layered connectionist networks.  Hummel and Biederman’s (1992) JIM model provides
some explication of the principles introduced by Biederman (1987).  However, this model uses only a subset of the
original non-accidental properties assumed to be crucial for geon derivation (vertices and 2-D axes of symmetry).  This
development does not seem to make JIM any more likely than RBC to be able to derive geons from outline shape; as
noted above, only “L” vertices will be recoverable from the outline shape, and Hummel and Biederman themselves note
that there is currently no algorithm to compute 2-D axes of symmetry.  Hummel and Stankiewicz (1996) produce a
more convincing demonstration of the parsing of a visual image into parts, but it is still unclear whether the non-
accidental properties specified by Biederman (1987) are sufficiently powerful to enable recovery of geon identities from
this parsed image.

Kurbat (1994) notes that for a number of reasons, including those discussed above, RBC and JIM are unlikely to be
easily revised to produce robust recovery of geon structural descriptions from objects, although he does not specifically
consider the issue of recovery from outline shape.  In particular, he notes that using vertices for recognition will often
lead to erroneous conclusions about 3-D structure and that many parts do not have a regular axis or a regular shape
around an axis.  Using only outline shape will likely make these problems more difficult to resolve, although not
necessarily in every case.  For example, the vertices apparent in the silhouette of an object will all be shape-based, rather
than surface-based, and thus may produce more vertices that are useful to recognition than will processes which operate
on a fully shaded image.  However, recovering geons from the outline shape would not resolve the problem of the
regularity of part axes and shapes.  Finally, it will also be difficult to recover the spatial relations with which geons are
connected from the outline shape, as relations such as “front-back” will be impossible to determine.  It seems, therefore,
that current instantiations of the geon structural description approach are difficult to integrate with the current findings
of object recognition on the basis of outline shape.

   Can multiple-view models account for outline-based recognition?  

Typically, models of object recognition that propose viewpoint-specific representations and recognition via
normalization (e.g. Bülthoff & Edelman, 1992; Tarr, 1995), propose that such normalization processes use input from
the entire visual image.  For example, Bülthoff and Edelman (1992; based on Poggio & Edelman, 1990) propose that
unfamiliar viewpoints of an object are matched to familiar viewpoints through the linear combination of viewpoint-
specific features in the observed image.  One crucial issue, as yet unresolved, is an explication of the specific features that
will be normalized in an image.  For example, are some shape features easier to normalize than others?  Equally, will
color and shadowing on an object be normalized between views or will only shape attributes be normalized?  Until such
issues are resolved, it is difficult to assess whether these models, as currently formulated, could account for recognition
using only outline shape information.

Unlike geon structural description approaches, however, multiple view models appear to be compatible with the
results of the experiments reported in this paper.  Such models predict that recognition performance will deteriorate as a
function of stimulus dissimilarity.  The experiments in this paper show that dissimilarity in outline shape, in particular,
accounts for costs to recognition. Thus, normalization processes may operate specifically on shape information in the
outline of an object.

This proposal does not by itself explain how the outline shape of an object is normalized between disparate
viewpoints.  However, recent work provides a framework within which to examine this issue.  Tarr and colleagues
(Hayward & Tarr, 1996; Tarr, 1995; Tarr et al., in press; Tarr & Kriegman, 1993) have proposed that viewpoint-
dependent representations might involve the qualitative coding of object shape.  This proposal is based on the work of
Koenderink and Van Doorn (1979), who argued that qualitative similarities in the geometry of vertices might be



Outline Shape 14

represented by a single “aspect graph” (see Van Effelterre, 1994, for a review of such approaches).  Hayward and Tarr
(1996) have shown that with rotations in depth, qualitative changes in the outline shape of a single part object predict
costs to recognition performance.  Thus, normalization may occur on the basis of qualitative codings of outline shape.

   Conclusion

Clearly, viewpoint-dependent theories must be made more explicit about both the specific information encoded in
representations and the precise mechanisms by which different representations can be normalized before strong claims
can be made as to the situations in which they do or do not accurately predict recognition.  The shortcomings of RBC
(Biederman, 1987) in terms of recovering a geon structural description, detailed by Kurbat (1994), and in terms of
predicting costs to recognition performance (Hayward & Tarr, 1996; Tarr, et al., 1994, in press), emerge because RBC
has transparent assumptions and clear predictions.  Despite these concerns, however, multiple-view theories appear more
likely than part-based, structural description approaches to explain a growing body of data, reported in this paper as well
as elsewhere (e.g., Bülthoff & Edelman, 1992; Hayward & Tarr, 1996;  Lawson & Humphreys, 1996; Srinivas, 1993;
Tarr, 1995; Tarr, et al., 1994, in press), which show systematic costs to recognition with changes in viewpoint.

In sum, then, outline shape appears sufficient for recognition in the experiments of this paper.  Models of object
recognition must therefore be able to show robust recognition from solely outline information.  In particular, recognition
of depth-rotated objects in Experiments 1, 3, and 4 seems well predicted by changes in outline shape.  These results
suggest that normalization across viewpoints may be based on shape characteristics in the outline of an image.
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   Footnotes  

1. By way of comparison, mean RT for the distractors was 695 ms, and the mean error rate was 28%.
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Figure Captions

   Figure 1.   (a) The ten objects used in Experiment 1; (b) three viewpoints of one object, showing both shaded image

and silhouette presentations.  The central viewpoint always occurred in each trial.  The left viewpoint shows a rotation
from center that retains the same visible parts, and the right viewpoint shows a rotation from center that shows different
visible parts.

   Figure 2.   Experiment 1:  Recognition (a) latencies and (b) errors for recognizing shaded images and silhouettes in

sequential matching task.  Note:  in this figure, and all others, error bars show standard error of the mean.

   Figure 3.   Examples of objects used in Experiment 2 from “same” (first column) and “different” (second and third

columns) groups, shown as (a) shaded images and (b) silhouettes.

   Figure 4.   Experiment 2:  Facilitation in naming shaded images and silhouettes, when either the same object or a

different object with the same name was presented previously.

  Figure 5.  (a) Stimuli used in Experiment 3, shown at 0°; (b) example stimulus showing 0°, 60°, and 180°
viewpoints.

   Figure 6.  Recognition (a) latencies and (b) errors for recognizing shaded images in Experiment 3 across three depth

rotations.

   Figure 7.  Naming latencies for shaded images presented in Experiment 4 at a 60° or 180° rotation from the initial

viewpoint.
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