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Abstract—Zero padding (ZP) of multicarrier transmissions
has recently been proposed as an appealing alternative to the
traditional cyclic prefix (CP) orthogonal frequency-division
multiplexing (OFDM) to ensure symbol recovery regardless of the
channel zero locations. In this paper, both systems are studied to
delineate their relative merits in wireless systems where channel
knowledge is not available at the transmitter. Two novel equal-
izers are developed for ZP-OFDM to tradeoff performance with
implementation complexity. Both CP-OFDM and ZP-OFDM are
then compared in terms of transmitter nonlinearities and required
power backoff. Next, both systems are tested in terms of channel
estimation and tracking capabilities. Simulations tailored to the
realistic context of the standard for wireless local area network
HIPERLAN/2 illustrate the pertinent tradeoffs.

Index Terms—Channel estimation, cyclic prefix, equalization,
HIPERLAN/2, IEEE 802.11a, orthogonal frequency-division
multiplexing (OFDM), zero padding.

I. INTRODUCTION

T HOUGH unnoticed for some time, there has been an in-
creasing interest toward multicarrier and, in particular, or-

thogonal frequency-division multiplexing (OFDM), not only for
digital audio broadcasting (DAB) and digital video broadcasting
(DVB) [2], [3], but also for high-speed modems over digital
subscriber lines (xDSL) [6], and, more recently, for broadband
wireless local area networks (ETSI BRAN HIPERLAN/2 har-
monized with IEEE 802.11a) [5].

OFDM entails redundant block transmissions and enables
very simple equalization of frequency-selective finite impulse
response (FIR) channels, thanks to the inverse fast Fourier
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transform (IFFT) precoding and the insertion of the so-called
cyclic prefix (CP) at the transmitter. At the receiver end, the
CP is discarded to avoid interblock interference (IBI) and each
truncated block is fast Fourier transform (FFT) processed—an
operation converting the frequency-selective channel into par-
allel flat-faded independent subchannels, each corresponding
to a different subcarrier. Unless zero, flat fades are removed
by dividing each subchannel’s output with the channel transfer
function at the corresponding subcarrier. Wireline (e.g., xDSL)
systems with channel state information (CSI) at the transmitter
bypass channel fades with power loading. But for most wireless
applications, CSI is impossible (or too costly) to acquire,
leaving error-control coding the task for fading mitigation at
the transmitter, a task for which it may not be the right tool
[25]. Indeed, at the expense of bandwidth overexpansion,
coded OFDM [26] ameliorates performance losses incurred
by channels having nulls on (or close to) the transmitted
subcarriers, but does not eliminate them.

Hence, it was recently proposed to replace the generally
nonzero CP by zero padding (ZP) [11], [18], [24]. Specifically,
in each block of the so-termed ZP-OFDM transmission, zero
symbols are appended after the IFFT-precoded informa-
tion symbols. If the number of zero symbols equals the CP
length, then ZP-OFDM and CP-OFDM transmissions have
the same spectral efficiency. Unlike CP-OFDM and without
bandwidth-consuming channel coding, ZP-OFDM guarantees
symbol recovery and assures FIR [even zero-forcing (ZF)]
equalization of FIR channelsregardlessof the channel zero
locations [11], [15], [18]. The price paid is somewhat increased
receiver complexity (the single FFT required by CP-OFDM is
replaced by FIR filtering).

In this paper, we take a closer look at ZP-OFDM and compare
it with CP-OFDM in terms of equalization capabilities, non-
linear amplifier effects, and channel estimation accuracy. We
are mainly concerned with wireless applications, where CSI is
not available at the transmitter. A brief description of both sys-
tems is provided in Section II where notation is also introduced.
In Section III, two equalizers are derived that tradeoff bit error
rate (BER) performance for extra savings in complexity. The
simplest one is motivated by the overlap–add (OLA) method of
block convolution and is termed ZP-OFDM-OLA. It has com-
putational complexity equivalent to CP-OFDM, but similar to
CP-OFDM, its performance is also sensitive to channel zeros
that are close to subcarriers. The second equalizer (ZP-OFDM-
FAST) is slightly more complex than CP-OFDM, but similar
to ZP-OFDM, it guarantees symbol recovery and offers BER
performance close to ZP-OFDM-minimum mean-square error
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Fig. 1. Discrete-time block equivalent models of CP-OFDM and ZP-OFDM.

(MMSE). The noise color introduced by the various ZP equal-
izers is also accounted for in Section III to enable a Viterbi de-
coder with manageable complexity.

In Section IV, the nonlinear distortions introduced by the
radio frequency (RF) power amplifier (PA) are taken into ac-
count and the peak-to-average power ratio (PAR) is considered
as a figure of merit [23] when comparing ZP- with CP-OFDM.

Because linear equalizers require CSI at the receiver, the
main aspects of channel estimation is considered in Section V.
First, both precoders are compared with respect to CSI acqui-
sition. A novel channel estimator is developed for ZP-OFDM
transmissions by extending the pilot-based channel estimator
developed in [17] for CP-OFDM. To evaluate channel tracking
capabilities, additional comparisons are then performed be-
tween two semiblind subspace-based channel estimators de-
veloped for the CP and ZP precoders in [16] and [18], and
both are also tested against the conventional pilot-based ap-
proach. To comply with the HIPERLAN/2 (HL2) standard,
some modifications of these algorithms are also developed in
order to account for the presence of zero subcarriers, used
to provide frequency guard bands between adjacent OFDM
systems. In addition to modifying subspace channel estimation
algorithms, Section V deals also with their inherent scalar
ambiguity by resorting to a semiblind least-squares criterion
that incorporates pilot subcarriers.

In Section VI, illustrating simulations are conducted in
the realistic context of HL2, while conclusions are drawn in
Section VII.

II. SYSTEMS DESCRIPTION

In this section, we provide a brief overview of the CP-OFDM
and ZP-OFDM systems.

A. Standard CP-OFDM

The upper part of Fig. 1 depicts the baseband discrete-time
block equivalent model of a standard CP-OFDM system, where

the th information block1 is first precoded
by the IFFT matrix with th entry

, to yield the so-called “time domain”
block vector , where denotes conjugate
transposition. Then a CP of length is inserted between each

. The entries of the resulting redundant block
are finally sent sequentially through the channel. The total
number of time-domain samples per transmitted block is, thus,

. Consider the matrix formed by
the last columns of . Defining as
the matrix corresponding to the combined multicarrier
modulation and CP insertion, the block of symbols to be
transmitted can simply be expressed as .

Each block is then serialized to obtain the time-domain
samples , which are scaled by to yield
and reduce the nonlinear distortions introduced after they pass
through the PA. For simplicity, these distortions will be first
omitted but their effects will be revisited in Section IV. With

denoting transposition, the frequency-selective propaga-
tion will be modeled as a FIR filter with channel impulse re-
sponse (CIR) column vector and additive
white Gaussian noise (AWGN) of variance . In prac-
tice, the system is designed such that , where is
the channel order (i.e., ). No CSI is assumed
available at the transmitter. That way, the expression of theth
received symbol block is given by

(1)

where is the lower triangular Toeplitz filtering
matrix with first column ; is
the upper triangular Toeplitz filtering matrix with
first row , which captures IBI; and

denotes the AWGN
vector.

1Boldface symbols are used throughout this paper to denote column vectors
(matrices), sometimes with subscriptsM or P to emphasize their sizes; tilde
(~) denotes IFFT precoded quantities; and argumenti is used to index blocks
of symbols.
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Equalization of CP-OFDM transmissions relies on the well-
known property that every circulant matrix can be diagonalized
by post- (pre-) multiplication by (I)FFT matrices (e.g., [24]).
Indeed, after removing the CP at the receiver, and since the
channel order satisfies , (1) reduces to

(2)

where is circulant matrix with first
row , and

. Therefore,
after demodulation with the FFT matrix, the “frequency
domain” received signal is given by

(3)

where , with
denoting the

channel’s transfer function on theth subcarrier;
standing for the diagonal matrix with on its
diagonal; and .

This CP-OFDM property derives from the fast convolution
algorithm based on the overlap–save (OLS) algorithm for block
convolution [7]. It also enables one to deal easily with ISI chan-
nels by simply taking into account the scalar channel attenua-
tions, e.g., when computing the metrics for the Viterbi decoder
(as in Section III-C). However, it has the obvious drawback that
the symbol transmitted on the th subcarrier cannot be
recovered when it is hit by a channel zero ( ). This lim-
itation leads to a loss in frequency (or multipath) diversity and
can be overcome by the ZP precoder we review next [24].

B. ZP-OFDM

The lower part of Fig. 1 depicts the baseband discrete-time
block equivalent model of a ZP-OFDM system [11], [18], [24].
The only difference with CP-OFDM is that the CP is replaced
by trailing zeros that are padded at each precoded block
to yield the transmitted vector , where

. The received block symbol is now given by

(4)

and the key advantage of ZP-OFDM lies in the all-zero
matrix which eliminates the IBI, since .

Thus, letting denote a partition of the
convolution matrix between its first and last columns,
the received vector becomes

(5)
Corresponding to the first columns of , the
submatrix is Toeplitz and isalways guaranteed to be
invertible,which assures symbol recovery (perfect detectability
in the absence of noise) regardless of the channel zero loca-
tions [11], [18], [24]. This is not the case with CP-OFDM,
and this is precisely the distinct advantage of ZP-OFDM. In
fact, the channel-irrespective symbol detectability property of
ZP-OFDM is equivalent to claiming that ZP-OFDM enjoys

maximum diversity gain [25]. In other words, ZP-OFDM is
capable of recovering the diversity loss incurred by CP-OFDM
[25]. Intuitively, this can be appreciated if one takes into
account that ZP-OFDM removes IBI and retains the entire
linear convolution of each transmitted block with the channel.

Assuming without loss of generality the symbols to have vari-
ance , the minimum norm ZF and MMSE equalizers for
an additive white noise of variance are given, respectively,
by [18] [ denotes matrix pseudoinverse]

Note that both and require, respectively, the
inversion of either an or a matrix which cannot
be precomputed since the matrix to be inverted depends on the
channel. Hence, both the minimum norm ZF and the MMSE
equalizers incur an extra implementation cost relative to the
FFT-based CP-OFDM receiver. This observation motivates our
subsequent low-complexity (albeit suboptimal) equalization
schemes that target practical ZP-OFDM receivers.

III. REDUCEDCOMPLEXITY EQUALIZATION SCHEMES FOR THE

ZP PRECODER

In this section, two new equalization schemes will be devel-
oped, based on the circularity of the channel matrix. Both target
reduced complexity by avoiding the inversion of a channel-de-
pendent matrix. The first one relies on a circulant matrix
which preserves the property of guaranteed symbol recovery
and results only in a moderate performance degradation (Sec-
tion III-A). The second one is based on an OLA approach, and
relies on an circulant channel matrix (Section III-B).
This reduces complexity further, but channel invertibility is not
guaranteed anymore. Both novel equalizers will lend themselves
naturally to the Viterbi decoding algorithm (Section III-C).

A. Fast Suboptimal Symbol Recovery: The ZP-FAST-MMSE
Transceiver

The simplicity of CP-OFDM comes from the circularity of
the channel matrix in (2), which takes advantage of
the FFT to yield a set of flat-fading subchannels that can be
equalized easily. This feature is also present in the ZP precoder
because, thanks to the trailing zeros, the lastcolumns of
in (5) do not affect the received block. Thus, the Toeplitz ma-
trix can be seen as a circulant matrix

, and (5) can be rewritten as

(6)

That way, the channel matrix can be diagonalized using the
FFT matrix with entries as

follows:

(7)
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TABLE I
ARITHMETIC COMPLEXITY COMPARISON IN THEHL2

where
, is the diagonal matrix with diagonal

, and is a known structured matrix .
Implementing the multiplication with a

-point FFT, the ZP-OFDM receiver output is

(8)

Because the channel is of order , can have, at
most, zero-diagonal entries. However, unlike CP-OFDM, the
remaining (at least ) nonzero entries guarantee ZF
recovery of in ZP-OFDM, regardless of the underlying

th-order FIR channel nulls (note that any rows of the ma-
trix form a full-rank matrix). Inverting requires
computing the pseudoinverse of a matrix, in general.
Targeting low-complexity equalizers, we pursue two options.

Option 1: (ZP-OFDM-FAST-ZF):From (7), we can form a
ZF equalizer in two steps after the-point FFT is applied
to . First, we obtain an estimate of as

; and then we find ,
which leads to

(9)

Because is not channel dependent, its pseudoinverse
can be precomputed, while in the operational mode, we only
need to invert the diagonal . Moreover, we observe
that simply reduces to .
Thus, one can take advantage of the FFT to implement the
multiplication of by . Besides, with some existing
OFDM systems (e.g., HL2), is a power of two and ,
and hence, can be decomposed as the product
of two coprime numbers: five and a power of two. Hence, the
size FFT can be implemented easily using five FFTs of
size , and FFTs of size five without any additional
operations such as multiplications by twiddle factors [8]. A
table comparing the arithmetic complexity of the equalizers
considered in this paper is provided in Table I in the case of
HL2 (that is, for and ). Since there is
a plethora of implementations for complex divisions, we have
deliberately chosen to not decompose them in terms of real
additions and multiplications. Also, the arithmetic complexities
for the ZF and MMSE equalizers only reflects the multiplication
by and . In other words, it does not reflect the
evaluation of the underlying matrix inverses (in spite of their
large complexities), because this is required only when the
channel estimate is updated and not each time a block of
symbols is received. We term the ZF equalization based on

(9) the ZP-OFDM-FAST-ZF algorithm. We underscore that this
equalizer is not the minimum-norm ZF equalizer, because, in

general, . And symbol recovery
will be impossible if the channel has a zero at one of the

-point FFT frequencies (or even when a zero is close to the
-point FFT grid) because the noise will be amplified in the

first step.
Option 2: (ZP-OFDM-FAST-MMSE):To obtain a low-cost

equalizer that mitigates the noise-enhancement problem, one
could replace the first step in the ZP-OFDM-FAST-ZF by the
MMSE estimator of found using (8) as

(10)

We can take the approximation
and simplify (10) to

, which involves inversion of a diagonal
matrix only. We term this equalizer ZP-OFDM-FAST-MMSE.
At this point, we wish to reiterate that both options are com-
putationally fast but, in general, they do not implement the
minimum-norm solution of (8).

B. Linking CP-OFDM With ZP-OFDM-OLA Transceivers

At the expense of channel-irrespective invertibility, one may
pursue an alternative option at the receiver, which we term
ZP-OFDM-OLA because it originates from the OLA method
for block convolution (see also Fig. 1). Specifically, we can
split in (5) into its upper part
and its lower part , where ( )
denotes the corresponding ( ) partition of .
Padding zeros in and adding the resulting vector
to , we can form

(11)

Hence, (11) has exactly the same form as the CP-OFDM in (2),
except that the OLA step colors slightly the noise term [not
shown in (11)]. As in CP-OFDM, the circulant matrix
can be diagonalized by (I)FFT matrices, which leads to

(12)
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ZF symbol recovery is then possible using
.

From (12), we see that ZP-OFDM-OLA is equivalent to
CP-OFDM, because they share the same overall trans-
ceiver transfer function . It is, thus, not surprising that
it has identical complexity (two -point FFTs are involved).
This equivalence can easily be understood if both transceivers
are redrawn as flow graphs [7]. ZP-OFDM-OLA is indeed the
dual of CP-OFDM (which relies implicitly on the well-known
OLS method as opposed to OLA) because its flow graph is
simply the transpose of the CP-OFDM one.

C. Equalization of Coded ZP-OFDM With Viterbi Decoding

In most existing OFDM systems, convolutional coding is
implemented before the FFT precoder and the length-frame
of equalized coded symbols
has to be decoded. To minimize BER, one has to search
for the maximum-likelihood (ML) symbol estimates

subject to the code constraints
(we consider here only the sequence of complex symbols

instead of the sequence of information bits, thanks to the
one-to-one mapping that exists between the two).

ML decoding is traditionally achieved in coded OFDM
systems by first estimating the flat fades of each subcarrier,
and then processing instead of to
avoid the complex division [26]. Processing consists of factoring
the probability into marginal probabilities to reduce the
ML search by taking advantage of the convolutional encoder
linearity (e.g., by using Viterbi’s algorithm [10]). Indeed, if
the noise at the decoder input is AWGN with variance

, the noise after FFT is still AWGN with zero mean
and covariance matrix [cf. (3)]. Thus, one can decompose

into

(13)

which enables a very simple Viterbi decoding where all the tran-
sition metrics are simply added to obtain the path metrics (see,
e.g., [10] for a detailed description).

We proved in (12) that similar to CP-OFDM,
ZP-OFDM-OLA diagonalizes the channel. Hence, the
decoding scheme in (13) can be readily applied to
ZP-OFDM-OLA. Because the noise term is colored in
ZP-OFDM-OLA, Viterbi decoding with metrics as in (13) only
approximates the ML decoding. But FFT processing after
OLA renders the colored noise approximately white, which
enables application of the metric in (13). With respect to the
other equalization schemes we mentioned in Section III-A,
the issue of forming metrics for the Viterbi decoder is slightly
more complicated, because one needs to account for the
noise color at the demodulator output. Denoting by the
matrix corresponding to the chosen ZP equalizer, the noise

covariance matrix is given by , and
can be expressed as

(14)

Note that factoring out the probabilities to simplify the ML op-
timization in (14) is not as simple as in (13). A possible remedy
could be to use a separate Viterbi for each subchannel, so that
each one of them could be decoded independently. This has al-
ready been proposed in [9] for OFDM-CDMA systems and can
be adopted here as well. However, this solution is best suited to
multicarrier CDMA systems, because the information (hence,
the coding) is spread over all subbands by a spreading matrix
(e.g., a Walsh–Hadamard matrix), whereas it would result in a
loss of diversity, and hence, reduction of the overall performance
with the unspread CP or ZP-OFDM schemes considered herein.

This approximation is valid when a large-size interleaver
is used, and is the one classically made in the literature when
dealing with colored noise [note that ML decoding in presence
of colored noise is a nontrivial problem (see, e.g., [1])]. This
is equivalent to approximating the inverse of by its
main diagonal . The ap-
proximation accuracy increases with the size of the interleaver.
That way, (14) becomes

, and the same simplified Viterbi decoding
as for CP-OFDM can be performed with only a small extra
complexity added for computing the diagonal entries of

. The latter, though, is channel dependent, and has
to be updated each time the channel varies.

IV. NONLINEAR ISSUES

This section compares CP with ZP-OFDM in the presence
of clipping effects. It is well known that the PA introduces
nonlinear distortions, which destroy orthogonality between
the carriers and deteriorate the overall system performance
by introducing intercarrier interference [23]. The PA also
introduces out-of-band interference which cannot be tolerated,
because it affects adjacent systems. To reduce such interference,
the complex symbols are often clipped in the digital domain
before being transmitted. This clipping operation gives rise to
in-band distortion [14]. For that reason, and even if correction
methods have been developed [13], the symbols to be amplified
are generally scaled by a factor which limits the in-band
distortion to an acceptable level. Because , this reduces
the operating signal-to-noise ratio (SNR), making the size of

the pertinent figure of merit.
We will consider the simplified PA model in Fig. 1, where

the PA is assumed to be linear up to a threshold and then sat-
urates (thus inducing clipping effects), if the amplitude of the
input signal is greater than the saturation level. This model
assumes that a digital predistorter has alleviated PA nonlinear-
ities except for the in-band distortion introduced by the digital
clipper. Theapproximate clipping probability is defined as
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the number of clipped symbols over the total number of sym-
bols per block.2 One also defines the input backoff (IBO) as the
ratio of the mean power at the PA input over the input satura-
tion power (which is assumed to be equal to in order to
obtain a definition independent of the power level). The IBO is
representative of the PA model and can be expressed in decibels
as (cf. Fig. 1)

, where . In the next sec-
tion, the approximate clipping probability will be considered as
the figure of merit in order to determine which system requires
the largest IBO (or, equivalently, the smallest) to mitigate the
in-band distortion.

In what follows, the th frequency domain block has
entries drawn from a given constellation identically and inde-
pendently distributed (i.i.d.) with variance . It is also
well justified (especially for large ) to approximate the prob-
ability density function (pdf) of the time domain symbol ampli-
tude by a Rayleigh distribution, since the IFFT precoding
present in both CP and ZP precoders maps the finite-alphabet
sequence , to the approximately Gaussian i.i.d. sequence

with Rayleigh distributed amplitudes ,
except for the padded zeros in ZP-OFDM.

Because inserting the CP does not alter the pdf of the ampli-
tudes, we infer that the symbols have the same amplitude
pdf as . Thus, the pdf of after scaling is given by

(15)

In the ZP case, since the ZP part of each ZP-OFDM block is
deterministically zero, and the pdf of is given by

where is the Dirac delta function. The pdf of the scaled
symbol amplitudes is

(16)

Recalling the definition of approximate clipping probability,
we infer that for large enough block sizes it can expressed as

. Because and
, we find using (15) and (16) that the approximate

clipping probability for CP- and ZP-OFDM precoders can be
expressed in terms of the IBO as follows:

and

2Note that the clipping ratio which is traditionally considered in papers fo-
cusing on NL issues (see, e.g., [14]) is not relevant for a comparison between
ZP and CP, since the transmitted symbols are not Gaussian in the ZP case.

With CP precoding and for small approximate clipping prob-
abilities, the mean power of a block of symbols is
approximately . Furthermore, the mean noise power
corresponding to a block of symbols is , and the equiv-
alent SNR at the transmitter output for a given IBO is

(17)

In the ZP case, the mean power transmitted during a block
of symbols is approximately for small approxi-
mate clipping probabilities, while the mean noise power is .
Thus, the SNR at the transmitter output for a given IBO is given
by

(18)

If we equate the IBOs by setting , then
(since the zeros padded in ZP-OFDM are not clipped), while

(because less power is transmitted in
ZP-OFDM).

A. Impact on the Design of ZP-OFDM Systems

Standards always specify the out-of-band radiation to a given
value which amounts to fixing the approximate clipping proba-
bility of the two precoders to a common value .
The two precoders then require different IBOs and their trans-
mitter SNRs from (17) and (18) and can be related as

(19)

The SNR difference can be found
from (19) as

where the last approximation holds for sufficiently small ap-
proximate clipping probabilities. The last equation reveals that
for large enough block sizes (relative to the CP length )
ZP-OFDM has comparable behavior with CP-OFDM when it
comes to clipping effects.

For the HL2 transmissions detailed in the next section,
, and Fig. 2 shows that clipping effects alone

require reducing the transmit power of ZP-OFDM by about
1 dB compared to CP-OFDM in order to guarantee the same
out-of-band radiation, provided that the same power amplifier is
used for both systems (the curve in Fig. 2 has been obtained by
simulation, since one cannot express the SNR as a function of
the approximate clipping probability in closed form). In other
words, transmitting the same power level with both systems
requires a PA with a clipping threshold slightly increased for
ZP compared to CP, which is a minor price to pay for the
benefit of guaranteed symbol recovery.
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Fig. 2. SNR difference between CP and ZP induced by clipping effects.

V. CHANNEL ESTIMATION ISSUES

This section deals with acquisition of CSI under the CP
and ZP transmissions. It will turn out that the ZP precoder
offers improved performance not only in CSI acquisition
(Section V-A), but also in (semi) blind tracking of channel
variations (Section V-B).

A. CSI Acquisition

Channel estimation in CP-OFDM is usually performed in the
frequency domain using pilot symbols [17], [21]. The channel
transfer function at each subcarrier
can be estimated from the noisy CP-OFDM symbols

. Specifically, by simply
dividing the th received symbol by the th pilot
symbol , we obtain from theth received block

(20)

Since ZP-OFDM-OLA is equivalent to CP-OFDM, (20) applies
directly to ZP-OFDM when one acquires CSI from the OLA re-
ceiver [cf. (11)]. Our simulations have confirmed that for a given
receive SNR, the channel estimation accuracy with CP-OFDM
is similar to that of ZP-OFDM-OLA, and their BER perfor-
mance is, thus, comparable. However, when the channel’s delay
spread is longer than the CP, ZP-OFDM-FAST-MMSE exhibits
improved BER performance over ZP-OFDM-OLA.

Because the ZP-OFDM-FAST options operate with the
-point FFT of the channel frequency response, they entail an

extra -point IFFT and a -point FFT to retrieve
from . However, a more direct channel estimator
for ZP-OFDM is possible. Indeed, with , a

channel estimate based on theth received block can be found
as [cf. (8)]

(21)

For noise robustness, the pilot symbols in , and hence, in
, need to be designed carefully [20]. A possible choice

minimizing the MSE of in (21) is to send the
same pilot symbol on all subcarriers. The resulting MMSE for
a channel with is then given by

, and is equal to the MMSE of
the channel estimated using the OLA structure. Furthermore, it
is possible for both (20) and (21) to improve the
and estimates by taking advantage of the fact that
the channel is FIR of order [22]. This can be achieved
by applying an IFFT to or for re-
moving the spurious taps located after the CP, before switching
back to the frequency domain. The MMSE of the resulting-
and -sampled channel estimates for the ZP-OFDM-OLA and
-FAST turns out to be, respectively

Thus, for , the fast equalizers for ZP-OFDM gain
dB for channel estimation compared to

the classical pilot-based method in [17].

B. Channel Estimation Refinements

1) Pilot-Based CSI:Once the initial CSI has been acquired,
it can be updated by sending pilot symbols on specific subcar-
riers and dividing the received symbols by the corresponding
pilots as in (20) or (21). Furthermore, it is possible to capitalize
on the continuous nature of the channel (the channels at different
times or frequencies are correlated) to significantly improve this
simple algorithm. Several time and/or frequency interpolation
algorithms have already been proposed in the literature to re-
duce the noise influence and/or to update channel estimates be-
tween the pilot tones (see, e.g., [17] and references therein).

These algorithms, though originally developed for
CP-OFDM, can be readily extended to ZP-OFDM, thanks
to the OLA receiver that renders the two equivalent. However,
pilot symbols are not always specified in the standards, or, they
could be too distant either in frequency or in time to enable
accurate updating of rapidly varying channels. Because it is
important to track channel variations, an alternative (semi)
blind approach is described next.

2) Blind CSI Approaches:Based on either CP- or ZP-based
precoding, it is possible to identify blindly the channel from the
received samples. We briefly outline next the ZP case only (the
interested reader can find detailed derivations in [18] for the ZP
precoder and in [16] for the CP precoder).

In the ZP case, the received block symbol is given by
. Letting be the cor-

responding autocorrelation matrix, it follows that
unless ; therefore, the noise subspace ofhas rank

. Denoting by a basis of this noise subspace,
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it has been shown thatis uniquely identifiable (within a scale)
by solving the linear system of equations [16].

Capitalizing on the commutativity of convolution, this
system can be rewritten as by noticing that

, where is the
Hankel matrix with first column

and last row . In practice, is estimated
by sample averaging , and
therefore, has to be solved in the least-squares
sense leading to the following quadratic optimization criterion:

(22)

The presence of null side carriers is not only specific to HL2,
but it is a common feature of all current standardized OFDM
systems (e.g., DAB and DVB). Presence of virtual sub-
carriers implies that the autocorrelation matrix of has
rank instead of . This generates problems with existing
subspace algorithms that cannot be applied directly. The re-
quired adjustments are detailed below.

With virtual subcarriers, (3) must be replaced by
, where is the truncated

matrix obtained from by removing the columns cor-
responding to the zero entries of . Correspondingly,
includes the nonzero symbols of . Hence, the channel es-
timates can be obtained by considering instead
of . Note that this equation leads to
by commuting the vector–matrix product as before.

For the CP precoder, a similar subspace method has been pre-
sented in [16], but for brevity, the detailed derivation is skipped.
The difference is that the size autocor-
relation matrix of two successive overlapping blocks and

has to replace the matrix . This increases
complexity, because the autocorrelation matrix used by the ZP
subspace algorithm is half the size of the one processed by the
CP one. It also reduces the accuracy of the CP-based channel es-
timator, because the sample autocorrelation matrix used by the
ZP-based approach reaches full rank with fewer samples than
the CP one.

3) Semiblind CSI Alternatives:The semiblind algorithm of
[16] applies directly to the present context. This algorithm ac-
celerates convergence of the blind algorithm by taking advan-
tage of the training sequence sent at the beginning of each burst
to initialize the autocorrelation matrix estimation. However, it
does not remove the scalar indeterminacy which is inherent to all
blind methods. Indeed, the channel is identified by minimizing
(22) subject to a properly chosen constraint to avoid the trivial
(zero) solution. This estimates the channel up to a scalar coef-
ficient , where can be inferred from the pilot
carriers as we describe next.

Denote by the symbols received on the
pilot subcarriers. Channel estimates at the corresponding fre-
quencies are provided by

(23)

where denote the pilot symbols. A second set of es-
timates for these coefficients can be inferred from the subspace
identification (up to )

(24)

where is the matrix obtained from the FFT matrix
by retaining only the rows corresponding to the pilot car-

riers. Thus, using (23) and (24), we can determineby solving

the linear system in the least-squares sense. How-
ever, if the channel estimate obtained using the
subspace algorithm is far from the true(up to ), the final
channel estimates will remain inaccurate because knowledge of
the channel on the pilot carriers is not exploited by the subspace
algorithm. The latter can be achieved by considering the modi-
fied linear system

Since (24) holds only approximately in practice, it has to be
solved in the least-squares sense similar to (22), which leads
to the minimization of the following criterion:

(25)

The solution is , where

, and is related to the semiblind
approach in [12]. The difference in our case is that often
the training symbols alone cannot provide reliable channel
estimates.

As illustrated in the simulations, the resulting semiblind
algorithm combining all the aforementioned enhancements out-
performs the classical pilot-based channel estimation algorithm
for time-varying channels.

VI. A PPLICATION TO HIPERLAN/2

This section compares the performance of ZP-OFDM with
that of CP-OFDM in the practical context of the HL2 (Sec-
tion VI-A). Performance tests of the equalizers described in this
paper are presented in Section VI-B assuming a time-invariant
channel. Subsequently, time-varying channels are considered
and the tracking capabilities of both precoders are compared in
Section VI-C.

A. Simulation Context

HL2 is a multicarrier system operating over 20 MHz in the
5-GHz band at typical SNR values of 0–25 dB for terminal
speeds m/s. The number of carriers is and the CP
has length samples. Among these carriers, 12 car-
riers are null carriers (including the middle null corresponding
to the dc component along with zeros padded at both ends in
order to provide frequency guard bands against cochannel inter-
ference from adjacent OFDM systems). Among the remaining

“central” subcarriers, are fixed pilots car-
rying known quaternary phase-shift keying (QPSK) symbols

while the rest “useful” subcarriers
convey the information-bearing sequence.
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With denoting each of the 48 information symbols drawn
from 4-, 16-, or 64-quadrature amplitude modulation (QAM)
constellations (depending on the target BER), the corresponding
frequency-domain OFDM symbol structure is

The first two blocks of the burst and contain
training symbols which are known to the receiver and can
be used for CSI acquisition as described in Section V-A.
Because only the entries contain known
symbols – in subsequent blocks , one can
track adaptively the channel transfer function using a running
average (over, say, blocks) based only on these four
carriers, as follows:

(26)

The HL2 standard specifies these four pilot carriers for syn-
chronization and phase-tracking purposes, but they may be too
distant in frequency (spaced more than the channel coherence
bandwidth) for estimating the channel by a simple interpola-
tion or even for tracking the channel variations. Thus, only
partial channel tracking can be expected using (26), which
may not yield accurate channel estimates in rapidly varying
environments. To enhance mobility in HL2, semiblind channel
estimation is well motivated, especially with the relatively small
number of carriers that enable even subspace approaches to
be tried with affordable complexity.

In what follows, the results are based on Monte Carlo sim-
ulations with each trial corresponding to a different realization
of the typical 5-GHz channel models A and E specified by HL2
[4]. CSI is not available at the receiver and is estimated at the
beginning of each frame using either the improved channel es-
timation method of Section V-A for ZP-OFDM, or the one in
[17] for CP-OFDM.

B. Comparing Equalization Capabilities

Figs. 3 and 4 depict BER for uncoded transmissions through
channels A (fair channel) and E (difficult channel) as a
function of the symbol SNR for QPSK modulation
and time-invariant channels. We infer that the guaranteed
symbol recovery of the ZP precoder leads to significant per-
formance gains of about 5 dB at BER when using the
ZP-OFDM-MMSE equalizer. With our reduced complexity
ZP-OFDM-FAST-MMSE equalizer, the guaranteed symbol
recovery still affords a significant gain (3 dB at BER).
It can also be seen that the improvement is more pronounced
for the channel with longer delay spread (Channel E), since
the probability for a channel zero to be located on a subcarrier
increases with the channel order (note the error floor at high

Fig. 3. Uncoded BER for the HL2 channel model A.

Fig. 4. Uncoded BER for the HL2 channel model E.

SNR is due to the fact that Channel E is longer than the amount
of introduced redundancy).

Figs. 5 and 6 show the BER obtained when convolutional
coding is implemented at the transmitter. The convolutional en-
coder is the one implemented in HL2 with rate and
memory six defined in octal form by its two generator polyno-
mials (133, 171). The curves illustrate that ZP-OFDM with its
FAST or MMSE equalizers gains about 0.6 dB with Channel A
and up to 1.5 dB with Channel E for a BER of , which is
a significant gain for coded transmissions. They also show that
the approximations made for enabling the trellis decoding (cf.
Section III-C) do not affect significantly the performance gain
brought by the various ZP equalizers.

Fig. 7 plots the estimated symbols MSE
as a function of

SNR for the different ZP equalizers. The curve is obtained
for different realizations of the Channel A (which is assumed
here to be perfectly known) by computing for each equalizer
the expression of the MSE as a function of the CIR (the
expectation being taken over the source symbols) and by
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Fig. 5. Coded BER for the HL2 channel model A.

Fig. 6. Coded BER for the HL2 channel model E.

averaging the result over 1000 channel realizations. The curve
corroborates that ZP-FAST-OFDM offers a good tradeoff
between complexity and robustness to low SNR. Moreover, it
also indicates that the numerical instability concerns with the
ZP-MMSE equalizer mentioned in [18] (invertibility of matrix

) are not present even at high realistic SNR
values.

Thus, one may take advantage of the ZP-OFDM flexibility by
designing a hybrid ZP-OFDM system which could first acquire
the CSI and then choose the equalization scheme depending on
the channel and on the operating SNR.

C. Comparing Channel Estimation and Tracking Capabilities

To compare CP with ZP precoding in terms of channel es-
timation accuracy only, the performance criterion used in this
section is channel mean-square error (MSE) defined as

, where is the set
of indexes corresponding to the useful carriers (the MSE is
only relevant on the useful carriers, since only these subbands
need to be equalized).

Fig. 7. Average symbol MSE for the ZP equalizers.

Moreover, in order to better quantify the impact of the channel
estimation on the overall system performance, we use the fol-
lowing “effective SNR” criterion defined as [19]:

(27)

This criterion can indeed be interpreted as the compre-
hensive SNR observed at the receiver by the Viterbi
decoder, since the Viterbi algorithm decodes the trans-
mitted symbol on subcarrier , based on , by
minimizing the metric

, where denotes
channel estimation error. Because practical OFDM systems
always implement frequency interleaving, the perturbation

can be approximated as AWGN. Therefore, it can
be included in the thermal noise which justifies the criterion
in (27). The effective SNR jointly takes into account the noise
and the channel estimation error. However, it is important to
recognize that this criterion only makes sense with CP-OFDM
and ZP-OFDM-OLA and it is not appropriate to judge perfor-
mance of coded transmissions with other transceivers based on
the criterion of (27).

Fig. 8 illustrates the evolution of the channel’s MSE along
the frame (which is 500 OFDM symbols long). It is clear that
the channel estimates obtained from the pilot-based method
degrade quickly when the channel is varying, whereas the
subspace algorithms track its variations. Channel estimates are
quickly more accurate for the ZP (by about 1 dB), which is
reasonable, since the size of the autocorrelation matrix used by
the ZP subspace algorithm is half the size of the one processed
by the CP one.

Fig. 9 depicts the effective SNR in (27) averaged over the
frame as a function of the thermal SNR. It shows that using the
subspace algorithms enables a gain of about 0.5 dB at

dB and 1.5 dB at dB compared to the standard
method. Fig. 10 underlines the differences by illustrating the
degradation of the effective SNR due to the channel estimation
errors. It also highlights that the improved tracking capability
of ZP further reduces the impact of the channel estimation error
on the overall system performance.
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Fig. 8. Channel MSE atSNR = 10 dB, v = 3 m/s.

Fig. 9. Average effective SNR versus the thermal noise.

Fig. 10. Channel estimation errors.

The channels encountered in the HL2 standard vary only
slowly and can be accurately estimated at the beginning of
each frame using two pilot symbols. These reduce (but do
not eliminate) the need for channel tracking. If the channel is
varying faster, the benefit brought by the two subspace tracking
algorithms would be more pronounced.

VII. CONCLUSIONS

In a nutshell, we have demonstrated that the ZP-OFDM-
FAST-MMSE equalizer of this paper outperforms the standard
CP-OFDM with complexity lower than the ZP-OFDM-MMSE
equalizer of [18]. With the fast equalizers developed herein, we
have further evinced the merits of ZP-OFDM over CP-OFDM
for wireless applications in the following facets:

1) channel-irrespective linear equalizability and guaranteed
symbol recovery [11], [18];

2) flexibility in pursuing complexity-scalable ZP-OFDM
variants such as OLA/FAST/MMSE combinations;

3) semiblind pilot-based channel estimation with improved
tracking capability of channel variations.

In terms of PA-induced clipping effects, ZP introduces slightly
more nonlinear distortions, and therefore, needs slightly
increased power backoff than CP. At this point, among the
subjects deserving further investigation is efficient time and
frequency synchronization for ZP-OFDM so that it could be
potentially considered for future multicarrier communication
systems.
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