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Abstract

As the Internet grows in scale and complexity, the need for accurate traffic measurement increases. Among the differ-
ent parameters relevant to traffic measurement, the paper pays attention to the available bandwidth of a path. In partic-
ular, a performance comparison of three different techniques, devoted to available bandwidth measurement, is attained
under different operating conditions. The comparison is based on the outcomes of an extensive experimental activity.
Experimental tests are not limited to the mere execution of the software tools that implement the techniques under test;
indeed, a proper measurement station comprising a digital counter has been set up by the authors with the aim of gaining
a reference value to be compared with results provided by the considered tools. The adoption of a performance evaluation
methodology relying on the use of electronic instrumentation for time measurement represents a good example of cross-
fertilization between two distinct research areas: networking on one side and electronic measurements on the other. The
tools have been tested under different cross-traffic conditions and their performance has been evaluated in terms of the
following metrics: concurrence, repeatability, bias, and time. For each cross-traffic scenario and with reference to every
performance metric, the paper identifies the tool that provides the best results. Furthermore, an optimal setting for the
parameters of each tool has been identified thanks to the extensive experimental activity that has been performed.
� 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Traffic monitoring provides network operators
with a detailed view of the state of their networks.
In particular, congestions can be detected through
periodic summaries of traffic load and packet loss
on individual links; parts of the network exhibiting
high delay or loss, as well as routing anomalies
such as forwarding loops, can be identified by
means of active probes between pairs of nodes in
the network. Network operators can exploit re-
sults provided by the traffic measurement activity
in order to perform fundamental tasks: (i) usage-
based accounting, (ii) traffic profiling, (iii) traffic
engineering and (iv) attack/intrusion detection.

Among the different metrics peculiar to traffic
monitoring, one of the most significant is available
bandwidth. As well known, a single link is charac-
terized by its capacity, C, defined as the maximum
rate at which it can transfer data. Available band-
width is related to the unused capacity of a link.
More precisely, since at a given instant of time t

a link is either transmitting at a rate equal to its
capacity C or idle, the definition of instantaneous
available bandwidth is meaningless, and a certain
time-averaging is needed. The available bandwidth
of a network path, made of N links, L1, . . .,LN, is,
in fact, defined as

Aðt;DtÞ ¼ min
i¼1;...;N

1

Dt

Z tþDt

t
Ci 1� ui sð Þð Þds; ð1Þ

where C1, . . .,CN, are the link capacities and u1 (t),
. . .,uN(t) are the percentages of link utilization.

Estimating the available bandwidth of a net-
work path represents an important task for many
applications whose performance and effectiveness
can be increased by properly exploiting the output
of such activity. For example, available bandwidth
evaluation plays a fundamental role in traffic engi-
neering algorithms. For such algorithms, the avail-
able bandwidth is one of the major parameters
which determine the choice of the best connection
path [1].

Different techniques and related software tools,
aimed at measuring available bandwidth, have
been presented in the literature [2–6]. This paper
takes into consideration three of them: (i) Path-
load [2,3], which sends packet streams along the
path, and tunes the stream rate after analyzing
the trend of one-way delays (OWDs), until both
an upper and a lower bound for the available
bandwidth are found; (ii) IGI [4], which sends
packet trains, characterized by increasing gaps
between two adjacent packets and then evaluates
the available bandwidth on the basis of the varia-
tion of the gaps at destination; (iii) pathChirp [6],
which launches a number of exponentially spaced
probing packet trains, and then performs a statis-
tical analysis at receiver side to determine the
available bandwidth.

The authors of the above-mentioned tools,
when presenting their work, have provided some
experimental results with the aim of evaluating
tool performance and demonstrating their effec-
tiveness. Furthermore, several comparative studies
of tool performance have recently appeared in the
literature. In particular, Strauss et al. [7] have
extensively tested Pathload and IGI over 400 dif-
ferent paths, but performance comparison lacks
a reliable reference. More precisely, the nominal
value of the available bandwidth is derived from
Multi-Router Traffic Grapher (MRTG) [8], which
is presented as the most accurate method to verify
the output of available bandwidth estimation
tools. MRTG, however, intrinsically suffers from
low resolution.

A comparative evaluation of system capability
effects on tool performance has been presented in
[9], and available bandwidth estimation techniques
have been classified in [10], where some misconcep-
tions and misinterpretations have been highlighted.

Rigorous characterization of all the above-men-
tioned techniques has not been executed yet. To
meet such requirement, the performance of these
techniques is here evaluated in terms of measure-
ment repeatability, time and bias with respect to
a proper reference value, which is determined
through the use of an electronic counter. Perfor-
mance comparison is then accomplished by putt-
ing side-by-side achieved results and evaluating
their concurrence, as well. The measurement tools
are tested under different cross-traffic conditions,
thus extending partial results illustrated in [11],
in which only CBR (Constant Bit Rate) back-
ground traffic is considered.
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The paper is organized as follows: in Section 2
an overview of the tools under study is presented.
Section 3 describes the methodology as well as the
testbed used to compare the performance of the
considered tools. In Section 4 the tools are tested
under different network conditions in terms of
both link capacity and competing traffic proper-
ties. Finally, Section 5 provides some concluding
remarks, together with directions of future work.
2. Techniques for available bandwidth

measurement: a brief overview

As stated before, three techniques for available
bandwidth measurement have been taken into ac-
count: Pathload v.1.1.0 [2,3], IGI v.1.0 [4], and
pathChirp v.2.3.3 [6].

Pathload consists of two components: the pro-
cess called SND, which runs at the sender, and
the process called RCV, which runs at the receiver.
The process SND transmits a periodic UDP (User
Datagram Protocol) packet stream to RCV. Let us
suppose that the transmission rate of the stream is
R bits per second. Since SND timestamps each
packet prior to its transmission with a timestamp
ti, RCV can compute the OWD of each packet.
Upon the reception of the entire stream, RCV in-
spects the sequence of OWDs in order to check if
the transmission rate R is larger than the available
bandwidth A. Indeed, when R > A, the OWDs of
the stream packets are expected to have an increas-
ing trend. On the contrary, when R < A, the OWDs
have a non-increasing trend. To actually estimate
the available bandwidth along the path, SND and
RCV have to cooperate so that R converges itera-
tively to A. Such measurement methodology is
called Self-Loading Periodic Streams (SloPS).

IGI is based on the following technique. A train
of probing packets is sent in quick succession and,
at the destination, the variation of the packet pair
gaps is calculated. Since probing packets travel
through the network, cross-traffic packets may be
inserted between them, thus increasing the gaps.
As a result, the gap value at the destination would
be a function of the cross-traffic rate, which can
therefore be estimated. To assure that the prob-
ing train actually interleaves with cross-traffic, a
sequence of packet trains with increasing gaps is
sent from source to destination and the difference
between the average source and destination gaps
is monitored. When such difference becomes prac-
tically zero, i.e. cross-traffic is interleaving with
probing packets without causing an increase of
the gaps, the so-called turning point is reached
and the sending process is stopped. IGI finally
computes the available bandwidth by subtracting
the estimated amount of cross traffic from the bot-
tleneck link capacity.

Based on the concept of ‘‘self-induced conges-
tion’’, pathChirp estimates the available bandwidth
along a network path by launching a number of
packet chirps, i.e. exponentially spaced probing
packet trains, from sender to receiver, and then
performing a statistical analysis at the receiver side.
More precisely, by measuring packet interarrival
times, pathChirp makes an estimate of the per-
packet available bandwidth as the instantaneous
chirp rate at the packet for which the queuing delay
begins increasing. It then takes a weighted average
of the per-packet estimates in order to evaluate the
per-chirp available bandwidth. By further averag-
ing the per-chirp estimates, pathChirp computes
the available bandwidth along the network path.
3. Methodology and experimental setup

3.1. Performance comparison methodology

In order to carry out the experiments, two cou-
ples of hosts have been utilized and a suitable
network has been set up. For each configuration
about one hundred measurements have been per-
formed, so that a statistically significant sample
is available; measurement results have then been
processed to evaluate their mean value (l) and
experimental standard deviation (r).

Measurement results have been compared in
terms of measurement (i) concurrence, (ii) repeat-
ability, (iii) bias and (iv) time.

With regard to concurrence analysis, measure-
ment results have to be expressed in terms of an
interval and related statistical distribution. While
IGI and pathChirp provide a single value as
the result of a measurement, Pathload gives the



Fig. 1. The measurement station.
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available bandwidth variation range. In this light,
concerning IGI and pathChirp, the hypothesis of a
Gaussian distribution of measurement results is as-
sumed, and the interval considered for concur-
rence analysis is centred at the mean value and it
is six times r wide. As for Pathload, on the con-
trary, since no confidence level is associated to
Pathload�s range, lower and upper extremes of
output intervals are averaged, and the measure-
ment result is assumed to be uniformly distributed
within the averaged interval. It is worth stressing
that measurement results concur if the related
intervals overlap.

Repeatability is strictly related to experimental
standard deviation. The smaller the experimen-
tal standard deviation, the higher the degree of
repeatability.

Measurement bias is an indicator commonly
used to characterize a measurement system, in gen-
eral. It gives information about non-zero difference
between measured and expected value. In the
paper, it has been defined as the difference, D, be-
tween measurement result and reference value.
When investigating measurement bias, the choice
of a reference value is crucial; this is particularly
true when performance comparison of different
measurement solutions is drawn. A proper mea-
surement station, described in the next section,
has been set up with the aim of providing a suit-
able common reference.

The time needed by a measurement tool to per-
form a single measurement and provide the related
result is also taken into account as an indicator of
the tool performance. Besides being efficient with
regard to time saving issues, tools exhibiting
reduced measurement time also allow a better
tracking in time of the dynamic behaviour of the
measured parameters. Comparison among
measurement times of different tools is therefore
particularly significant, also in consideration of
the fact that available bandwidth is defined as a
time-averaged metric.

3.2. Measurement testbed

Fig. 1 shows the testbed set up by the authors.
It comprises a sender host and a receiver host,
belonging to different LANs and connected
through a network of generic topology, on which
one or more cross-traffic sources are active. The
core of the testbed is a digital counter [12]. Its
two channels are connected to, respectively, the
sender and the receiver. In particular, channel 1
is connected to pin 7 (RTS, Request to Send) of
the serial port of the sender, and channel 2 is con-
nected to pin 4 (DTR, Data Terminal Ready) of
the serial port of the receiver.

The idea is to use a traffic generator to transfer
data from sender to receiver and then employ the
digital counter, rather than uncalibrated host
clocks, to perform accurate time interval measure-
ments, from which the reference value of available
bandwidth is derived. A suitable traffic generator,
named MGEN [13], is adopted to generate UDP
cross-traffic. MGEN allows tuning some traffic
parameters, such as statistical traffic characteriza-
tion (i.e. periodic, Poisson), packet size and traffic
rate. Another traffic generator, D-ITG [14], is
used to generate TCP and HTTP-like traffic. The
Distributed Internet Traffic Generator (D-ITG) is
a tool capable of producing network traffic and
accurately replicating appropriate stochastic pro-
cesses for both IDT (Inter Departure Time) and
PS (Packet Size) independent identically distrib-
uted (i.i.d.) random variables. The currently
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upported protocols are: TCP, UDP, ICMP, DNS,
Telnet, VoIP (G.711, G.723, G.729, Voice Activity
Detection, Compressed RTP).

The reference value is obtained by calculating
the ratio of the amount of transferred data, which
is derived from the generator log report, to the
transmission time, measured through the elec-
tronic counter. Transmission time is measured as
the time interval between the rising edges of two
voltage pulses, which occur, respectively, on chan-
nel 1 and channel 2 of the counter. When the sen-
der starts the transmission, a voltage pulse is
generated on its serial port. Then, when the recei-
ver gets the message that the socket has been
closed at sender side, a voltage pulse is generated
on the serial port of the receiver. The two rising
edges of the voltage pulses represent, respectively,
the start and the stop event for time interval mea-
surement. In order to generate the two voltage
pulses at the right instants, appropriate changes
have been made in the source code of the traffic
generator.

For each network configuration and cross-traf-
fic amount, the mean value over one hundred mea-
surements is chosen as the reference value. This
measure represents the common reference needed
for bias evaluation.

3.3. Network under test

Fig. 2 shows the adopted network. Measure-
ment tools under test run on the first couple of
hosts (named Leox and Eufrate), which are
equipped with Red Hat Linux (kernel version
Fig. 2. The network under test.
2.4.14) and have the same hardware configuration.
The other two hosts are used as source and desti-
nation for the cross-traffic. All the measurements
have been carried out twice, inverting the roles of
sender and receiver, in order to detect possible
differences between the utilized hosts.

For each couple of hosts, both the sender and
the receiver are connected to a Cisco 3500 Series
switch. The two senders belong to the same
LAN, and so are the two receivers; therefore, the
two senders actually compete to get the required
bandwidth. Depending on the network under test,
each switch is connected to a Cisco 2600 Series
router equipped with two Fast-Ethernet interfaces
or a Cisco 3600 Series router equipped with a
Fast-Ethernet interface and a 2 Mbps Serial
interface.

The choice of such a simple network, compris-
ing only two routers, is motivated by the need to
totally control the network under test, in order
to apply the proposed method for the reference
value determination. In other words, sender
and receiver have to be physically close enough,
in order to be both connected to the digital
counter.
4. Performance comparison

Different network conditions in terms of link
capacity and cross-traffic characteristics have been
considered. As for the background traffic, the fol-
lowing scenarios have been taken into account: (i)
constant bit rate UDP streams, (ii) on/off bursty
UDP streams, (iii) multiple TCP connections, (iv)
superposition of on/off bursty UDP streams and a
TCP connection, and (v) UDP streams with several
combinations of Pareto interarrivals and constant
or Pareto packet sizes. The considered cross-traffic
scenarios represent one of the largest experimental
sets presented in the literature. For each scenario
and for each considered tool, about one hundred
measurements distanced of about 10 s from one
another have been made with the aim of granting
their independence from one another.

This section is organized as follows. In the first
subsection a performance comparison of the em-
ployed tools on a network with 10 Mbps capacity
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is carried out, with respect to all the considered
cross-traffic scenarios. In the second subsection
differences observed on a slower (2 Mbps) and a
faster (100 Mbps) link are illustrated, and possible
dependency of the results on network capacity is
investigated.

4.1. Network with 10 Mbps bandwidth

It is worth stressing out that each tool has some
parameters peculiar to the measurement technique
it implements. With respect to tool performance,
the most significant parameters are number and
size of probing packets for IGI, number and
length of streams for Pathload, and measurement
time and probing packet size for pathChirp.
Authors of the related works have proposed some
default values for these parameters, but the exper-
imental evidence suggests that their values might
be differently tuned, depending on the cross-traffic
nature, in order to achieve better performance.
Therefore, for each considered cross-traffic
scenario, a prior optimization of the parameters
has been experimentally executed and the results
obtained with the optimal combination of param-
eters have then been reported for performance
comparison.
Table 1
Measurement results in the presence of CBR cross-traffic, for differen

EUFRATE! LEOX

IGI pathChirp Pathload

Competing traffic = 20% capacity

Reference value = 7.566 Mbps

l [Mbps] 6.950 8.10 5.60–9.59
r% 0.49 6.5 15
D% 8.1 7.1 0.46

Competing traffic = 50% capacity

Reference value = 5.2033 Mbps

l [Mbps] 4.77 5.66 4.85–9.61
r% 6.3 6.4 19
D% 8.3 8.8

Competing traffic = 80% capacity

Reference value = 1.613 Mbps

l [Mbps] 1.520 1.76 1.07–2.25
r% 6.0 8.5 20
D% 5.8 9.1
4.1.1. UDP cross-traffic with constant bit rate

The first set of experiments has been carried out
by using cross-traffic with constant bit rate (CBR).
In particular, the percentage of link utilization, u,
has been set equal to (i) 20%, (ii) 50% and (iii)
80%. MGEN has been used as cross-traffic gener-
ator for this set of experiments.

In these first experiments, default parameter val-
ues have proved to be suitable and have therefore
been adopted for the comparison. In particular,
with regard to IGI, 60 packets of 500 bytes have
been used; concerning Pathload, the fleet consists
of 12 streams of 100 packets each; as for pathChirp,
finally, probing packets of 1000 bytes have been
used, the spread factor has been chosen equal to
1.2, and the measurement time has been set equal
to 40 s (this is the only parameter that has been
modified with respect to its default value of 600 s,
which has proved to be too high for the scenario
under test). Table 1, which reports related measure-
ment results, is divided into three sections, each
corresponding to a different percentage of link uti-
lization. For each section, together with the nomi-
nal value, which is only theoretical, a reference
value of available bandwidth, achieved through
the application of the method proposed in section
3.2, is reported. Results are expressed in terms of
t values of u, percentage of usage of the link

LEOX! EUFRATE

IGI pathChirp Pathload

Reference value = 7.465 Mbps

6.780 8.07 5.53–9.59
0.79 6.5 15
9.2 8.1 1.3

Reference value = 4.998 Mbps

4.88 5.49 4.82–9.63
6.2 6.4 19
2.4 9.8

Reference value = 1.623 Mbps

1.500 1.74 1.17–2.40
6.0 8.5 19
7.6 7.2
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mean value, l, experimental standard deviation, r,
and difference D between the mean value and the
reference value. Both experimental standard devia-
tion and difference between mean and reference
value are expressed in percentage relative terms.

With regard to Pathload, difference D from the
reference value is referred to the centre of the inter-
val, l, and experimental standard deviation is
equal to the amplitude of the interval, scaled by
2

ffiffiffi
3

p
.

Fig. 3 aligns and compares the measurement
intervals of the different techniques for concur-
rence analysis purpose. The figure refers to the
connection from Leox to Eufrate; the opposite
path has, in fact, offered similar outcomes. In par-
ticular, horizontal bars represent the intervals that
indicate measurement results; three groups of three
bars can be singled out, according to the different
cross-traffic conditions. In particular, starting
from the top of the figure, u is equal, respectively,
to 80% for the first, 50% for the second, and 20%
for the last set of three bars.

From Table 1 and Fig. 3, the following consid-
erations can be drawn:

• Measurement results provided by IGI are less
biased for high cross-traffic rates than for low
ones and are characterized by an appreciable
degree of repeatability (the relative experimen-
tal standard deviation is much inferior to
10%). The value of r, which is inferior to 1%
for the lowest values of u, is noticeable.
Fig. 3. Concurrence analysis of measurement results in the presence o
• pathChirp gives similar results as IGI in terms
of D%, while r% is slightly higher.

• The way Pathload expresses measurement
results (an interval) does not allow a clear
comparison with other considered techniques
based on repeated measurements. Measure-
ment results are, in fact, expressed in terms of
an interval which is definitely too wide, as
revealed by a large relative standard deviation
(up to 20% of the mean value). Even though
the reference value falls within that interval, it
is difficult to assess whether the tool gives the
expected results or not. For the same reason,
some cells in the table are intentionally left
blank: the choice of calculating D as the differ-
ence between the reference value and the centre
of the interval can lead to high values for D%
even when the reference value falls within that
interval.

• Intervals related to different techniques overlap,
and measurements results therefore concur.

4.1.2. On/off bursty UDP cross-traffic

A bursty cross-traffic, i.e. a traffic characterized
by a variable bit rate (VBR), has been considered
in a large set of experiments. Cross-traffic in
real networks is, in fact, typically bursty, rather
than CBR, and depending on its burstiness, the
available bandwidth can vary dynamically dur-
ing a measurement period. A characterization of
available bandwidth measurement tools should
f CBR traffic for different values of link utilization percentage u.
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therefore include performance assessment in the
presence of bursty cross-traffic.

In particular, UDP streams of on/off bursty
traffic have been introduced in our experiments.
A source produces on/off bursty traffic when it
can operate in only two conditions: in the ‘‘on’’
state, it transmits data at a peak and constant rate,
and in the ‘‘off’’ state it does not transmit. In our
experiments, the overall source activity, i.e. the
alternation of ‘‘on’’ and ‘‘off’’ intervals is periodic,
and the percentage of time the source is in the
‘‘on’’ state is referred to as burst duty factor, df.
The source burstiness, defined as the ratio of the
peak to the average transmission rate, can be
considered as an indicator of the source activity:
the higher the burstiness, the more different the
source behaviour from that of a CBR source
(CBR sources are characterized by a unitary burs-
tiness). Following this definition, it is easy to real-
ize that source burstiness is the reciprocal of df.

Experiments with UDP streams characterized
by different burst duty factors (25%, 50% and
75%), different values of peak transmission rate,
p (20%, 40%, and 80% of the link capacity), and
a period equal to 2 s, have been carried out. In this
set of experiments, MGEN has been used as traffic
generator.

For the sake of brevity, numerical results related
to only some representative cross-traffic scenarios
are given. From such results, the dependence of
tool performance on parameters values can be
inferred.
Table 2
Measurement results provided by IGI, in the presence of on/off burst
for different values of the tool parameters, number of packets N and

Packet size

500 bytes 750 bytes 1000 bytes

l [Mbps] 7.61 8.07 8.41
r% 8.6 5.8 4.4
D% 12 6.4 2.4

l [Mbps] 7.66 8.11 8.47
r% 6.3 4.6 2.7
D% 11 5.9 3.8

l [Mbps] 7.74 8.13 8.52
r% 5.2 3.9 2.9
D% 10 5.7 1.2

The reference value, measured through the counter, is 8.62 Mbps.
Before comparing the tool outputs, details
regarding the tuning of the tool parameters, with
regard to their default values, are given.

IGI: Concerning IGI, experiments have been
made with 60 (default value), 120 and 240 probing
packets; packet sizes of 500 (default value), 750,
1000, 1250 and 1400 bytes have been chosen. Lar-
ger packet sizes, bigger than the MTU (Maximum
Transmission Unit), would imply the fragmenta-
tion of the packet into two smaller packets and,
consequently, have been ignored.

For the sake of clarity, Table 2 shows measure-
ment results achieved in the presence of cross-traf-
fic characterized by df = 0.25 and p = 8 Mbps.
Results related to all the combinations of the tool
parameter values taken into account are reported
in the table and are expressed in terms of l, r%
and D%.

Experimental results highlight that an increase
in the number of probing packets does not gener-
ally provide better results in terms of D%, differ-
ence between measured and reference values. In
the few cases where a slight reduction of D% (a
few tenths percentage points) is experienced, sig-
nificant increases in both measurement time and
tool intrusiveness counterbalance it.

On the contrary, increasing packet size has
turned out to be a good way of enhancing the tool
performance. More precisely, the choice of smaller
probing packets has resulted in an underestimate
of available bandwidth equal to about 6–12% of
the reference value, while for packet sizes of
y UDP cross-traffic characterized by df = 0.25 and p = 8 Mbps,
packet size

1250 bytes 1400 bytes

8.71 8.75 N = 60 packets
2.1 5.4
1.0 1.5

8.72 8.74 N = 120 packets
1.9 4.6
1.2 1.4

8.78 8.82 N = 240 packets
1.7 5.1
1.9 2.3
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1000, 1250 and 1400 a slight overestimate, always
within 2% of the reference value, has been experi-
enced. The optimal choice turns out to be 60 pack-
ets of 1250 bytes.

Two reasons may be adduced to explain such
erroneous estimate in case of small packet sizes,
as already highlighted in [4], and both of them de-
pend on the fact that the gap value at the turning
point proportionally grows with the packet size.
Such behaviour is shown in Fig. 4, which plots
Fig. 4. Values of initial gap and difference between initial and
output gap for single measurement using IGI, with probing
packets consisting of (a) 500, (b) 750, (c) 1000, and (d) 1250
bytes.
the difference between initial and output gap as a
function of the initial gap, for probing packets
consisting, respectively, of (a) 500, (b) 750, (c)
1000, and (d) 1250 bytes.

In detail, the fact that smaller packets result in
smaller gaps has two effects: (i) the resulting prob-
ing train is more sensitive to the burstiness of the
cross-traffic, and therefore the convergence of the
gap difference to zero is oscillating and less regular
than the one experienced with larger probing pack-
ets; as a consequence, higher values of experimen-
tal standard deviation and reduced measurement
repeatability are experienced. Moreover, (ii) it is
harder to correctly generate and measure smaller
gap values.

As a further example, Table 3 shows measure-
ment results achieved in the presence of cross-traf-
fic characterized by df = 0.5 and p = 4 Mbps. The
average cross traffic rate is 2 Mbps, the same as in
the previous example, while the burstiness is
halved. The results confirm that D is influenced
by packet size, rather than number of packets.
The best choice of parameters, i.e. the one that
grants the minimum D%, is 120 packets of 1400
bytes.

pathChirp: The first noticeable issue regard-
ing parameter values for pathChirp is that
default measurement time is set equal to 600 s,
while our experience for the network under test
has shown that much shorter times (20–40 s) are
enough to assure good measures. As for packet
size, which is the other parameter taken into
account, we used packets of at least 1000 bytes,
following the authors� suggestion [6], and not
larger than the MTU, in order to avoid frag-
mentation.

Table 4 depicts the results in the presence of a
cross-traffic characterized by values of df and p

equal to 0.25 and 8 Mbps, respectively. The results
show that the tool overestimates the available
bandwidth for longer measurement times and pro-
vides more accurate measurement results for larger
packets. The optimal measurement time, i.e. the
one granting the lowest D% (inferior to 2% for
packets of 1200 and 1400 bytes), has come out to
be equal to 20 s.

Pathload: Let us consider again the scenario
where the cross-traffic is characterized by df =



Table 3
Measurement results provided by IGI, in the presence of on/off bursty UDP cross-traffic characterized by df = 0.5 and p = 4 Mbps, for
different values of the tool parameters, number of packets N and packet size

Packet size

500 bytes 750 bytes 1000 bytes 1250 bytes 1400 bytes

l [Mbps] 7.34 7.61 7.77 8.12 8.29 N = 60 packets
r% 8.9 7.5 5.6 4.1 5.3
D% 14 11 8.9 4.8 2.8

l [Mbps] 7.40 7.65 7.84 8.24 8.34 N = 120 packets
r% 8.2 6.9 4.8 3.8 4.7
D% 13 10 8 3.4 2.2

l [Mbps] 7.48 7.74 7.94 8.35 8.37 N = 240 packets
r% 7.9 6.4 4.4 3.4 4.5
D% 12 9.3 6.9 2.1 1.9

The reference value, measured through the counter, is 8.53 Mbps.

Table 4
Measurement results provided by pathChirp, in the presence of on/off bursty UDP cross-traffic characterized by df = 0.25 and
p = 8 Mbps, for different values of the tool parameters, packet size and measurement time

Pkt size = 1000 bytes Pkt size = 1200 bytes Pkt size = 1400 bytes Pkt size = 1000 bytes Pkt size = 1000 bytes
Meas. time = 20 s Meas. time = 20 s Meas. time = 20 s Meas. time = 40 s Meas. Time = 60 s

l [Mbps] 8.38 8.55 8.76 8.91 9.11
r% 5.1 3.4 2.3 4.6 4.2
D% 2.8 0.81 1.6 3.4 5.7

The reference value, measured through the counter, is 8.62 Mbps.
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0.25 and p = 8 Mbps. With the default values of
N = 12 streams and L = 100 packets, Pathload sig-
nificantly underestimates available bandwidth (the
actual available bandwidth is about four times the
measured one). The tool therefore seems to be to-
tally inaccurate in the presence of a bursty traffic
characterized by a low df. As the experiments have
proved, however, such inaccuracy is only due to
the inadequateness of the default values, and accu-
rate measurements can be achieved by properly
fixing them. As shown in Table 5, which gives
Table 5
Measurement results provided by Pathload, in the presence of on
p = 8 Mbps, for different values of the tool parameters, number of s

N = 12 N = 8 N = 6 N = 4
L = 100 L = 100 L = 100 L = 100

l [Mbps] 1.475 1.56 2.025 2.095
r% 6.0 7.0 14 15

The reference value, measured through the counter, is 8.62 Mbps.
the results of sets of measurements carried out
with different values of N and keeping L equal to
100 packets, reducing the number of streams does
not provide significant improvements, the esti-
mated value being still very distant from the actual
one. On the contrary, a reduction of the number of
probing packets in each stream is the correct way
of tuning the parameters and granting good per-
formance. Specifically, Table 5 also reports the
results achieved by successively modifying the
value of L, while keeping N equal to its default
/off bursty UDP cross-traffic characterized by df = 0.25 and
treams, N, and stream length, L

N = 2 N = 1 N = 12 N = 12
L = 100 L = 100 L = 50 L = 40

2.92 6.05 8.915 7.38
10 10 1.5 4.3
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value of 12 streams; the optimal value for L is 50
packets. The reason for this behaviour of the tool
essentially lies in its iterative operation: with de-
fault parameter values almost every stream is la-
belled as being characterized by an increasing
OWD trend, i.e. each stream is affected by cross-
traffic, even though the latter is present only for
25% of measurement time and, consequently, the
estimate converges to a value that is definitely
lower than the expected one. By reducing the
stream length, there are more streams not affected
by cross-traffic and not labelled as being character-
ized by an increasing OWD trend; therefore, the
bursty nature of cross-traffic is better tracked
down by the tool. On the other hand, performance
tends to worsen when streams consisting of less
than 50 packets are used; we conjecture that this
worsening is probably due to the limited number
of samples considered to evaluate the OWD trend.
In conclusion, 50 packets seem to be the optimal
choice in the presence of bursty traffic.

Only after tuning the parameters of all the
tools, an intelligible and significant performance
comparison can be gained. To this aim, Table 6
shows measurement results provided by the tools,
in different scenarios of bursty cross traffic; in par-
ticular, different duty factors have been consid-
ered, for a given p = 8 Mbps. From the analysis
Table 6
Measurement results provided by all the considered tools, in the
p = 8 Mbps and different values of df

IGI pat

df = 0.25

Reference value = 8.62 Mbps
l [Mbps] 8.71 8.55
r% 2.1 3.4
D% 1.0 0.80

df = 0.5

Reference value = 6.75 Mbps
l [Mbps] 7.25 7.1
r% 3.6 5.6
D% 7.4 5.2

df = 0.75

Reference value = 4.43 Mbps
l [Mbps] 4.85 4.12
r% 5.2 6.2
D% 9.5 6.9
of the results, the following considerations can be
drawn:

• Experimental standard deviation, r, is generally
lower for lower values of df.

• At the same time, in the presence of a low bur-
sty duty factor (df = 0.25), difference between
measured and reference value, D, is significantly
lower than for higher values of df. The tools
exhibit good performance, in terms of measure-
ment bias, especially for df = 0.25 (D = 1.0% for
IGI and D = 0.8% for pathChirp).

• Measurement bias results provided by Pathload
are definitely worse than those provided by IGI
and pathChirp. Indeed, except for df = 0.25,
D% is bigger than 13% and r% equal to 48%,
whereas df = 0.75 accounts for meaningless
results.

• The best results in terms of measurement bias
are granted by pathChirp, while IGI results
exhibit a slightly lower experimental standard
deviation. Such considerations are generally
valid, regardless of the value of df.

• Measurement results provided by the three
tools generally concur.

Some further considerations on measurement
time can be drawn:
presence of on/off bursty UDP cross traffic characterized by

hChirp Pathload

8.67–9.16
2.1
3.4

3.82–7.86
20
13

0.64–6.85
48
15
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• Measurement time is an input parameter for
pathChirp. In the large number of experiments
carried out, 20 s are enough to achieve a good
bandwidth estimate. A measurement time
greater than 20 s does not generally provide bet-
ter results in terms of both lower D and r.

• IGI converges more slowly when more packets
and/or larger packets are utilized. With regard
to experiments carried out with df = 0.25, for
instance, when 60 packets of 500 bytes are used,
measurement time is about 20 s; if 60 packets of
1000 bytes are used, measurement time is about
30 s; measurement time grows up to respectively
about 40 s and 60 s when packet size is raised to
1400bytes and the number of packets is increased
to 240. Similarly, the higher the cross-traffic rate,
the higher the measurement time.

• With regard to Pathload, when default para-
meter values are adopted, measurement time is
generally longer than 60 s, and becomes longer
than 80 s for higher cross-traffic rates. Even if
the stream length is halved, measurement time
is not shorter than 50 s.

• In conclusion, pathChirp proves to be definitely
more effective in terms of reduced measurement
time, whereas Pathload is characterized by the
highest measurement time.

4.1.3. Multiple TCP connections

Most of Internet applications adopt TCP as
transport protocol. Scenarios where cross-traffic
consists of TCP connections, as well as a superpo-
sition of bursty UDP streams and TCP connec-
tions, are therefore realistic, and it is worth
including them in our set of experiments.
Table 7
Measurement results provided by all the considered tools, under the
traffic consisting of two 2 Mbps TCP periodic streams

IGI pathChirp

60 packets Meas. tim
Packet size = 1000 bytes Packet siz

Reference value = 6.04 Mbps

l [Mbps] 5.78 5.85
r% 5.3 6.4
D% 4.3 3.2
In particular, experiments involving the combi-
nation of multiple periodic TCP streams have
shown that tool performance does not vary signif-
icantly as a function of the number of streams and
their average rate. Consequently, for the sake of
brevity, Table 7 shows measurement results pro-
vided by all the considered tools under the respec-
tive optimal parameter choices, when cross-traffic
consists of two 2 Mbps TCP periodic streams.
The table also reports the optimal parameter com-
binations. The three tools provide concurrent re-
sults (the related intervals are not disjoint) and
experimental standard deviation is within few per-
cents. As in the on/off bursty UDP cross-traffic
scenario, pathChirp grants a reduced measurement
bias, whereas IGI accounts for a lower experimen-
tal standard deviation.

4.1.4. Superposition of on/off bursty UDP

streams and a TCP connection

Further experiments have been carried out con-
sidering combinations of bursty UDP traffic and
TCP connections. Indeed, a mixed UDP–TCP
traffic is a quite common situation in the Internet
scenario. Table 8 accounts for the measurement re-
sults provided by the tools in the presence of cross-
traffic consisting of a combination of a bursty
8 Mbps UDP stream, with df = 0.25, and one or
two 1 Mbps TCP streams, respectively. IGI and
pathChirp give better results in terms of measure-
ment bias (D between 1% and 4%), whereas
the experimental standard deviation characteriz-
ing Pathload results is lower than the others (4–
6% against 6–8%). On the overall, the three tools
provide good results both in terms of D% and
r%.
respective optimal parameter choices, in the presence of cross-

Pathload

e = 20 s 40 streams
e = 1200 bytes Stream length = 150 packets

5.89–6.67
7.2
3.9



Table 8
Measurement results provided by the tools in the presence of cross-traffic consisting of a combination of a bursty 8 Mbps UDP stream,
with df = 0.25 and, respectively, one or two 1 Mbps TCP streams

IGI pathChirp Pathload

60 packets Meas. time = 20 s 12 streams
Packet size = 1250 bytes Packet size = 1200 bytes Stream length = 50 packets

Reference value = 7.58 Mbps

l [Mbps] 7.49 7.42 7.49–8.62
r% 8.1 6.3 8.1
D% 1.2 2.1 6.3

Reference value = 6.43 Mbps

l [Mbps] 6.67 6.28 6.68–6.96
r% 7.5 8.2 2.4
D% 3.7 2.3 6.1
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4.1.5. UDP streams with combinations of Pareto

packet interarrivals, and constant or Pareto

packet sizes

Due to the Internet traffic complexity and vari-
ability, it is difficult to gain a unique model for
simulating and analyzing its behaviour [15]. The
evolution of networks and applications has
required and still requires a continuous tuning of
traffic models [16–21]. A number of studies,
based on the analysis of aggregated traffic, have
proved that traffic on the Internet has a self-similar
or fractal nature [16,22]. Research activities
have been also conducted on the effects of traf-
fic characteristics on network performance [23,
24].

Some of the results of those studies have in-
spired the experiments that are described in the
following. In the first set of experiments, in partic-
ular, self-similar traffic has been considered [19],
packet interarrivals being modelled as i.i.d. ran-
dom variables of a Pareto distribution, with a
mean value of 3 ms and shape factor a = 1.5.
Generated packets consist of 1470 bytes. For the
sake of brevity, the outcomes of three configura-
tions are shown, in which cross-traffic consists
respectively of one and three UDP streams with
the aforementioned statistical characteristics. Re-
lated results are reported in Table 9; both D%
and r% are slightly higher than in the other exper-
iments, but they still represent acceptable values,
D% remaining within some percents.

Some experiments where the cross-traffic is
made up of packets characterized by both interar-
rivals and sizes with a Pareto distribution have
also been carried out, according to the results pre-
sented in [16]. In particular, packet interarrivals
have the same statistical characterization of the
previous experiments, while packet sizes are i.i.d.
Pareto random variables, with a mean equal to
2000 bytes and a shape factor a = 1.21. As shown
in Table 10, in such cases IGI provides worse re-
sults than the other two tools (D = 17% and
r = 12%). The reason might be found in the high
variability that has been imposed on cross-traffic,
which could prevent IGI from correctly reaching
the turning point.

When adopting Pareto distribution, strong sta-
tistic dependence between packet interarrivals is
imposed. A recent paper [25] has, indeed, put in
evidence that the long-range dependence (LRD)
of packet interarrivals is an invariant characteristic
for time scales longer than 1 s, whereas for time
scales up to 100 ms, the statistical correlation is
much weaker. Since the algorithms for available
bandwidth estimation, on which the three consid-
ered tools are based, mainly generate packets at
time intervals inferior to 100 ms, further experi-
ments have been carried out by adopting a differ-
ent traffic model. More precisely, cross-traffic
consists of packets whose sizes are distributed as
Pareto i.i.d. random variables (mean L = 4100
bytes, a = 1.35) and whose interarrival times are
distributed as exponential i.i.d. random variables.
Different values of parameter k, which is the reci-
procal of the mean interarrival time, have been
taken into account for the experiments (k = 64,



Table 9
Measurement results provided by the tools in the presence of UDP cross-traffic characterized by interarrival times modeled as i.i.d.
random variables of a Pareto distribution, with a mean value of 3 ms and shape factor a = 1.5

IGI pathChirp Pathload

60 packets Meas. time = 30 s 12 streams
Packet size = 1250 bytes Packet size = 1200 bytes Stream length = 50 packets

1 UDP stream

Reference value = 7.01 Mbps
l [Mbps] 7.49 7.38 7.15–7.83
r% 8.7 5.9 5.2
D% 6.8 5.3 6.8

60 packets Meas. time = 20 s 12 streams
Packet size = 1250 bytes Packet size = 1200 bytes Stream length = 50 packets

3 UDP streams

Reference value = 6.18 Mbps
l [Mbps] 6.43 5.78 5.18–6.58
r% 8.8 6.7 14
D% 0.39 6.5 4.9

Generated packets consist of 1470 bytes.

Table 10
Measurement results provided by the tools in the presence of UDP cross-traffic characterized by interarrival times modeled as i.i.d.
random variables of a Pareto distribution, with a mean value of 3 ms and shape factor a = 1.5, and packet sizes modeled as i.i.d. Pareto
random variables, with a mean equal to 2000 bytes and a shape a = 1.21

IGI pathChirp Pathload

60 packets Meas. time = 30 s 12 streams
Packet size = 1250 bytes Packet size = 1200 bytes Stream length = 50 packets

Reference value = 1.79 Mbps

l [Mbps] 2.1 1.67 1.75–1.98
r% 12 8.7 7.1
D% 17 6.7 4.2
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160, 256 packets/s); expected percentage of link
utilization u has been evaluated according to
u Æ C = k Æ L (u = 20%, 50%, 80%). All the related
results are given in Table 11. While IGI suffers
from values of both D% and r% even higher than
10% and up to 19%, values of D% and r% experi-
enced with pathChirp are always inferior to 10%
(less than 3% when u = 20%).

4.2. Further scenarios

As already stated, experiments carried out on
10 Mbps capacity link have been repeated on a
slower link, without changing network topology.
In particular, the two routers have been connected
through a 2 Mbps link. The first noticeable issue
on such slower link concerns Pathload, which
either does not provide results, or provides too
wide intervals. Performance comparison in this
case has therefore been limited to IGI and
pathChirp.

In a constant bit rate traffic scenario, IGI exhib-
its higher values of D% on the 2 Mbps link than on
the 10 Mbps one. Its performance is worse for
higher values of u, reaching peaks of more than
15% when u is equal to 80%. Irrespectively of u,
pathChirp generally overestimates available band-
width, and its results are characterized by higher
experimental standard deviation, r being generally
greater than 10%.



Table 11
Measurement results provided by the tools in the presence of cross-traffic characterized by interarrival times distributed as exponential
i.i.d. random variables, and packet sizes modeled as i.i.d. Pareto random variables, with a mean equal to 4100 bytes and a shape
a = 1.35

IGI pathChirp Pathload

u = 20%

Reference value = 7.688 Mbps
l [Mbps] 8.34 8.12 7.65–8.43
r% 7.4 2.8 5.6
D% 8.5 5.6 4.6

u = 50%

Reference value = 5.027 Mbps
l [Mbps] 5.68 5.22 4.97–5.75
r% 11 8.4 8.4
D% 13 3.8 5.9

u = 80%

Reference value = 2.281 Mbps
l [Mbps] 2.72 2.09 2.18–2.83
r% 14 9.0 15
D% 19 8.3 9.9
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When bursty UDP traffic is considered, IGI
does not seem to benefit from a probing packet size
increase, contrary to expectations and experimen-
tal evidence on the 10 Mbps link; values of D%
are generally worse with respect to the previous
network configuration. Concerning pathChirp,
experimental standard deviation is definitely too
high (r > 20%), and available bandwidth is overe-
stimated. If measurement time is increased, how-
ever, lower values of D% and r% are experienced,
both being within 7%.

In the presence of cross-traffic consisting of a
superposition of TCP streams, a good repeat-
ability is experienced with both tools, along with
little difference between measured and reference
available bandwidth values. Similar outcomes are
observed when a UDP stream is also present, ex-
cept for values of D% related to pathChirp, which
overestimates available bandwidth even more than
10% over reference value.

Finally, contrary to the 10 Mbps scenario, IGI
provides satisfying results in the presence of
cross-traffic consisting of UDP streams with com-
binations of Pareto packet interarrivals, and con-
stant or Pareto packet sizes, whereas pathChirp
does not confirm the performance shown on the
10 Mbps link, irrespective of measurement time
value.
The last set of experiments has been performed
on a network with 100 Mbps capacity. It has to be
noted that the three tools give better results in the
CBR background traffic scenario. More precisely,
IGI shows optimal performance in case of u =
20% and u = 50%, D% being smaller than 4%. This
behaviour contrasts with performance observed in
the 10 Mbps scenario, where IGI provides less
biased results for higher cross-traffic rates. When
u = 80%, the best results are provided by Path-
load, which, anyway, exhibits a satisfying behav-
iour even when the link utilization is lower. With
regard to pathChirp, its performance improves as
the percentage of competing traffic grows. Experi-
mental standard deviations related to the three
tools are comparable to those experienced in the
10 Mbps scenario.

In the presence of UDP bursty traffic, IGI per-
formance does not particularly benefit from an in-
crease in either the number of probing packets, or
their size. All experienced values of both D% and
r% are, in fact, higher than 7%. As already experi-
enced in the 10 Mbps scenario, the best estimates
attained by using pathChirp refer to ameasurement
time equal to 20 s, which is much lower than default
value. Experimental standard deviation, however,
is higher than 10%. Results provided by the three
tools with bursty UDP cross-traffic concur.
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With respect to the 10 Mbps scenario, results
with TCP cross-traffic are less satisfying. Specifi-
cally, both D% and r% are notably higher, for
all the considered tools. The most representative
example regards pathChirp, which suffers from
bandwidth underestimation, and exhibits values
of D% generally greater than 10–15%.

Finally, in the presence of UDP traffic with
Pareto packet interarrivals, IGI turns out to be
the most performing tool, even if it overestimates
the actual available bandwidth, while pathChirp
does not confirm the good performance shown in
the 10 Mbps scenario, thus replicating the behav-
iour observed in the 2 Mbps network. In particu-
lar, pathChirp results are characterized by a r%
greater than 20%.
5. Conclusions

The concept of bandwidth is central to packet-
switched networks since it refers to the amount of
data a link or a network path can transfer per unit
of time. Several applications can benefit from
knowing the bandwidth characteristics of network
paths traversed by their traffic. In fact, bandwidth
estimation allows applications such as file transfers
or multimedia streaming to optimize their perfor-
mance. The bandwidth available to an application
directly impacts its performance. Several techniques
have been defined to measure the available band-
width of a link or a path, but a rigorous character-
ization and performance comparison is missing.

This paper has aimed at comparing the perfor-
mance of three different tools that employ diverse
strategies to estimate the available bandwidth.
The considered tools are: Pathload, which mea-
sures the available bandwidth by sending packet
streams and analyzing the trend of one-way delays
at the receiver side; IGI, which evaluates the avail-
able bandwidth on the basis of the variation of the
gaps between two adjacent packets at destination;
pathChirp, which estimates the available band-
width by sending exponentially spaced probing
packet trains and measuring packet interarrivals.
Comparison of results has not been limited to
mean values, but it has also been based on concur-
rence, repeatability and bias of the measurements.
With the aim of evaluating the latter, a reference
value has been obtained by means of a suitable
measurement station set up by the authors. More-
over, with regard to possible values of several
parameters, such as cross-traffic type, cross-traffic
rate and direction of the probing traffic, a large
set of experimental tests has been carried out.

What has clearly come out from the experi-
ments is a good repeatability for all three tech-
niques in the 10 Mbps scenario, as proved by
experimental standard deviations of few percent-
age units. This has been true for both IGI and
pathChirp, whereas in some cases r% experienced
with Pathload has been higher than 15%, due to
the way it outputs measurement results. Experi-
mental standard deviation has become higher as
cross-traffic variability has increased. This phe-
nomenon has been more evident on faster
(100 Mbps) and slower (2 Mbps) links. At the
same time, results have shown that it is impossible
to determine which technique and related software
implementation are absolutely the best, since the
performance has varied depending on cross-traffic
characteristics, and all the techniques have pre-
sented a certain bias.

In case of cross-traffic with constant bit rate,
intervals representing measurement results of the
three tools have concurred. PathChirp has given
similar results as IGI in terms of D% in all the con-
sidered scenarios, whereas its r% has been gener-
ally higher. Pathload results have generally been
characterized by high values of both D% and r%,
since the output of the tool is an interval rather
than a single value. In the 100 Mbps scenario,
however, the best results with high link utilization
have been attained by using Pathload.

In the scenario characterized by bursty cross-
traffic, as well as when cross-traffic has consisted
of multiple TCP connections, results provided by
the three tools have concurred.

More precisely, in case of on/off bursty UDP
cross-traffic, pathChirp has shown the most robust
behaviour with respect to the variations of cross-
traffic parameters in the 10 Mbps scenario,
whereas IGI has performed better than the other
tools in terms of both D% and r% in both the
100 Mbps and 2 Mbps scenarios. Finally, Path-
load has proved to be inadequate to this scenario.
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In the presence of competing traffic consisting
of two TCP periodic streams characterized by a
bit rate equal to 20% of the link capacity, IGI
and pathChirp have shown similar overall perfor-
mance: a better bandwidth estimate is paid with a
larger standard deviation. However, pathChirp
has exhibited values of D% generally greater than
10–15% in the 100 Mbps scenario, and it is there-
fore inadequate. Also with this kind of cross-traf-
fic, Pathload has performed worse than the other
two tools.

Cross-traffic statistical distributions have also
been considered. It has to be noticed that in the
10 Mbps scenario with competing traffic charac-
terized by constant packet size and Pareto packet
interarrivals, the three tools have provided values
of both D% and r%, which have been slightly
higher than those observed in the same scenario
with different cross-traffic. In the other capacity
scenarios, results have generally been worse when
competing traffic interarrivals are Pareto
distributed.

On the whole, the analysis carried out in this
work has shown that the tools under study reach
considerable performance in all the capacity sce-
narios, provided that the cross-traffic presents a
low degree of variability. Indeed, the trend has re-
vealed an increase in result degradation as traffic
variability grows.

Future research activity will aim at executing
further experimental tests on more complex net-
work topologies and developing a new and more
powerful technique for available bandwidth mea-
surement, capable of overcoming most flaws iden-
tified in the analyzed ones.
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