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Abstract—This work is motivated by interest in restorable mesh
architectures for WDM optical networking. DWDM technology is
expected to create an extremely modular capacity-planning situa-
tion and to produce potentially strong nonlinear economy-of-scale
effects in capacity. How will this influence the design of cost-op-
timized mesh-restorable networks? Will it be essential to do true
modular design optimization, or will the traditional rounding-up
procedure still be adequate? Can a true modular design method
exploit these effects for capital cost savings in the network design?
What influence would strong modularity and economy-of-scale
have on the evolution of the fiber facilities graph topology for these
networks? We address these questions with three mathematical
programming formulations that allow a comparative study of
these issues in terms of the cost and architectural differences
between networks designed with different treatments of the
modularity issue. Results show that there are worthwhile savings
to be had by bringing modularity aspects directly into the basic
design formulation, rather than postmodularizing a continuous
integer result, as done in most prior practice. The most significant
research finding may be the demonstration of topology reduction
(or paring down of the facilities graph) arising spontaneously in
optimized designs under the combined effects of high modularity
and economy of scale. This is the first quantitative indication and
explanation of why lesshighly connected graph topologies may
be preferred (at least from an economic standpoint) in future
WDM networks, even though the spare capacity efficiency for
mesh-based restoration is improved by higher connectivity.

Index Terms—Mesh restoration, network design, network fault
tolerance, optical fiber communication, optimization methods,
protection, wavelength division multiplexing.

I. INTRODUCTION

A. Background and Objective

T ODAY’S BUSINESS culture is highly dependent on a reli-
able and continuously functioning communications infra-

structure. Network failure can severely disrupt crucial services
such as telephony, web commerce, debit and credit card transac-
tions, banking and travel booking systems, and even emergency
calling systems and air traffic control. With tens of thousands of
route-kilometers in typical national or regional networks, fiber
optic cable cuts are among the most frequent and serious types
of disruption. Hermes, a “pan-European carriers’ carrier,” for
instance, estimates an average of one cable cut every four days
on their network [1].
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The design of restorable networks is therefore an essential as-
pect of WDM networking. For competitive carriers, the adop-
tion of a network design and operational methods to ensure split-
second survivability is virtually a requirement to retain major
customers. The costs of the redundancy to ensure restorability
can, however, be high and are well worth optimizing. Without
careful choices of architecture and design methods, it is easy
to find the costs of supporting 100% restorability against any
cable cut approaching twice that of nonsurvivable point-to-point
transmission network.

Our focus in this paper is on span-restorable mesh networking
in the wavelength cross-connection layer of a DWDM trans-
port network. More specifically, our attention is on the logical
design of the routing and capacity plan using operations re-
search (OR)-based methods to minimize total cost. Our aim is to
take into account three particular aspects or issues that we think
DWDM technology raises for the network planning process: 1)
the large capacity modularity of anticipated DWDM systems, 2)
the effects of economy of scale on the cost of capacity in WDM
systems, and 3) the possibility of paring down the topology of
existing fiber networks for further design cost reductions en-
abled by the effects of the just-mentioned issues.

B. Outline

TheremainderofSection Ibrieflyexplains the roleof transport
layer restoration relative to higher service-layer schemes, and re-
viewssomepriorworkontheoptimizedmesh-restorablenetwork
capacity design problem. Section II then introduces the three
design formulations that are implemented and compared in this
work. This includes an essentially status-quo reference method
(integer design followed by modular rounding-up) and two steps
of more complex and aggressive optimization approaches to ex-
ploit modularity and economy-of-scale effects. Section III gives
detailsof thenetwork topology,demandpatterns,andcostandca-
pacity modelsof the test case trialsonwhich the three approaches
were implemented and compared. The results are presented and
discussed in Section IV. Our overall conclusions, insights, and
observations are offered in Section V.

C. Optical Transport Layer Restoration

The main characteristic of restoration in the optical layer,
whether by ring or mesh technologies, is that prefailure trans-
mission capacity is directly replaced with a set of equal capacity
transmission paths. Such carrier-signal level restoration can be
so fast,1 complete, and accurate in protecting against cable cuts

130 to 50 ms typically for optical rings, and a few hundred milliseconds for
optical mesh networks using distributed restoration protocols.
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or single light-path failures that higher-level services experi-
ence no outage at all. The effect on user applications and client
networks is more like that of a single error-second, or a few
packets to be retransmitted, not the more extensive data loss and
recovery delay associated with a service layer reconfiguration
such as, for example, a routing table update and reconvergence
associated with Internet protocols.

However, the redundant capacity required for restorability in
the transport layer can be expensive2 and cannot by itself ad-
dress all restoration problems. With WDM rings, or 11 di-
verse routing, there will be an investment of over 100% in trans-
mission capacity redundancy. With restorable mesh alternatives
this may be reduced, but 60%–80% physical redundancy levels
are still typical [8], [10]. There are also types of failures where
lower-layer restoration is not an option. For instance, a router
(node) failure in an IP network can only be addressed by re-
configuration among peer-layer routers. In fact,nodefailures in
any service layer in general (either physical or involving soft-
ware bugs) can only be restored by peer-level network element
actions. In addition, while reconfiguration at the optical trans-
port layer may be appropriate in response to a cable cut, failure
of a wavelength-terminating interface card on a router is best
handled by redundancy in the router design itself or by IP layer
reconfiguration, not a transport layer response. For these rea-
sons we can expect to see IP layer restoration routing strategies,
as well as continued evolution of ring and mesh restoration con-
cepts in the transport layer.

D. Rings and Mesh

Thefastestpossibleschemefortransportrestorationhasalways
been to route thepayload-bearingsignalsover twophysicallydis-
jointpaths(1 1DP)andperformselectionof thesurvivingsignal
at the receiver. This requires an investment of over 100% redun-
dancy in terms of the bandwidth-distance product consumed, but
canbeeconomical forsomeof the largestpoint-to-pointdemands
in a metropolitan network [2], [3]. The next closest relative to
1 1 DP is the unidirectional path-switched ring (UPSR) or, in a
WDM context, the optical path protection ring (OPPR) [19]. The
OPPR/UPSR consists logically of numerous 11 DP relation-
ships between nodes at a tributary or light-path level supported
on a single higher-bandwidth ring. Next come schemes that pro-
vide some form of protection bandwidth sharing. The Sonet bidi-
rectional line-switched ring (BLSR) is perhaps the most widely
used protection-sharing structure today. Its WDM version is the
opticalsharedprotectionring(OSPR)[5]. InanOSPR/BLSR,the
protectionbandwidth issharedoverall spansof the ring througha
line-level loop-back switching mechanism. BLSRs usually have
better economics than 11 DP or UPSRs for higher capacity or
longerdistanceapplicationsbecausemoredemandscanbeserved
for the same installed base of transmission capacity.

2People sometimes tend to dismiss the cost of transport capacity, presuming
it to be virtually “infinite and free.” However, the incremental budget for trans-
port equipment alone (neglecting other large costs for basic rights-of-way, staff,
maintenance, and other transport infrastructure) of any major carrier is measured
in hundreds of millions of dollars annually. Even if cost is dismissed, the con-
verse is that morerevenuecould have been earned with an existing transmission
base if less capacity has to be set aside for restoration. This is one of the main
reasons that mesh restoration stands ultimately to become more cost-effective
than rings, especially in a long-haul environment with rapid demand growth.

When it comes to restoration capacity sharing, however,
“mesh-restorable” networks can be another two to three times
more efficient than even a BLSR-based network in terms of
the total demand served for a given amount of installed trans-
mission capacity [20], [21]. In long-haul networks, the greater
distance-related costs make capacity efficiency important, so
there has been continuing interest in design and operation of
mesh-restorable networks for long-haul applications, whereas
ring-based networks have generally dominated in metropolitan
applications.

In the Sonet era, however, the capacity advantage of the
mesh alternative has usually been coupled to significantly
greater restoration times, due to the use of centralized control
or, in distributed restoration, due to the more general rerouting
mechanism involved and the slow cross-connection times of
some DCS. In mesh restoration, the set of all working channels
damaged in a failure are rerouted in bundles or individually,
following many diverse paths network-wide, using relatively
small amounts of spare capacity on each span. The restoration
path set is adaptive to the actual spare capacity and demands
on each span. Each unit of spare capacity in a mesh network is
thus reusable in many more ways than in ring-based networks.
This is what makes mesh-restorable networks efficient, but also
what makes them strictly slower than schemes which reserve
a dedicated restoration path or reduce the sharing to the spans
within each ring only. Because of the speed issue, the lack of
a standard for mesh restoration, and the relatively high cost
of Sonet-era DCS relative to ring ADMs, interest in mesh
restoration waned for a number of years.

Several recent factors are, however, causing mesh-restorable
networks to be revisited as a prime architectural alternative for
next generation WDM networks. First, is the emergence of a
new generation of optical cross-connect systems (OCS) [4], [6]
which are planned to have very fast (microsecond to millisecond
range) restoration switching in mind from the start of their de-
velopment. Second, it is now understood how even a relatively
slow highly adaptive distributed restoration algorithm (DRA)
can still be the basis of very fast restoration through the method
of distributed preplanning (DPP) [7]. DPP offers a way to de-
couple the real-time phase of restoration from the slower path
set finding phase, without sacrificing the autonomy and network
adaptability that is inherent to a DRA. Third, there has been
considerable advance and dissemination of methods for the ef-
ficient capacity design of mesh-restorable architectures. This is
the literature to be reviewed in the next section. These three de-
velopments, coupled with a growing industry appreciation of
the planning complexity and capacity requirements of multiring
networks, have set the stage for a serious reconsideration of the
mesh networking architecture for optical WDM networks.

There are two classes of mesh-restorable networks. The
first is called a span- (or link-3) restorable network wherein

3The termsspanandlink—as used here—have their origins in the transmis-
sion networking community. As Bhandari [18] explains, the point is to distin-
guish between the logical links of higher levels, in this case the logical network
of light-path connectivity links of the higher service layers and the physical
transmission “spans” over which all end to end logical links are established.
“ . . .Spans are the set of physical transmission fibers/cables in the physical fa-
cility graph. Links (or edges) of the logical connectivity graph are built from
spans. A given span can thus be common to a number of links” [18].
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demands routed over a failed span are rerouted between the
immediate end nodes of the failed span without consideration
for the various demands’ origin–destination (O–D) node pairs.
Span restoration thus deploys a logical detour around the break
while demands remain on their previous routes on either side of
the failure. In the alternativepathrestoration, demands that tra-
versed the failed span are simultaneously reprovisioned end to
end between their original O–D node pairs within the surviving
network. Path restoration is the more capacity-efficient tech-
nique but it is considerably more complex in terms of capacity
design and real-time implementation. For present purposes we
work in the context of span-restorable mesh networks.

E. Prior Work on the Mesh Spare Capacity Placement (SCP)
Problem

An early heuristic for dimensioning the spare capacity of a
meshnetworkwasdeveloped in [8].Thisheuristic involvedahill-
climbing approach where spare capacity units are added one at a
time, seekinga maximal step increase innetwork restorability for
each addition, until the target restorability level (usually 100%)
is achieved. An optional “tightening phase” improves the design
by seeking removals and rearrangements that reduce total spare
capacity but do not reduce the restorability. A very fast heuristic
for generating feasible but suboptimal mesh spare capacity plans
is called “max-latching.” The basic idea with this method is to
set the spare capacity of each span according to the largest spare
capacity requirement seen on it over a set of mock restoration
trials of all spans one at a time [9].

OR methods were introduced by Sakauchi and by Herzberg.
Sakauchiet al. [10] provided a linear programming (LP) rep-
resentation of the problem based on min-cut max-flow consid-
erations. This basic approach was further developed and tested
with a number of enhancements by Venableset al.[11]. In these
models, the spare capacity assignments dimension various cuts
of the network graph until the minimum cut for each failure has
enough capacity for the required restoration level to be feasible.
A technical challenge with this approach is that the number of
cut-sets in a network is , so the computational problem is
to find a suitably small set of cut-sets that fully constrains the
system while also permitting an optimal capacity design. The
approach is therefore to use successive solutions of an LP to de-
tect and add missing cut-set constraints in the problem tableau.
The final values are rounded up either at the end, or at each it-
eration, to obtain an integer and/or modular solution.

Herzberg and Bye [12] used an LP formulation in which the
graph topology is first processed to find all the distinct logical
routes that are “eligible” for use in the restoration routing for
each failure scenario. To reduce the problem size, hop limits
restrict the length of eligible restoration routes. Spare capacity
placement is then formulated as an LP to assign restoration
flows to the eligible restoration route set so that a minimum
of spare capacity is required to support the required flow as-
signments. Rounding and adjustment at the end approximate
the integer solution. In a strict sense, the complexity of this ap-
proach is as great as the cut-set oriented formulation because the
number of distinct routes is also . In practice, however, it
is easier to reduce the problem size in Herzberg’s method by
reducing the number of eligible routes without loss of solution

quality. The method also gives detailed information about the
routing solutions, while the cut-set approach implicitly assumes
only that a max-flow equivalent restoration routing is achieved.
Herzberg’s basic approach of hop limits and flow assignments
to eligible routes underlies each of the models in this paper.

All the methods above first route the working demands (usu-
ally through shortest path routing), and then optimize the spare
capacity to restore the resultant working capacities. Ajointly
optimizedworking and spare capacity solution was developed
by Iraschkoet al. in [13] in the form of a mixed integer pro-
gram (MIP) for both span and path restoration. This method al-
lows working paths to be routed in other than a shortest path
manner such that, in conjunction with the spare capacity needed
for restoration, the total (working plus spare) capacity require-
ment is minimized.

More recently, Miyao and Saito [14] and Van Caeneganet
al. [15] provide OR-based problem formulations for WDM net-
works. In [14], the authors consider restoration which is based
on pre-determined restoration paths that have a one-to-one cor-
respondence with working paths and a linear dependence of cost
on nonmodular span capacity. In [15], the authors emphasize is-
sues such as wavelength conversion versus tunability at the end
points of a demand, and allow determination of facility span
choices in a framework where span capacities are integer but
nonmodular, as in the sense here.

Importantly, for the present effort, these prior works all solve
for capacity assignments that are integer but nonmodular and
use linear models for span cost as a function of installed ca-
pacity. In practice, transmission capacity is modular as, for ex-
ample, exemplified in Sonet (commercial systems exist only at
3, 12, 48, 96, 192, and 768 STS-1 units of capacity). Of course,
the prior researchers were aware of this, but the community gen-
erally agreed that while trying to solve or study other more basic
issues, the practice of producing a modular solution (if needed)
by rounding up to the nearest module size was accepted. Ad-
ditionally, in prior studies, the purpose was often to obtain ide-
alized research comparisons of fundamental questions such as
limiting efficiency and limiting ring versus mesh-type compar-
isons, so modularity was not a concern, or was even an unnec-
essary confounding factor.

For reasons given next, however, we think that the combined
effects of DWDM technology in terms of modularity and
economy-of-scale effects are such that we should now consider
these effects. At the very least, we can obtain a check at this
point on whether the working assumption of “just rounding
up” at the end of a nonmodular design method is or is not very
different from an explicitly modular treatment.

II. M ODULAR-CAPACITY DESIGN STRATEGIES

A. The Nature of Modularity and Economy-of-Scale Effects
in DWDM

ITU-T recommendation G.692 initially defined 43 wave-
length channels in the range from 1530 to 1565 nm with
a spacing of 100 GHz. More recently (October 1998), this
standard defines 81 wavelengths in the C-band starting from
1528.77 nm incrementing in multiples of 50 GHz (0.39 nm).
In addition, commercial systems with 16, 40, 80, and 128
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wavelengths per fiber have been announced, and systems
with many more wavelengths are soon to emerge from the
laboratories. Theoretically more than 1000 channels may be
multiplexed in a fiber [4]. It is therefore reasonable that we
will see a range of commercial transmission systems with a
variety ofmodularitiesranging from 4 to 1000 wavelengths. It
also seems reasonable that, as with Sonet, DWDM vendors and
standards organizations will define a discrete set of modular
waveband or system capacities. Based on private conversations
with industry experts, a plausible view is that a Sonet STS-like
(3, 12, 48, ) or SDH STM-like (4, 16, 64, ) progression of
standard modular wavelength numbers is likely to arise. For this
work we assume a representative family of system capacities in
the set of {12, 24, 48, 96} wavelengths.4 The methods, insights,
and findings that follow are not fundamentally dependent on
the assumed modularity values. The methods can accept any
eventual set of standard values as simple input constants. The
research findings depend primarily on the fact that we use
enough distinct modularity values to be characteristic of an
eventual standard set in terms of number of members (at least
four) and the total dynamic range covered (a factor of at least
96/12 = 8). If anything, this may underestimate the dominance
of the modularity effect in the future.

The usual benefits of standardization will apply for network
operators; namely the ability to obtain multivendor supply for
various subsystems, and to interconnect between independently
administered networks. The adoption of a discrete set of mod-
ular capacities will also aid system designers because it allows
specific technology choices (such as frequency spacing, carrier
generation and EDFA noise, gain, bandwidth, etc.) to be com-
bined and optimized to realize a product at discrete target rates.
Some vendors may address the market for 16 wavelength sys-
tems, while others may use quite different technology to spe-
cialize in, say, 768 wavelength systems.

The relevance to this paper is that, from a network design
perspective, we think this means that DWDM technology will
present a more overtly modular capacity planning and network
design problem than before. Moreover, we expect that a more
highly nonlinear cost-capacity relationship may also arise. The
reason is that, perhaps more so with DWDM systems than in
prior technology generations, the total cost of an installed oper-
ating system may depend more on the costs of right-of-way and
common equipment than on the actual number of wavelengths
operating. Consider, for instance, an optical amplifier that can
span the entire 1300 or 1500 bands, or both, with adequate total
power handling abilities. For this postulated system element,
there is no dependency of cost at all on the actual number of
wavelengths operated in the system. Other elements such as
the per-wavelength electrical interfaces and laser diodes will be
more capacity dependent; but, again, techniques like direct op-
tical comb generation tend to make the one-time cost more sig-
nificant than the capacity-dependent costs. The intense vendor

4The work was initially conducted with a 192 wavelength module as well.
However, it was found that with the given demand patterns and test networks, a
192 module was only ever used in the solutions for two of the nine test networks,
and only under the extreme6�2� economy-of-scale model, under MJCP. To
ease the computational effort in obtaining optimal or nearly optimal solutions
for the other cases, the 192 module size was therefore dropped from the study.

competition and rapid technical advances that are being seen
may also contribute to this economy-of-scale effect in favor of
higher system capacities available at far less than proportional
cost increases.

To be more specific in illustrating what we mean by mod-
ularity, and also giving definition to the items that in practice
would be considered in the cost coefficients of the models that
follow, let us pick a postulated system, say a 48 wavelength
transmission system. The cost for this system will reflect all the
following physical items (in each direction):

a) one fiber (and associated per-fiber prorated allocation of
right-of-way, duct, cable, installation, and repeater/ampli-
fier housing costs),

b) 48 electrical (transmit) channel interfaces,
c) generation and modulation of 48 optical carriers,
d) optical WDM mux,
e) in-line optical amplifiers with bandwidth–power capabil-

ities suitable for 48 wavelengths, every 60 to 100 km typ-
ically,

f) an average cost for 48-channel 3R regenerators, every
1000 km, say,

g) optical WDM demux,
h) 48 electrical (receive) channel interfaces,
i) redundant common power, maintenance processor, rack,

cabling, and equipment bay installation costs.
Items a), d), e), g), i), and a large part of f), are one-time

costs common to the whole system’s existence. The electrical
interfaces and per-channel optical carrier generation functions
could be provisioned on a one-by-one basis as needed. To the
extent, however, that the former cost contributors dominate, it
illustrates why we think planners will be increasingly faced with
planning decisions of the type where an-wavelength system
would serve current needs, but a or even a -wavelength
system may only cost twice as much. This is what we mean by
a network design environment that is both highly modular and
with strong economy-of-scale effects in capacity.

We now introduce the three main design formulations to be
studied. The first method is a benchmark design formulation,
equivalent to Herzberg’s approach where the solution is optimal
for sparing placed in a nonmodular integer manner. The resulting
working and spare link totals on each span are then postmodu-
larized for a benchmark case representing current practice. The
second method places spare capacity in a modular-aware sense
such that the already-existing working link quantities are integer,
but the formulation attempts to minimize modular totals required
once sparing is added to every span. This is considered to be pos-
sibly the most practical compromise between the benchmark and
thethirdapproach,whichisajointworkingandspareformulation.
In the third approach we solve simultaneously for the routing of
all working light-paths, and the placement of spare capacity so
that total modular capacity cost is minimized. This approach has
the very interesting prospect of spontaneously eliminating (by
complete disuse) some spans from the fiber facilities graph.

B. Postmodularized SCP (PMSCP): Benchmark

To provide a benchmark—representing today’s practice—for
comparison to the two modular design methods that follow,
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we use a version of Herzberg’s formulation [12], solved as a
pure integer program. First, working capacity is assigned by
shortest-path mapping of the demand matrix and spare capacity
is optimized in an integer but nonmodular manner. The integer
span capacity assignments are then modularized by
rounding-up to the nearest module size. For this and subsequent
formulations, we use the following notation.

Parameters (Inputs):
Cost of each unit of capacity on span. (N.B.:
This is during the nonmodular cost optimization
only. Postmodularized costassessmentuses modular
costing—see below.)
Target restoration level for span = 1 assumed).
Number of spans in the network.
Number of eligible routes for restoration of span.
Number of working links (capacity units) on span.
Equal to one if th eligible route for spanuses span,
zero otherwise.

Variables:
Restoration flow assigned toth route for span.
Number of spare capacity units placed on span.

The PMSCP benchmark formulation is

Minimize (1)

subject to (2)

(3)

The constraint set in (2) ensures that restoration for span
failure meets the target level (henceforth 100% restoration will
be assumed). The set of constraints in (3) forces sufficient spare
capacity on each spansuch that the sum of the restoration
paths routed over that span is met for every failure span. The
largest simultaneously imposed set of restoration paths imposed
on a span effectively sets the minimumvalue on each span
in the solution. Once the link-by-link spare capacity placement
is determined, modularity is implemented by rounding the total
working and spare capacities on each span up to the smallest
module of sufficient size. If the total on a span exceeds the
largest module, a largest module is placed and the remainder is
similarly used to select the smallest additional module on top
of the first, etc.

To understand the numerical comparisons that follow,
regarding the application of economy-of-scale effects,(in
the optimization model just given) corresponds to a single
wavelength and isdefined asa relative cost of 1, during
the nonmodular optimization above. Themodular designs
that result from postmodularizing these basic solutions are,
however, the relevant “design cost” that is meaningful for later
comparison against results of the two intrinsically modular
formulations that follow.

C. Modular Spare Capacity Placement (MSCP)

In this model, we continue to route demands in a separate step
before optimally placing spare capacity; but here, the spare ca-
pacity is decided upon in a “modularity-aware” manner. This is
a compromise of sorts in that capacity decisions are modular, but
any advantages due to potential modularity impacts onworking
path routing are not yet captured. While the formulation is gen-
eral, the actual values used for the results that follow are noted
in brackets. We reuse the prior notation with the addition of the
following new parameters and variables.

Additional Parameters:
Cost of a module, of the th size, on span

.
Number of different module capacities = 4).
Number of capacity units for the th module size

.
New Variables:

Number of modules of th size placed on span.
The objective is now to minimize the total cost ofmodules

placed on the network:

Minimize (4)

and we add a new set of constraints to (2) and (3) above:

(5)

This new constraint set assigns a sufficient number of mod-
ules of each size so that the total of working and spare ca-
pacity required will be met. Note that this does not replace con-
straint systems (2) and (3), but is required in addition to them.
We say this formulation is “modularity-aware,” but not a com-
pletely modular optimization, because the spare capacity deci-
sions are inherently taking into effect that thesumof working
and spare quantities will be subject to modularization, but the
working path routing still makes no concession or considera-
tion of modularity. The economy-of-scale effect is represented
in this model in the coefficients. For example, to repre-
sent a “four times capacity for twice the cost” economy-of-
scale model (denoted by ), applied between the 12- and
48-wavelength systems, we could assign = 12 (cost of a
12-wavelength span is 12) and = 24 (cost of a 48-wavelength
span is 24, or twice that of a 12-wavelength span.). The cost
coefficients for each other modular size in the family are corre-
spondingly worked out according to the same economy-of-scale
model. As used here, the equivalence between the benchmark
nonmodular linear-cost model and the modular economy-of-
scale models is in the smallest module size, but it is a simple
exercise to work out the values so that the average linear
cost equivalence is moved out to any of the other module sizes.
Note that in engineering practice with these design models, one
would not “create” an economy-of-scale model in the way we
do here for research purposes. Rather, one would simply input
theactual costestimate for each system option of the given type,
length, and number of wavelengths (plus any cost allocation for
EFI, maintenance, net present value considerations, etc.).
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D. Modular Joint Capacity Placement (MJCP)

The final model is a wholly modular optimization approach
where the routes for working light-paths and the spare capacity
for restoration are simultaneously decided with respect to the
set of modular capacities available. This is the most complete
approach to the problem from a standpoint of modularity ef-
fects, but also the most computationally complex. The addi-
tional complexity comes mainly from having to define an eli-
gible route set for each working demand in the prefailure net-
work, as well as the eligible route set for restoration of each
failure scenario. However, this formulation enables the design to
reflect the intuitive notion that under strong economy of scale a
very large module may, in effect, “attract” working routes to it-
self, making it economic to detour the routing of some (typically
smaller) working flows. This effect and its extreme manifesta-
tion of complete disuse of one or more spans (i.e., = 0)
were made hypotheses of the study associated with this model.
Again, we build on the previous formulation and introduce new
notation as needed.

Further Parameters:
Total number of O–D pairs with nonzero demand.
Number of demand units for O–D pair.
Number of eligible working routes available for de-
mand pair .
Equal to 1 if the th eligible route for demands between
O–D pair uses span.

New Variables:
Working capacity required by theth eligible route for
demand pair .
Number of working capacity units on span.

We continue to use the objective function in (4) but we add
two new sets of constraints associated with solving for the
working path routing:

(6)

(7)

The constraint set in (6) ensures that all working demands
are routed. The constraints in (7) generate the logically required
working capacity required on each spanto satisfy the sum of
all prefailure demands routed over it. The assignment of values
to the to effect the economy-of-scale models is identical to
that above for MSCP.

E. A Modeling Refinement

As presented, the cost model for transmission systems in the
two modular formulations is implicitly one where the system is
fully equipped for operation of all channels when the system is
“placed.” In reality, some of the listed cost elements in Section
II-A may be equipped on a per-wavelength, as needed, basis. In
other words, there is a second level of unit-capacity cost modu-
larity that can be considered in the optimization. For example, if
a given span actually required , then the common

system cost for a 24-wavelength system would be required, plus
strictly only 17 per-channel unit costs (not 24).

This refinement is not difficult to add to the models, however,
because each of the modular formulations still implicitly re-
solves both and values, which represent the actual number
of wavelength channels that need to be turned up within each
modular system. This can be reflected by changing the objec-
tive function for MSCP and MJCP to

where is the per-channel cost of equipping an additional
wavelength on an already installed system on span, and
is redefined to represent only the common equipment cost for
establishing a system of type on span . (A further extension
to make the per-channel cost dependent on the system type
also follows easily.) This is not much more complex to solve
but requires a more detailed set of cost assumptions where the
per-wavelength dependent relative costs are separated from
the complete-system common costs. For present purposes, we
have avoided adding such dimensionality to the presentation
and results. The fully equipped system model, implicit in our
results, is still quite characteristic of the actual economics
if any of the following conditions apply. 1) If the rate of
growth is fast enough, and the cost of dispatching maintenance
crews to populate new cards one-by-one is high enough that it
makes sense to simply fully equip the system when installed.
2) If “per-channel” incremental costs are relatively small
compared to the get-started investment required to establish the
common-equipment parts of the system. 3) If the resulting de-
signs exhibit high system utilization.5 4) If the coefficients
for the “fully equipped” model are actually based on common
equipment costs plus a characteristicaverage fillfactor for the
per-channel costs.

III. EXPERIMENTAL DESIGN

A. Optimization Software

The three formulations were implemented and compiled in
the AMPL modeling system and solved using CPLEX linear op-
timizer 6.0. The eligible route sets for restoration and working
path routing for each network model were generated using pur-
pose-specific programs. They are based on a depth-first search
of the graph topology up to the hop limits to enumerate all, or a
budgeted number, of distinct route options for each restoration
scenario or working path routing decision.

B. Network Models: Topologies and Demand Patterns

The different design models were tested on six networks of
varying size and other characteristics shown in Table I. WDM
makes it possible to transport traffic of many different types and

5As they are in this study. This is seen by comparing the “required capacity”
columns of the results (Tables IV–XII) to the “total modular capacity” columns.
The former is the actual number of channels required. The latter is the fully
installed modular capacity provided. Typically the results show very high fill
levels in the actual designs, validating the initial “fully turned-up systems” cost
model that is implied.
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speeds over each wavelength individually. For instance, the op-
tical network may actually bear a mixture of IP/LAN, DS-n,
STS-n, ATM, and leased whole-wavelength services. An im-
portant concept in the transport network is, however, that all
such higher level service requirements, once forecast or other-
wise assessed, can be viewed in aggregate and distilled down
into a total demand for wavelengths between each O–D pair.
Therefore, we do not need to deal with an array of traffic types,
only a model for their aggregated totals between nodes. We cre-
ated such postulated wavelength demand matrices for the test
cases from agravity-based demandmodel. The gravity demand
model assumes that all node pairs may exchange some amount
of demand. Here, the number of demand units that a node pair
exchanges is proportional to the product of the degrees of the
two nodes and inversely proportional to the distance between the
two nodes. This model tends to reproduce plausible expectations
about the real world in that large centers have strong communi-
ties of interest and an inherent hubbing tendency is apparent.6

The demands are calculated as

demand

int
nodal degree nodal degree

distance
constant

The constant is set empirically so that the individual demand
quantities are realistic in comparison to other data sets we have
obtained from industry sources. Additionally, there is an aspect
of experimental design involved in setting the constant so that
the demand quantities are meaningful relative to the module
sizes in the test cases. The intent for a general interpretation of
the results is to ensure that the largest available module size is
indeed fairly large relative to the average baseline(working
capacity) quantity, while the smallest module size is quite fre-
quently exceeded. Very similar gravity demand models have
been used in other work such as [16] and [17].

To keep the problem sizes computationally manageable for
the MJCP formulation, eligible routes for working path routing
were adjusted so that there were typically fewer than 10 (but at
least three) eligible working routes for each demand pair. The
average hop-limits and numbers of eligible routes generated for
the formulations are shown in Table II.

C. Test Case Economy-of-Scale and Modularity Models

As mentioned, the four module sizes used were {12, 24, 48,
and 96} wavelengths. To investigate the effects of economy of
scale, three different cost-scaling rules were employed, namely

, , and ( means that a tripling of ca-
pacity results in a doubling of cost, etc.). We do not assert that
any of these characteristics will be specifically true of DWDM
systems. They are meant only to explore a range of possibil-
ities. Anecdotally, however, we are told by industry sources
that is today fairly characteristic of Sonet rings over the
OC-24 to OC-96 range. In all three economy-of-scale models,
the cost of a 12-unit module was arbitrarily given an absolute

6In cases where the nodes are real cities with population data or number of
businesses available, the gravity model is preferably based on that data. We use
nodal degree as a surrogate here for the presumed size of a population center
associated with the node.

TABLE I
TEST NETWORK CHARACTERISTICS

TABLE II
ELIGIBLE ROUTESPROVIDED TO THE FORMULATIONS

cost of 120, and costs for all other module sizes were generated
according to the particular economy of scale. The exact modular
system costs used are shown in Table III.

IV. TEST RESULTS

A. General

The main results appear in Tables IV–XII. For each design
model there are three tables, for each of the three economy-of-
scale models ( , , ). Tables IV–VI are for the
nonmodular benchmark results. There is really one basic so-
lution for each network under PMSCP, but the tables reflect
the different cost totals arising after the round-up modulariza-
tion step under each of the three sets of different module costs.
PMSCP itself is a linear, nonmodular, formulation that is in-
variant under the economy-of-scale models except in the sense
that the total cost of the round-up resultant module set varies as
we vary the costs for each module under the economy-of-scale
models for the true modular designs. Tables VII–IX give MSCP
model results, and Tables X–XII follow the same pattern for
MJCP.

All designs are for 100% restorability to any single span
failure, under a span-restoration model. In each table, column
#2 shows the total purely logical design capacity (e.g., the sum
of all logical quantities). By examining this column rel-
ative to the total modular capacity placed, we get an indication
of the average module fill in each resulting design. The next
four columns give the exact numbers of each module size used
in each design. The “Cost” column is the total objective func-
tion cost of each design. The “Span Elim.” column represents
the number of spans having zero modules of any size placed
on them under the MJCP formulation. This is an effect which
can only emerge from modularity and economy-of-scale cost
effects combining in the MJCP case to “pull” both working and
spare capacity away from spans where it would have been in a
purely minimum capacity (as opposed to a minimum modular
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TABLE III
MODULE SIZES AND COSTS

cost) design result. Such “span elimination” cannot arise in any
of the other models because the independent preliminary step
of shortest path mapping of the demands uses every span to
some extent. The “Tot. Mod. Capacity” column shows the total
modular capacity actually provided, i.e., the sum of the capac-
ities of all modules called for in the design. MSCP and MJCP
results tables also have a final column (% cost improvement)
where the total cost for each design is compared (in percentage
reduction terms) to that of the postmodularized benchmark
cost (PMSCP) for that network and economy-of-scale model.
All results for the PMSCP benchmark and MSCP formulations
were obtained with full CPLEX terminations and therefore
happen to represent provably optimal results for the given
cases. Results for the MJCP test cases were obtained with a
CPLEX “mipgap” of 10%. This means that the MJCP results
may be optimal but are only proven to be within 10% of the
lower bound set by the LP relaxation of the problem. The actual
benefits of the MJCP design method may therefore be strictly
greater than reported here.

B. Discussion of Results

By comparing the “required” capacities for the PMSCP de-
signs to the actual modular total capacities arising after rounding
up (Table IV), it is apparent that 23% to 34% (average 29.6%)
of the total capacity in these networks is excess capacity due to
modularity effects.

Comparison shows that therequired(logical ) capacity
using the MSCP method increases relative to PMSCP, but in fact
this is to be expected because the restoration routing is now being
influenced (lengthened slightly on average) to take advantage of
modular economy-of-scale effects. However, in nearly all cases,
total module capacity decreased relative to simple postmodular-
ized designs, and there was a reduction in the proportion of un-
used modulecapacity. This is evidenceof the restoration routings
being redirected to exploit modular capacity placement oppor-
tunities. On average, under MSCP, 12.3% of modular capacity
placed is in excess of design use. This is about half the excess
arising from simple postmodularization of the nonmodular de-
signs. This translated into total modular cost savings averaging
7.9% with MSCP with a high of 12.3%.

The greatest improvements in design efficiency and costs
arise with the MJCP design formulation. Cost savings as
high as 18.3% were realized (average of 12.2%), and excess
modular capacity was decreased to an average of 3.8%. This
is all consistent with the notion that in MJCP both working
paths and restoration routes are being carefully aggregated
and coordinated to fit together in well-filled cost-effectively
chosen modules of the largest sizes that can be economically
exploited. Fig. 1 graphically summarizes the relative costs of
the solutions achieved for each network averaged over all three

economy-of-scale models using the three design methods.
The bars represent the cost of each solution relative to the
corresponding postmodularized benchmark design (PMSCP).

C. Economy-of-Scale Effects on Topology

In the MJCP formulation, one of the main effects observed
is the tendency, as expected, for working light-path routes and
restoration routes to go “out of their way” and be coordinated
so as to take advantage of design opportunities for larger and
more cost-efficient modules. A somewhat unexpected outcome,
however (illustrated in Fig. 2), is the frequency with which this
effect could go to the extent of entirely disusing one or more
spans. This occurred even under the weakest economy-of-scale
model ( ). The meaning in such cases is that the cost-op-
timal routing and capacity design is realized fully on a subgraph
of all the possible spans present. This topology sparsening ef-
fect increases as the economy of scale strengthens. This is a
significant experimental demonstration because it shows that
topologyreductionmay be cost-effective even in a mesh restor-
able network, despite a mesh’s tendency toward higher connec-
tivity to increase the spare capacity sharing efficiency of a mesh
network. An example is shown in Fig. 3 of how the subgraph
associated with the cost-optimal solution evolves (for network
11 21 2) as the economy-of-scale effect in capacity increases.

The explanation is clear enough: the greater the economy-of-
scale factor and the modular capacity available, the more incen-
tive there is for a working path or restoration route to detour
to help fill a larger module. The cost-optimal solution is char-
acterized by use of the fewest, largest modules, with the rout-
ings being subservient to this internal dominance effect. In con-
trast, a capacity-minimal solution is dominated by shortest path
routing considerations. Only when capacity cost is linear (and
also nonmodular) is the min-capacitysolution also the cost-op-
timal solution. The min-capacity solution always benefits from
greater network average nodal degree, but the modular min-cost
solution can evidently counteract and overtake this effect under
sufficient economy-of-scale effects.

Even for the small test networks, with the not-unrealistic
economy-of-scale model, some spans are eliminated in

the MJCP model. The greatest impact is obviously with the
extreme “what if” case of where an average of 19.8%
of the spans are eliminated, and one network (1121 2) saw
a 28.6% reduction in spans. Other inspections of the results
suggest that the effect is greater in larger networks and when
larger hop-limits are used—both of which are also consistent
with the explanation above.

V. CONCLUDING DISCUSSION

This work has been motivated by the idea that DWDM tech-
nology may produce a network-planning problem that is domi-
nated by very large and nonlinear capacity-cost modularity ef-
fects. We have asked how the capacity design of mesh-restor-
able networks could be influenced by this. The vehicle used
was a set of three integer program formulations; one serving
as a benchmark for current practice, and two original multi-
module-size modular formulations, studied on a suite of test net-
work cases. Results are sufficient to support a recommendation
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TABLE IV
POST-MODULARIZED SCP (BENCHMARK) RESULTS FOR3�2� ECONOMY OF SCALE

TABLE V
POST-MODULARIZED SCP (BENCHMARK) RESULTS FOR4�2� ECONOMY OF SCALE

TABLE VI
POST-MODULARIZED SCP (BENCHMARK) RESULTS FOR6�2� ECONOMY OF SCALE

TABLE VII
MSCP DESIGN RESULTS FOR3�2� ECONOMY OF SCALE

TABLE VIII
MSCP DESIGN RESULTS FOR4�2� ECONOMY OF SCALE
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TABLE IX
MSCP DESIGN RESULTS FOR6�2� ECONOMY OF SCALE

TABLE X
MJCP DESIGN RESULTS FOR3�2� ECONOMY OF SCALE

TABLE XI
MJCP DESIGN RESULTS FOR4�2� ECONOMY OF SCALE

TABLE XII
MJCP DESIGN RESULTS FOR6�2� ECONOMY OF SCALE

that mesh capacity design should move to truly modular formu-
lations to be relevant for DWDM. The long practice of postmod-
ularizing continuous integer solutions leaves significant poten-
tial cost savings unexploited. The MSCP formulation is perhaps
the most practical formulation to adopt as it does not require
working path provisioning processes to change from shortest
paths, but does exploit modularity in the assignment of restora-
tion routes and spare capacity. However, MSCP cannot generate
any spontaneous span eliminations (assuming networks do not
contain any spans that already bear no working capacity). The
MJCP formulation is the most computationally challenging and

may be the most difficult in practical use because of the aspect
of deviating working light-paths when provisioned, from their
shortest routes. It is not clear at present how the incremental
growth provisioning process could effect MJCP considerations
which, in the above, emerge only when there is a chance to
collectively optimize a group of demands and their restoration
routes. MJCP may be of more value in longer range planning
studies where, based on forecast demand patterns and projected
equipment modularities and costs, the span eliminations that it
suggests may be taken as indications of the direction in which
network topology should evolve.
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Fig. 1. Relative network average costs.

Fig. 2. Percentage span elimination by economy of scale.

Fig. 3. Effects of economy of scale on optimal network topology: network
11n21s2 using PMSCP (a), MJCP with3�2�, 4�2�, and6�2� economies
of scale [(b), (c), and (d), respectively].

To the extent that future technology advances in WDM
may present the increasingly large modular economy-of-scale
effects that we postulate, it may be useful to keep the prospect
of topology simplification in mind as a future opportunity. Of
course, the purely economic indication that an opportunity
exists for a reduced topology has to be tempered by counter-
acting considerations of dual-failure unavailability and signal
propagation lengths, etc. But the demonstration of spontaneous
span elimination under MJCP is a deepening of our overall
understanding of mesh-restorable networks. While it is still
true that the spare capacity reduces in more highly connected

networks, we now see that effect is in counterbalance to the
aggregation effect of large modularity and strong economy of
scale. It also suggests the possibility that future WDM mesh
networks may be cost effective when implemented directly
on some of today’s relatively sparse topologies, which are the
legacy of ring-based transport. In addition, the practical benefit
of each span elimination is greater than the modular transport
system costs captured in the formulations alone, in terms of
further reduced right-of-way, leasing, and/or operations and
maintenance costs, etc.
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