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ABSTRACTIEEE 802.11 
ontains a me
hanism for transmission of datawith realtime 
onstraints known as Point Coordination Fun
-tion. This supplementary medium a

ess proto
ol resides ontop of the basi
 medium a

ess me
hanismDistributed Coordi-nation Fun
tion and uses a 
entralized polling approa
h. Dueto the 
omplexity of a PCF implementation and the predi
tedineÆ
ien
y of the PCF several proposals have been presentedfor providing QoS support without the need of a 
entralizeds
heduler. Those solutions su�er from the fa
t that they areshifting implementation 
omplexity from the a

ess point tothe mobile nodes. In this paper we 
ompare the suitabilityof the basi
 DCF and PCF proto
ols for the transmission ofaudio data in an intera
tive s
enario. We show that a simplepriority me
hanism used on the mobiles as well as the a

esspoint is suitable for providing improved QoS in terms of band-width and without the need of an extended DCF proto
ol. In
ombination with the PCF an adequate delay 
hara
teristi
for audio 
ows is a
hievable as well. To over
ome the limita-tions in 
hannel 
apa
ity 
aused by the PCF we suggest animpli
it signaling s
heme for improving the 
hannel 
apa
ityby avoiding unsu

essful PCF polling attempts.
KeywordsIEEE 802.11, WLAN, real{time, best{e�ort, voi
e transmis-sion, s
heduling, PCF, DCF
1. INTRODUCTIONWireless LAN (WLAN) produ
ts are emerging in todays mar-kets and have be
ome a widely used Internet a

ess te
hnol-ogy. In 1997 the IEEE standardized IEEE 802.11 wireless

lo
al area networks [1℄. Motivated by the growing use ofmultimedia appli
ations, support for time-bounded servi
eswas also integrated. This has been a
hieved by an exten-sion of the basi
 medium a

ess me
hanism (Distributed Co-ordination Fun
tion { DCF) using a 
entralized polling-basedme
hanism (Point Coordination Fun
tion { PCF). In the lastfew years multimedia appli
ations have be
ome reality. Voi
etransmission as the most basi
 form of human 
ommuni
a-tion has been spread out from the 
lassi
al telephone orientednetworks (POTS) to the pa
ket oriented networks like the In-ternet (Voi
e-over-IP, VoIP).In parallel, di�erent wireless te
hnologies have been devel-oped to provide a

ess for data and voi
e-based end systems.Next to wireless LANs for data transmission, 
ordless tele-phones have demanded attention for the wireless transmis-sion of spee
h. The usage of multiple wireless te
hnologiesfor providing telephone and data transmission might lead toa 
oexisten
e of di�erent hardware infrastru
tures hen
e amultipli
ation of installation and maintenan
e 
osts is likely.Thus the provision of a single wireless a

ess method for thetransmission of voi
e and data is attra
tive. In this paperwe investigate the suitability of IEEE 802.11 for the parallelusage for voi
e and data in an IEEE 802.11 WLAN usingDCF and PCF mode of operation. Previous resear
h haspostulated a high overhead in PCF mode of operation [2, 3,4, 5℄, so providing real{time support is still an open issuein wireless LANs. Several approa
hes 
urrently 
ompete forproviding QoS enhan
ements in IEEE 802.11 :1. Quality-of-Servi
e might be a
hieved by using a dis-tributed or 
entralized 
oordination s
heme. In [6℄ aQoS enhan
ed signaling s
heme is proposed that usesthe basi
 DCF me
hanism without any 
entralized 
on-trol. Stations requiring instant 
hannel a

ess jam the
hannel with pulses of energy thus announ
ing theirnext transmissions priority. This approa
h requiresfast swit
hing from transmission to re
eive state, hen
e
hanges to the physi
al layer are mandatory.



2. Another group of distributed QoS-enhan
ed proposalsintrodu
e some kind of servi
e di�erentiation in theMAC layer. Di�erent approa
hes for sophisti
ated MACpro
edures are presented in [7, 8, 9, 10℄. Main issue isthe QoS adapted tuning of the DCF ba
ko� me
hanism.All these DCF-based proposals su�er from the fa
t thatthey imply 
hanges in the basi
 medium a

ess me
ha-nism or by modifying the standards proto
ol behavior.3. The IEEE 802.11 working group has provided basi
real{time support by introdu
ing the PCF. This 
en-tralized polling s
heme might be enhan
ed by using im-proved s
heduling or signaling s
hemes. In [8℄ an ap-proa
h based on time slots during PCF is proposed. Thea

ess point is responsible for guaranteeing a �xed win-dow in time for ea
h station requesting real{time ser-vi
e, hen
e forming a traÆ
-adapted TDMA-like stru
-ture. Due to a stations ability to predi
t the time instantof the next expe
ted poll, a bounded delay 
an be guar-anteed. This approa
h su�ers from the in-stationarityof the wireless 
hannel with its fast varying error 
ondi-tions and the unpredi
table behavior of the underlyingoperating system used.Servi
e 
lass di�erentiation for providing QoS to 
ows fea-turing di�erent QoS requirements 
an be separated in thefollowing basi
 problems:1. Provisioning of a lo
al priority me
hanism to providehigh priority pa
kets preferred a

ess to the MAC layeron a single mobile node. This 
an be a
hieved by asimple separation of audio and non-audio frames1, butmight also involve signaling pa
kets of the real{time
ow. Real{time related frames should always dominatebest{e�ort pa
kets.2. Provisioning of priority MAC 
hannel a

ess for highpriority pa
kets in the uplink 
hannel against other sta-tions sending non-real time traÆ
. This 
an only bea
hieved by introdu
ing some kind of servi
e di�erenti-ation, that might be based on DCF extensions or on thePCF. While the latter o�ers a standardized approa
h,DCF extensions require 
hanges in existing DCF imple-mentations.3. Provisioning of a s
heduling poli
y on the a

ess pointin the downlink 
hannel based on payload informationfrom single pa
kets. This 
an be done by introdu
ing adownstream 
lassi�er for distinguish all in
oming framesand using this information as an information feed for thelo
al s
heduling entity.In this paper we show the improvements that 
an be a
hievedby using the most simple priority s
heduling te
hnique in theuplink and downlink 
hannel. We assume a priority a

ess1This may be done by a simple 
lassi�er.

for real{time pa
kets: all traÆ
 is separated in two di�erentqueues (real{time and non-real{time). Whenever pa
kets arestored in both queues a station will transmit all real{timepa
kets before any best{e�ort pa
ket is served. Within thetwo queues, pa
kets are transmitted a

ording to a FIFO ser-vi
e dis
ipline. Starting from this simple approa
h, we showthe a
hievable QoS improvements in terms of bandwidth anddelay when running a wireless LAN in DCF operation mode
ompared to a WLAN without lo
al s
heduling.In addition we present estimations of the QoS a
hievable bythe Point Coordination Fun
tion. The PCF o�ers servi
e dif-ferentiation when 
ombined with the lo
al s
heduling me
ha-nism. For both medium a

ess me
hanisms we will 
omparethe 
hannel utilization and will introdu
e an impli
it signalings
heme to improve 
hannel eÆ
ien
y.The stru
ture of the paper is as follows. In Se
tion 2, ashort introdu
tion to the asyn
hronous as well as the syn-
hronous operation of the medium a

ess proto
ol of theIEEE 802.11 standard is given. Se
tion 3 
overs brie
y thear
hite
tural s
enario assumed and presents audio QoS re-quirements in a typi
al wireless LAN environment. This isfollowed by a presentation of results for a DCF s
enario serv-ing as a referen
e point for further dis
ussion in Se
tion 4.1.The introdu
tion of a priority-a

ess-queueing on the a

esspoint as well as the mobile nodes and its impa
t on the audioQoS provided is shown in Se
tion 4.2. The results obtainedso far are 
ompared with values obtained for the Point Co-ordination Fun
tion operation mode in Se
tion 4.3. Finally,the improvements of 
hannel utilization by using an impli
itsignaling s
heme in the PCF are shown in Se
tion 4.4.
2. THE IEEE 802.11 MEDIUM ACCESS PRO-

TOCOLSThis se
tion 
overs brie
y the IEEE 802.11 medium a

essproto
ols. Refer to the standard for additional details [1℄.The DCF deploys a CSMA/CA approa
h whi
h is in fa
t a1-persistent random a

ess proto
ol with delay. Su
h proto-
ols work well under low load 
onditions, but su�er from sig-ni�
ant throughput degradation and in
reased 
hannel a

essdelay in high load 
onditions. Transmissions are separated byinter pa
ket gaps known as Inter Frame Spa
es (IFS). Chan-nel a

ess is granted based on di�erent priority 
lasses. These
lasses are mapped on di�erent gap durations: Distributed-IFS (DIFS), Priority-IFS (PIFS), and Short-IFS (SIFS). Ashort overview of basi
 medium a

ess is given in Figure 1:A station i whi
h is willing to transmit randomly 
hooses aslot ni out of a 
ertain number of slots (0; nmax) and startsmonitoring the 
hannel for DIFS+ni 
onse
utive slots. Thestation k with the lowest value nk wins the 
ontention phaseand starts its transmission. All other stations dete
t a 
hangein 
hannel state (idle! busy) and restart the algorithm in thefollowing 
ontention round with a value of (ni�nk) instead ofrandomly 
hoosing a value. This gives higher a

ess priorityto stations in the next 
ontention 
y
le whi
h had to retreatfrom the 
urrent 
hannel a

ess. IEEE 802.11 uses an im-



mediate a
knowledgment s
heme. A
knowledgments obtain
hannel a

ess using a short interframe spa
e (SIFS) withSIFS < DIFS.For real{time traÆ
 a supplementary medium a

ess s
heme
alled Point Coordination Fun
tion has been integrated inIEEE 802.11 that uses a 
entralized polling s
heme. As a
onsequen
e a 
entral a

ess point is an essential prerequisite.IEEE 802.11 o�ers two di�erent modes for running a wirelessLAN: infrastru
ture and adho
 mode. While the latter o�ersthe opportunity for 
reating a 
exible independent adho
 net-work, use of the infrastru
ture mode o�ers inter
onne
tion towired parts of a lo
al area network. For infrastru
ture modean a

ess point is required providing bridging fun
tionality.The Point Coordination Fun
tion is an extension on top ofDCF and provides three di�erent basi
 types of servi
e:1. 
ontention-free 
hannel a

ess for the a

ess point forsolely frame delivering on the downlink. This servi
eis used to allow the AP to transmit any bu�ered traf-�
 
oming from the wired part of the network to themobiles.2. 
ontention-free 
hannel a

ess for mobile terminals tosupport time-bounded traÆ
.3. 
ontention-free 
hannel a

ess for best{e�ort pa
kettransmission. This mode might be used to over
omethe limitations of the DCF in highload 
onditions [3℄.Contention free servi
e is provided by using an additionalinterframe spa
e 
alled PIFS where SIFS < PIFS < DIFS.It is used by the AP to gain and retain 
ontrol of the wireless
hannel. Support of real{time servi
es is based on a pollings
heme avoiding the 
ontention phase as used in the basi
a

ess s
heme.The polling strategy used by the AP is not �xed in 802.11, oneoption might be based on a Round Robin s
heduler. In [1℄ apolling s
heme a

ording to the as
ending asso
iation IDs ofthe asso
iated mobile nodes is re
ommended. Stations whi
hare polled and whi
h have no pending traÆ
 transmit a null
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network allocation vectorFigure 1: Distributed Coordination Fun
tion

pa
ket ba
k to the AP. If the 
ontention free period (CFP)terminates before all stations have been polled, the polling listwill be resumed at the next station in the following CFP 
y
-le. A typi
al medium a

ess sequen
e during PCF is shownin Figure 2. A station being polled is allowed to transmit anMPDU to any station within a wireless LAN. In 
ase of an un-su

essful transmission the station may retransmit the frameafter being repolled or during the next Contention Period.
2.1 Superframe structureThe AP 
ontrols the a
tual medium a

ess s
heme using a su-perframe stru
ture as shown in Figure 2. The CFP repetitioninterval (CFP Rate) and length of a CFP (CFPMaxDuration)should be determined a

ording to the 
hara
teristi
s of time-bounded traÆ
 that has to be 
onveyed. The value of CF-PMaxDuration shall be limited to allow 
oexisten
e between
ontention and 
ontention-free traÆ
 and must be limited toprovide suÆ
ient time to send at least one data frame duringthe 
ontention period (CP).2Two problems may arise with the IEEE 802.11 superframestru
ture:1. A foreshortened CFP may o

ur after a CP period whenthe a

ess point is prevented from a

essing the 
hanneldue to a busy medium. This may result in a shift ofMPDUs to the next CFP 
y
le, 
ausing additional delay.The maximum time shift is bounded by the maximumsize and hen
e transmission time of a data pa
ket during
ontention period.2. A polled station may transmit frames of any length be-tween 0 and 2312 bytes. At the beginning of a PCF
y
le the total amount of bytes to be transmitted bythe mobiles is not known. Due to the variable payloadand duration needed for transmission, the AP may failto poll all stations in the polling list during one 
y
le.Stations that have not been polled must postpone theirframes queued for transmission to the next CFP 
ausingan additional delay penalty.2This must be guaranteed to allow the transmission of man-agement frames.

.
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Figure 2: Point Coordination Fun
tion



To over
ome the delay penalties 
aused by those time shiftsa station must regain 
hannel a

ess as fast as possible. Thismight be a
hieved by a reordering of the polling list managedon the a

ess point to allow the station a priority a

ess in thenext CFP 
y
le. As an alternative the station might attemptto transmit the pa
ket during the subsequent 
ontention pe-riod and avoiding intervention by the AP.
3. ARCHITECTURAL SCENARIOIn this se
tion we introdu
e a basi
 s
enario that will serve asa general starting point. Wireless LAN te
hnology forms thea

ess network that o�ers users 
onne
tivity to the Internet.Bridging fun
tionality is provided by an a

ess point thatinter
onne
ts the wireless 
ell to the wired infrastru
ture (e.g.Ethernet-based), i.e. the IEEE 802.11 WLAN is running ininfrastru
ture mode. For pra
ti
al reasons we assume a MACPDU payload not ex
eeding a size of 1500 bytes to meet the
onstraints 
aused by IEEE 802.3 based LANs.We 
on
entrate on the transmission of voi
e as the basi
form of human 
ommuni
ation. In re
ent years Voi
e-over-IP (VoIP) aware appli
ations have been emerged based onthe Realtime Transport Proto
ol (RTP) [11℄ and UDP/IP re-sulting in a proto
ol sta
k as shown in �gure 3. This adds anoverall overhead of at least 68bytes to every audio pa
ket3.VoIP might be a repla
ement for 
lassi
al telephone servi
esworking over longer distan
es. Hen
e all 
orresponding end-points are assumed to be lo
ated outside of the wireless 
elland all audio 
ows are passing the a

ess point. The simu-lation model 
onsists of a wireless 
ell 
ontaining M mobilesin
luding the a

ess point. The number of mobiles runningaudio 
onne
tions is limited to N.
3.1 Source modelingDue to the in
reasing amount of multimedia traÆ
 generatedin todays networks, mobiles lo
ated in the wireless 
ell use adual sour
e modeling that 
omprises a best{e�ort part and areal{time 
omponent. The numbers of mobiles running audioand best{e�ort 
onne
tions is limited to N < M .
3.1.0.1 AudioAudio 
ows are represented by pa
ket trains. Users tendto stop their 
onversation, listen to their 
ounterparts and3header sizes without options: IP 20bytes, UDP 8bytes, RTP40bytes

UDP

RTP

802.11 PHY

802.11 MAC

IPFigure 3: Upper layers in an audio transmission

restart their 
onversation; this e�e
t is known as Talkspurt.This behavior is independent from the 
ode
 used and is mod-eled by a two-State-Markov 
hain. The resulting pa
ket trainhas exponentially distributed on and o� periods with meanvalues �talk = 1:35 ms and �silen
e = 1:15 ms a

ording to[2℄. During TALK periods an audio 
ow is represented asan iso
hronous sour
e with �xed interarrival times that aredetermined by the audio 
ode
. A

ording to the employedaudio 
ode
 the amount of data for 
onveying spee
h dataand the interarrival times vary as shown in table 1.
3.1.0.2 Audio QoS constraints:Intera
tive audio owns several QoS 
onstraints that must beful�lled: when using e
ho 
ompensation te
hniques, the roundtrip delay is limited to about 250-300 ms4, i.e., the one-waydelay is restri
ted to at most 150 ms. For PCM5 en
odingthe loss rate should never drop under a per
entage of 5% ofall generated frames to prevent signi�
ant losses in quality.Other 
oding te
hniques use interframe dependen
ies to re-du
e the amount of data that must be 
onveyed so the a

ept-able loss rate might be lower for advan
ed 
oding te
hniques.After 
reation a residual lifetime is assigned to ea
h audiopa
ket whi
h is stored in a transmission queue until it is 
on-veyed. If the lifetime expires before the pa
ket is transmittedsu

essfully, the pa
ket should be removed from the queue toavoid unne
essary transmission of a worthlessly pa
ket. Theoverall delay experien
ed by an audio pa
ket depends on sev-eral issues: (1) the mobile nodes operating system supportfor real{time traÆ
, (2) the LAN medium a

ess proto
oland (3) the delay 
aused in the wide area network that mustbe traversed by an audio pa
ket on its way to the destina-tion. A

ording to the distan
e that must be traveled fromthe mobile to the 
orresponding host, some share of the over-all one-way delay of 150 ms must be reserved for the WANand destination system delay, i.e. the max. lifetime of 150 msmust be de
reased. As a 
onsequen
e, we vary the e�e
tivemax. lifetime of audio pa
kets for ea
h 
ow between 50 msand 150 ms in our simulation to 
ope with the before men-tioned requirements.4without e
ho 
ompensation this drops to 50 ms5see G.711 
ode
 in table 1

InternetEthernet

MH
MH

MH

CH

AP

�
�
�
�
�
�
�
�Figure 4: S
enario wireless LAN



Table 1System parameters for di�erent audio 
ode
sCode
 bitrate payload size frame pkts[kbps℄ [bytes℄ duration [ms℄ [1/s℄G.711 64 160 20 50G.723.1 5.3 20 30 33G.723.1 6.4 24 30 33GSM 13.2 33 20 50
Table 2System parameters for di�erent PHYsIFS FHSS DSSS OFDM[�s℄ [�s℄ [�s℄SIFS 28 10 13PIFS 78 30 19DIFS 128 50 25

3.1.0.3 Best–EffortThe Best{e�ort traÆ
 model used on the mobile nodes isseparated in the 
reation of an appropriate pa
ket lengthdistribution and the generation of interarrival times. Thepa
ket length distribution used is extra
ted from a pa
kettra
e made at Harvard University [12℄. This tra
e was madeon the university's ba
kbone 
onne
tion to the Internet, basedon a 10Mbps Ethernet segment. The traÆ
 observed was lim-ited to 1500bytes payload. IEEE 802.11 provides the abilityto transmit data payloads up to 2312 bytes, but due to ours
enario assuming the wireless 
ell as last hop in a wired LANenvironment the best{e�ort payload size is bounded to 1500bytes. Interarrival times are based on a Pareto distribution(see [13℄) with probability density fun
tion f(x) = akax1+a .
3.2 Radio channel modelingIEEE 802.11 provides di�erent PHY te
hnologies. We ignoresystems with lower data rates of 1 and 2Mbps and 
on
en-trate on higher-rate te
hnologies: IEEE 802.11b des
ribes aDSSS system with 11Mbps; IEEE 802.11a is an OFDM trans-mission system with data rates of 2, 11, 24 and 54 Mbps.Transmission speeds of 36,48 and 54 Mbps are optional hen
ewe investigate the highest mandatory transmission speed of24Mbps as well as the highest optional a
hievable data rate of54Mbps. IEEE 802.11 is based on interframe spa
es to pro-vide di�erent 
hannel a

ess priorities. These vary dependingon the PHY used as shown in table 2. For speed adaption allPHY headers (syn
 signal and PLCP header) are sent with abasi
 rate of 1 Mbps (DSSS, DBPSK) resp. 6 Mbps (OFDM,BPSK) resulting in an additional PHY header delay of 192bits (DSSS PHY preamble and PLCP header, 192�s) resp.11 symbols + 48 bits (OFDM syn
, PLCP header, 60�s).
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Figure 5: Pa
ket size distribution of harvard tra
e

3.2.0.4 Gilbert Elliott Channel model:The radio 
hannel is modeled using the Gilbert-Elliott ap-proa
h as shown in [14℄. Spatial distribution of stations inthe wireless 
ell as well as physi
al phenomena that in
ludeattenuation, intersymbol interferen
e, noise and fading aremapped to a two-state-Markov-
hain. Ea
h state 
orrespondsto a 
hara
teristi
 bit error rate: BERGood and BERBad. Adedi
ated 
hannel is assigned to ea
h pair of stations (i; j)resulting in n(n� 1) independent 
hannels.
3.3 MetricsThe de�nition of all QoS parameters used in our simula-tions is shown in �gure 6. We di�erentiate among the mean
hannel a

ess delay (MCAD) and the mean 
hannel transfertime (MCTT). While the �rst provides an estimation for thetime needed to gain a

ess to the physi
al 
hannel, the lat-ter shows the mean time needed to traverse the wireless link
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R1

MCTTτ

JitterFigure 6: Metri
s(without the noti�
ation with an ACK) for the pa
ket in
lud-ing the 
hannel a

ess delay. In addition we measure resultsfor the audio 
ows jitter. An audio sour
e represents a 
on-stant bit rate sour
e in the Talk state, generating pa
ketsat a �xed rate. Hen
e we 
an determine from the generationtimestamps the variation (jitter) of audio pa
kets su

essfullytransmitted to the a

ess point. High jitter must result in anadequate dimensioning playout bu�er in
reasing the overalldelay.
4. RESULTSThe 
urrent se
tion presents results for a simulation s
enarioof 12 mobiles nodes (in
luding the a

ess point) and 4 mobileswith audio 
onne
tions.
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4.1 DCFAs a referen
e point we provide results obtained for the DCFmode of operation. Both the mobile hosts as well as the a

esspoint use one 
ommon queue for storing pa
kets to transmitthus real{time pa
ketshave to 
ompete lo
ally against other (non-real{time) framesand other mobile hosts within the wireless 
ell attempting toa

ess the 
hannel. Figure 7 shows the impa
t of mean BERsbetween 10�7 and 10�3 resp. on the mean 
hannel a

essdelay while varying the 
hannel rate as a parameter. Chan-nel a

ess delay values remain stable for bit error rates upto 10�5, but in
rease signi�
antly for BERs ex
eeding 10�5.This is 
aused due to the augmented o

urren
e of Extended
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Figure 9: Goodput for varying BERs in basi
 s
enarioDCF, parameter 
hannel rateInterframe Spa
es for stabilizing the erroneous wireless linkafter bit errors have been dete
ted due to 
orrupted frame
he
k sums. Extended Interframe Spa
es are used to preventa station from transmitting when it has dete
ted an errorin the frame 
he
k sequen
e 
ontained in the last re
eivedpa
ket.The results obtained so far demonstrate:1. Due to the mean 
hannel a

ess delay of at least 100 msa data rate of 2Mbps is not suitable as an a

ess speedfor mobile nodes with intera
tive audio 
ow require-ments even for low bit error rates of 10�7.
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ording to our simulation assumptions of 12 mobilenodes in
luding 4 audio 
ows a data rate of at least 11Mbps is mandatory. This guarantees a mean 
hannela

ess delay of about 40 ms for our s
enario, a residualtime of � 100 ms remains for passing the WAN. Hen
e,higher 
hannel rates seems to be attra
tive to in
reasethe 
ells 
apa
ity for audio 
ows. Figure 9 shows good-put for the same simulation series: an almost identi-
al throughput 
an be observed for 
hannel rates of 24Mbps and 54 Mbps, raised by the overprovisioning ofbandwidth to the o�ered load. A bit error rate of 10�3leads to pa
ket losses of nearly 100% resulting in zerothroughput.QoS support might be a
hieved by simply introdu
inghigher data rates in IEEE 802.11 DCF for redu
ing themean 
hannel a

ess delay. Bandwidth enhan
ements inIEEE 802.11 
an be expe
ted in the near future like the de-velopment for wired LANs has shown in the last years. Butthis approa
h has limitations as the appli
ation throughputgain will not in
rease linearly a

ording to the improved wire-less link speed due to the 
hara
teristi
s of PHY transmissionin IEEE 802.11 . While the MAC PDU is transmitted withfull speed, all PHY PDU parts are sent with a basi
 rate6. Inaddition all interframe spa
es are of �xed length thus a stati
overhead independent from the a
tual maximum 
hannel ratemust be taken into 
onsideration limiting the a
hievable link
apa
ity. Higher data rates will in
rease the ineÆ
ien
y ofthe DCF, whi
h motivates the use of an 
entralized a

esss
heme. The 
entralized s
heme shows also advantages inhigh load 
onditions (see [3℄).For determining the physi
al boundary of link 
apa
ity fordi�erent 
hannel rates and 
omparing the normalized 
apa
-ity in the next simulation run, the overall load o�ered to thewireless 
ell was maximized by using again the Ethernet traf-61Mbps for DSSS, 6Mbps for OFDM
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Figure 12: Mean Channel A

ess Delay (MCAD) fordi�erent BERs in DCF with real{time priority a

esss
heduling�
 mix, but 
ombined with a redu
ed pa
ket interarrival timeset to zero. Figure 11 presents the normalized goodput fora non-erroneous wireless link (BER = 0) vs. 
hannel rate.The 
urve reveals the impa
t of the physi
al layer on theoverall performan
e. A simple in
rease in 
hannel speed inIEEE 802.11 DCF leads to a deteriorate normalized 
hannel
apa
ity, e.g. an in
rease in 
hannel speed of a fa
tor of � 5(11Mbps !54Mbps) leads to an appli
ation usable 
apa
-ity improvement of fa
tor � 2:2 (e�e
tive goodput 45% of11Mbps � 4.95Mbps !20% of 54Mbps � 10.8Mbps).The end-to-end delay experien
ed by an audio 
ow is 
ausedby the originating LAN, the intermediate WAN nodes and thedestination lo
al area network resulting in a highly variableend-to-end delay. Hen
e a stri
t limitation of delay bounds inthe WLAN does not make sense, ex
ept the overall thresholdof 150 ms for intera
tive audio. For revealing results for audiolosses Figure 8 and 10 show probability density fun
tions ofthe mean
4.2 DCF with audio priority accessAs mentioned in the previous se
tion, real{time pa
kets haveto win two di�erent 
ompetitions: (1) If a single transmissionqueue is used, real{time pa
kets are mixed up with best{e�ort pa
kets. An intera
tive audio 
ow with its stri
t delayrequirements should always gain higher priority a

ess to theMAC layer than other non-delay-sensitive traÆ
. (2) Sta-tions giving audio pa
kets priority MAC a

ess must 
om-pete with other stations probably sending non-real{time traf-�
. To assure a priority adapted negotiation of 
hannel a

esssome proposals have been made, based on 
hanging the ba-si
 medium a

ess me
hanism used in IEEE 802.11 . Thisse
tion shows the performan
e improvements that are a
hiev-able by using a simple 
lassi�er to determine audio pa
ketsand giving them priority MAC a

ess on the mobile hosts andthe a

ess point.
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ess Delay (MCAD) forBERs 10�4 and 10�7 in PCF for real{time and best{e�ort traÆ
Figure 12 shows mean 
hannel a

ess delay vs. 
hannel ratefor two di�erent bit error rates: 10�4 and 10�7. Compar-ing these 
urves with those from Figure 7 on page reveals asigni�
ant performan
e gain for real{time pa
kets. An exam-ple: while the 
hannel a

ess delay is at about 100 ms for asingle queue (BER 10�4) for a 
hannel rate of 11Mbps, themean delay for real{time pa
kets with priority a

ess dropsto about 50 ms. Channel rates of 24Mbps or higher do notbene�t from the separated transmission queues: Best{E�ortand Real{Time traÆ
 per
eive nearly identi
al 
hannel a

essdelays.
4.3 PCF
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tion of MeanChannel A

ess Delay (MCAD) for PCF at 
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ess Delay(MCAD) for varying BERs in PCFIEEE 802.11 is the �rst proto
ol from the family of IEEE802.x proto
ols that has built-in support for traÆ
 with real{time 
onstraints. Based on a 
entralized polling s
heme thehigh overhead is assumed to lead to a (probably high) but low-varian
e delay and a dramati
 de
rease in overall throughput[2℄. Due to the 
entralized s
heduler, polling attempts mightfail in phases of a
tive talkspurts in an audio 
onversationhen
e leading to a 
ontrol pa
ket ex
hange with zero payloadtransmission. This se
tion gives results for PCF mode of op-eration with a s
heduling s
heme a

ording to re
ommenda-tions given in [1℄. A RoundRobin style s
heduler is used for allstations sending audio pa
kets. Stations with no audio traÆ
will not be polled during the Contention Free Period. Thesuperframe interval is 
hosen a

ording to the values given intable 3.1, e.g. 30 ms for a G.723.1 
ode
 (5.3kbps). If not all
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hannelrate 54Mbps



stations 
an be polled during a superframe interval due to thegiven CFP length restri
tions, the s
heduling will restart atthe next station that 
ould not be polled in the last interval.The CF phase is not extended for retransmitting erroneousaudio frames. Su
h frames will be retransmitted during thefollowing 
ontention period.Figures 15 and 13 show appropriate 
urves for 
omparisonof Mean Channel A

ess Delay for DCF and PCF mode ofoperation. PCF o�ers when 
ompared with priority a

essin DCF an additional 
hannel a

ess improvement, e.g. for11Mbps 
hannel rate we obtain: BER 10�4 best{e�ort dropsto a mean a

ess delay of 52ms 
ompared with � 100ms forCBQ style DCF while real{time pa
kets per
eive a MCAD ofabout 15ms vs. 50ms. In addition Figures 14 and 16 presentthe probability density fun
tions for PCF mode of operationfor 11 and 54Mbps resp. These 
urves reveal a more pa
kedpdf in PCF mode for both 
hannel speeds indi
ating a lowervarian
e up to bit error rates of 10�4. BERs of 10�3 andhigher 
ause additional delay due to the in
reased number ofretransmissions resulting in a more uniformly distributed pdf.The improvements for mean and varian
e of 
hannel a

essdelay due to the Point Coordination Fun
tion raise a penaltyin overall throughput. Figure 18 shows the resulting goodputfor DCF and PCF. Compared with the results from Figure9 a performan
e loss 
an be observed for 
hannel rates of 2and 11Mbps. The overall goodput drops from 1300 to about1140kbps for 
hannel rate 2Mbps and 3490 to 3200kbps for11Mbps for a BER of 10�6.For higher rates (24 and 54Mbps) an in
rease in over-all throughput in PCF mode is shown by the 
urves, e.g.6160kbps to 6850kbps for 54Mbps. The use of the PCF re-du
es the overall 
ontention phase in DCF due to the trans-mission of short audio pa
kets in the CFP resulting in a higherDCF and overall throughput. This gain in throughput entailsa slight in
rease in the best{e�ort 
hannel a

ess delay.
4.4 PCF with implicit signalingFollowing the results obtained so far, we have seen a de
reasein overall throughput for PCF mode of operation 
omparedto DCF operation when the o�ered load rea
hes the wire-less 
ell 
apa
ity. The 
entralized s
heduler introdu
ed withPCF avoids 
ontention phases and provides 
hannel a

essto individual stations. Stations that want to obtain servi
eduring the CFP, make an asso
iation with the a

ess pointto be admitted to the APs polling list. IEEE 802.11 suggestsa RoundRobin style polling s
heme. Unsu

essful polling at-tempts might be 
aused by di�erent phenomena:� Due to the o

urren
e of talkspurts, the appli
ation willstop to send further audio frames.� When an audio pa
ket is ready for transmission, thesending station might 
hoose to wait for the next PCF

slot to transmit the frame. Waiting for the next polling
y
le in
reases the overall delay by an additional waitingtime, hen
e if the wireless 
ell is running in 
ontentionperiod, the audio frame should be transmitted as fast aspossible in the CP. This might result in an audio pa
ketfree transmission queue in the next CFP 
y
le.� A polling frame might be lost in the CFP.To improve the eÆ
ien
y of the Point Coordination Fun
-tion , we introdu
e a signaling s
heme to avoid unsu

essfulpolling attempts due to talkspurts or early pa
ket transmis-sions. The a

ess point might use the information availablefrom higher layers in the audio frames. E.g., RTP provides anSSRC identi�er to distinguish di�erent audio 
ows as shownin Figure 17. The a

ess point might use this identi�er for
lassifying individual audio 
ows. RTP provides a markerbit and header extensions to 
arry payload dependent infor-mation like frame boundaries or talkspurt beginnings. Usingthis me
hanisms leads to an expli
it in-band-signaling. Wehave used the most simple signaling s
heme available: Au-dio frames are sent during PCF. When a Talkspurt phaseends, the next polling attempt by the a

ess point fails andthe AP removes the station from its polling list. When thestation restarts sending audio pa
kets, the �rst pa
ket is sentin DCF mode of operation. The 
entralized s
heduler dete
tsthe 
ontinuation of the audio 
ow and reassigns the stationautomati
ally to its polling list.Results for determining the improvements by using su
h ansignaling s
heme to avoid unsu

essful pollings are shown inFigure 18. The additional 
urve marked with triangles revealsa bandwidth enhan
ement of � 400 kbps at a 
hannel rate of2 Mbps and of � 300 kbps at a 
hannel rate of 11 Mbps.
5. CONCLUSIONIn this paper we have studied IEEE 802.11 as a lo
al areanetwork a

ess te
hnology and its suitability for the trans-mission of audio 
ows. While the DCF o�ers suÆ
ient audioQoS support in terms of mean 
hannel a

ess delay for 
han-nel rates of at least 11Mbps, use of the DCF la
ks the abilityto provide low varian
e. High varian
es may result in a sig-ni�
ant loss of audio pa
kets at the re
eiver due to the stri
tdelay requirements for intera
tive audio. In
reasing the avail-able bandwidth by introdu
ing te
hniques like OFDM maysolve this problem but due to the overhead introdu
ed by
.
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heme using aMORE 
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tionthe IEEE 802.11 PHY me
hanisms, a signi�
ant share of theadditional bandwidth will not be available by the appli
ation.EÆ
ient support of audio requires a lo
al s
heduling poli
y onthe mobile nodes as well as the a

ess point. A simple prior-ity a

ess me
hanism redu
es the mean 
hannel a

ess delaywithout the need of a 
omplex 
hange in the medium a

essproto
ol. A separation of audio and non-audio frames mustbe provided by a 
lassi�er and support for multiple transmis-sion queues must be available on the nodes.The most suitable medium a

ess me
hanism for audio is thePoint Coordination Fun
tion that redu
es the mean 
hannela

ess delay on
e more by avoiding 
ontention phases duringCFP and redu
ing 
ontention in CP. In addition it o�ers avery low varian
e. We have also shown that the use of thePCF de
rease the eÆ
ien
y of IEEE 802.11 for lower datarates up to 11Mbps. But as the eÆ
ien
y of the DCF de-
reases with higher data rates above 11Mbps the ineÆ
ien
yof the PCF plays a less signi�
ant role. The result is a by farbetter performan
e of the PCF whi
h support the fa
t thata 
entralized a

ess 
ontrol s
heme should be used at higherdata rates.By avoiding unsu

essful polling attempts, the PCF 
an beoptimized in terms of overall throughput. A simple s
heme ofremoving and adding a station to the polling list 
an be usedto in
rease the overall throughput.
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