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Abstract

Virtual Path (VP) concept has been gaining attention in terms of effective deployment of
ATM (Asynchronous Transfer Mode) networks in recent years. In a recent paper, we have outlined
a framework and models for network design and management of dynamically reconfigurable ATM
networks based on the virtual path concept from a network planning and management perspective.
Our approach has been based on statistical multiplexing of traffic within a traffic class by using a
virtual path for the class and deterministic multiplexing of different virtual paths, and on provid-
ing dynamic bandwidth and reconfigurability through virtual path concept depending on traffic
load during the course of the day. In this paper, we discuss in detail a multi-hour, multi-traffic
class network (capacity) design model for providing specified quality-of-service in such dynami-
cally reconfigurable networks; this is done based on the observation that statistical multiplexing
of virtual circuits for a traffic class in a virtual path, and the deterministic multiplexing of dif-
ferent virtual path lead to decoupling of the network dimensioning problem into the bandwidth
estimation problem and the combined virtual path routing and capacity design problem. We dis-
cuss how bandwidth estimation can be done, and then how the design problem can be solved by
a decomposition algorithm by looking at the dual problem and using subgradient optimization.
We provide computational results for realistic network traffic data to show the effectiveness of our
approach. We show that, for the test problems considered, our approach does between 6 % to 20
% better than a local shortest path heuristic. We also show that considering network dynamism
through variation of traffic during the course of a day by doing dynamic bandwidth and virtual
path reconfiguration can save between 10 to 14 % in network design costs compared to a static
network based on maximum busy hour traffic.

Keywords: wide-area ATM networks, dynamic virtual path routing, multi-hour network capacity
design, optimization model, duality and subgradient optimization, on-off fluid flow model.
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1. Introduction

Broadband networks will support a variety of services such as voice, video, data, and image
with different traffic characteristics, different qualities of service, and different bandwidth require-
ments and holding times in an integrated environment. Asynchronous Transfer Mode (ATM) is
considered the preferred transfer mode to support various services on broadband networks. In an
ATM network, traffic can be considered at the Virtual Path (VP) level, the call level, the burst
level and the cell level [14]. Discussion on control issues at different levels can be found, for ex-
ample, in [22], [28]. A connection-oriented transport mechanism is to be used for ATM networks.
This means a virtual connection is required to be set up between the origin and the destination
for a connection request. The call then uses this connection. There are two operational steps.
During call setup, network resources are checked before the connection is allowed. Once the call is
accepted, network traflic management monitors the traffic status and performs a policing function
to ensure that resources are properly used and, accordingly, controls can be applied at different

levels to satisfy quality of service.

Statistical multiplexing is possible at all levels of ATM-based networks. There are different
implications due to introduction (or non-introduction) of statistical multiplexing at different levels.
For example, consider a network that does not use any virtual path connection (VPC); then all
the traffic can be statistically multiplexed on virtual channel connections (VCC) sharing common
network links. Though this may result in minimum capacity networks, the VCC call establishment
cost could be significant; further, this scenario may require complex admission control schemes.
This is because each VCC would need to negotiate a connection request at each intermediate
node between source and destination [10]. On the other hand, if peak rates are allocated at each
level, then resources would be poorly utilized. Thus, techniques are needed to make better use
of available resources while providing probabilistic guarantees of quality-of-service (QoS). Use of
virtual path as an effective transport technique, and for routing and resource management for
ATM networks has recently gained considerable attention [1], [2], [9], [10], [11], [13], [21], [25],
[27], [32], [38], [40]. By grouping virtual circuits into a virtual path, an ATM-based network
can be better managed. This can result in reduction of call set up time if there exists a virtual
path (with enough capacity) between an origin and a destination since there is no need for extra
processing at the intermediate nodes. This will also allow calls of similar traffic characteristics to
be statistically multiplexed between an origin-destination pair and simple call admission control

schemes may be needed. For ease of network management and control, virtual paths may be



defined for dissimilar traffic types and can be deterministically multiplexed. This deterministic
multiplexing of different virtual paths is likely to result in requirements of more network capacity
than if everything is statistically multiplexed. However, at the same time, dynamic bandwidth
control and virtual path rearrangement can be provided using VP concept with less complex
admission control schemes. Thus, we consider here statistical multiplexing of similar traffic within a
virtual path and deterministic multiplexing of various virtual paths along with dynamic bandwidth

control and virtual path reconfiguration.

In a companion paper [34], we have outlined a framework and models for network design
and management for a wide-area dynamically reconfigurable ATM network based on the virtual
path concept from a network planning and management perspective. In this current paper, we
present an approach for network dimensioning of such ATM networks. Our approach is based
on the observation that statistical multiplexing of virtual circuits for a traflic class in a virtual
path, and the deterministic multiplexing of different virtual path lead to decoupling of the network
dimensioning problem into the bandwidth estimation problem and the combined virtual path
routing and capacity design problem. Based on this observation, we present here a multi-hour,
multi-traffic class network design model for providing specified quality of service in dynamically
reconfigurable networks and present a decomposition algorithm by looking at the dual problem
and using subgradient optimization, and provide computational results on network saving for
realistic network traffic data. Multi-hour design has been used for (single service) dynamic call
routing circuit-switched networks with considerable network saving [5]. The concept of dynamic
reconfigurability has been addressed for circuit-switched networks [6], [7], [18], [19]. There have
been some work on ATM network dimensioning ([17], [30], [31], [36], [37]) and for VP layout
design [2] — all these work take different approaches than ours. To our knowledge, a multi-hour,
multi-traffic class network design model for a dynamically reconfigurable ATM network based
on the concept of virtual path has not been addressed to date. Qur approach can be used by
network designers/planners for network capacity planning of wide-area public or private ATM-

based networks.

The rest of the paper is organized as follows: in the next section, we start with a discussion
of the role of virtual paths in ATM network and present the multi-hour network design model. In
section 3, we present a decomposition algorithm. In section 4, we present computational results
for realistic network traflic data. Finally, in section 5, we summarize our approach and discuss how

our approach may be useful to network designers.



2. A Network Design Model

Use of virtual path as an effective transport technique for ATM-based networks has been
gaining considerable attention [1], [38]. (For discussion on the role of VP in resource management,
refer to [9], [10], [22], [11], [32], [27].) A virtual path provides a logical direct link between virtual
path terminators. Using virtual paths, an ATM network can be better managed by grouping virtual
circuits into bundles [38]. Using VPs, flexibility in traffic management is possible due to separation
of the logical transport network from the physical transmission network. For our work here, we
assume that VCs of similar traffic characteristics and Quality of Service (QoS) requirements are
statistically multiplexed on a virtual path. For brevity, we will refer to it as STQoS types or
classes. Note that more than one STQoS type may be preferable between an origin-destination
pair for traffic of significantly different traffic characteristics and requirements. For example, it
may be minimally preferable to have an STQoS type defined for real-time services and another for
non-real time services. Use of VP simplifies B-ISDN call processing and reduces call establishment
time since there is no processing required at the intermediate nodes. For example, as presented
in [38], the explicit scheme can be used in the cell header organization of virtual paths. This
way, processing on a call-by-call basis at each intermediate node can be eliminated during call
establishment and release; consequently, call set up time can be significantly reduced. Alternately,
the network can be a collection of ATM switches and ATM cross-connect systems where the traffic
demand between two end ATM switching nodes can be cross-connected at intermediate nodes using
ATM cross-connect systems [11], [32], [34]. There are also other advantages in using virtual path
concept as noted in [22]: class of service control is easier to implement than when different types of
traffic are supported over the same virtual path; dynamic bandwidth control is easier to implement
per path due to similar traffic characteristics; multiplexing several classes of traffic with different
characteristics decreases the multiplexing gain compared to the multiplexing of traflic with the

same characteristics.

Based on the above advantages of the VP concept, we assume the following for effective network
design and management: we allow statistical multiplexing between calls of the same STQoS class
over virtual circuits within the virtual path allocated for this STQoS type; however, we assume
no statistical multiplexing between different virtual paths for different STQoS classes (i.e., only
deterministic multiplexing). As mentioned before, a key advantage is that call processing time
can be significantly reduced due to the introduction of VPs. In addition to the benefits that

are already discussed, we note the following: each virtual path for each STQoS type is assigned



a certain bandwidth which determines the number of virtual channels it can support to provide
satisfactory QoS. We still use dynamic path bandwidth control to adjust bandwidth required
based on anticipated demand at different times during the day. Following [9], we consider that
when bandwidth is reserved on a VP, a limit is placed on the number of calls and bursts in progress
on that VP at any time. This also simplifies the control decision to verify the number of calls and
bursts in progress compared to allocated maximum. Further, the use of the concept of statistical
multiplexing among VCs of same STQoS type in a VP and deterministic multiplexing of different
VPs simplifies the non-linear optimization problem of network dimensioning to meet certain QoS
guarantees for a given traffic demand and class. Specifically, it has the following major advantage:
it decouples the network dimensioning problem into the problem of determining the bandwidth
needed on each virtual path for each STQoS type and the associated problem of determination
of virtual path routing for each STQoS type and sizing of the network. The work here is based
on this key observation/advantage of decoupling the bandwidth estimation problem and the VP

routing and network sizing problem.

We first discuss the second problem, i.e., our model for the dynamic VP routing and network
sizing problem. In the framework of a network, there are a number of possible virtual paths
that an STQoS type can take between two switching end points (or a demand pair). There are
possible demands between any two ATM switching nodes in the network (demand pairs). Thus,
we consider the determination of virtual path for each STQoS type and each demand pair in the
network. Specifically, given the estimated bandwidth required for a particular STQoS type and
between two ATM switching end points, we need to determine one virtual path (non-bifurcated
routing) from the list of the possible (candidate) virtual paths between the end points that use
ATM cross-connect nodes at intermediate points (for setting up a VP). Note that a virtual path
is constructed by connecting one or more network links. Additionally, for a particular demand
pair, different virtual paths may be taken by different STQoS types and further, due to network
dynamism, at different times during a day (with different upper bound on bandwidth requirements
to satisfy the request for connections at that time of the day). For example, consider Fig. 1. Here
for the demand pair A-D in the morning, calls for STQoS type s = 1 may take the route A-B-D,
while STQoS type s = 2 may take the route A-C-B-D; however, in the afternoon, the calls for
both STQoS types s = 1 and s = 2 may take the VP route A-C-D. It should be understood
that a VP route A-B-D means that the connection requests at ATM switch A for destination
ATM switch D goes from ATM switch A to ATM cross-connect A to ATM cross-connect B to



ATM cross-connect D to ATM switch D (note that it does not enter ATM switch B). Due to the
flow of traffic on different virtual paths at different times of the day, we can determine the total
traffic on each link of the network at different times during the day by adding for different pairs
and different STQoS types that use this link (this is due to deterministic multiplexing of different
STQoS types). For the formulation we are about to present for the VP routing and network sizing
problem, we assume that we are given a set of ATM switching and ATM cross-connect locations
and a set of possible links for which capacity has to be determined (network sizing). Change of VP
routes for different times during the day provides us with dynamic virtual path bandwidth control
and dynamic VP based reconfigurability for better use of resources. Thus, to summarize, our work
here considers dynamic bandwidth control with dynamic network reconfigurability based on virtual
path for broadband networks such that optimal capacity on links can be provided to satisfy QoS
requirements for each STQoS class and for traffic variation during the day. We assume that the
day has been clustered into several load periods (H) and we introduce a superscript h € H to
represent different load periods. Note that H need not be all the hours of a day; it can be clustered
into important traffic load change periods during a day. To mathematically represent the problem,
we introduce the following notation:

K The set of node (demand) pairs in the network
S The set of STQoS types
L The set of links in the network
P The set of possible candidate virtual paths for STQoS type s € S, demand pair k € K
used for all h € H
xi? Virtual path routing variables — 1 if STQoS type s € Sy, k € K uses path j € P" in
h € 'H; 0 otherwise
b = bw(Ah, Ts,QoSs), Estimated bandwidth requirement for traffic amount A$" (with
traffic descriptor T and quality of service requirement QoSy) for STQoS s € § for k € K
in h € H [discussed later]
62? Link-path incidence matrix; 1 if path j € P;" for STQoS s € S and for pair k& € K in
h € H uses link ¢ € L; 0 otherwise
ye Sizing (topology) variables; the number of units of high capacity on traffic link ¢ € £
a Capacity of a high capacity unit
¢y Cost of a high capacity unit on link £ € £

The following model, to be referred to often as problem (P), can be used for multi-hour,

multi-STQoS class network dimensioning of a dynamically reconfigurable VP routing network:

vp = min Coyy (la)
{z,y} rer



subject to

Y ah=1, s€8, kek, heH (1b)
JEPSH

DN Tuh > eittat <oy, teL, heH (1¢)

keK ses jepljh
xi?:Oorl, jEPﬁh,SES,kGKahGH (1d)

ye > 0 and integer, (€ L (Le)

In this model (1), the objective function (la) represents the total capacity cost for network links.
(1b) and (1d) are the decisions of choosing a virtual path for a STQoS type for a node pair at
different times during the day; here, one out of several possible VP paths is chosen. The left
hand quantity in (1lc) is the total link capacity required at a particular load period for virtual
paths set up using that link by different source-destination node pairs; Thus, constraints (1c¢) say
that the link flow in each load period is going to force the determination of capacity on the link
to cover for any time during the day. Different sets of candidate paths for each load period and
service for each traffic pair may be explicitly provided through the notation P§". This model takes
possible candidate paths as an input; these candidate paths, for example, can be generated using
a k-shortest path algorithm [29]. The idea of candidate paths is advantageous in restricting (or
allowing) choice of certain paths due to information available from various network elements based
on network growth, and restricting the maximum number of links allowed for a path (often the case
in existing telecommunications networks) to limit the number of intermediate cross-connect ports
used or to limit the delay for certain service types, and thereby, preprocessing the set of candidate
virtual paths (hence the link-path formulation). Note that this approach is an integrated approach
since the solution of the model provides network capacity as well as VP routing at different times

of the day.

We now discuss the bandwidth (often referred to as the equivalent bandwidth) estimation prob-
lem; i.e., how the quantity b5" can be estimated for each STQoS class for different traffic pairs at
different load period during the day. It should be noted that although theoretically, each conceiv-
able traffic type can be an STQoS class by itself, in practice this would generate too many classes
and could become an administrative nightmare for network operations and management. Classify-
ing various traffic types under a single STQoS class or putting them into different STQoS classes
is itself a complex problem. For example, Suruagy Monteiro [42] addressed this problem in terms

of whether to integrate or not (see also, [43])- this issue certainly deserves further investigation,
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and is, however, beyond the scope of this paper. For the purpose of the rest of the work here, we

consider an STQoS class to have homogeneous traflic with same QoS requirements.

Suppose that for an STQoS class s, the grade-of-service parameter is given in terms of ac-
ceptable connection denial probability, ¢,, and the offered traffic for pair &k in load period h is
given by Aj" erlangs. Recall that with decoupling we arrive at essentially providing a virtual link
from origin to destination switching node for a STQoS class. Thus given offered load in erlangs,
Al and connection denial probability, ¢, we can use inverse Erlang-blocking formula (see [26])
E_l(Azh, q¢s), to estimate the maximum number of virtual circuits that need to be connected for
this class, i.e., N = N(A3" q,) = [E71(A5", ¢,)] (here [2] denotes the smallest integer bigger
than or equal to ). (A similar discussion as above is also given by [37]). This, thus, puts a limit
on the maximum number of connections to be allowed. Now if each connection for a particular
STQoS type requires peak rate allocation, e.g., class-1 traffic in BISDN [8, p. 135], the traffic de-
scriptor T will be the peak rate, (Rpeak )s, per connection for this service class, and the bandwidth
estimate is bzh = N;h(Rpeak)s. Thus, in the case of class-1 traffic in BISDN, there is no statistical
multiplexing of connections within an STQoS class. On the other hand, if an STQoS class can be

characterized by an on-off model, then the traffic descriptor in this case can be given by

T, = {,057 ms, (Rpeak)s}

where p, = utilization, ms = mean_burst_period, (Rpeax)s =peak_rate ([20]). To allow N3" connec-
tions (sources) to be admitted to the network (based on A3" and ¢,), we adapt here an approach,
to be referred as InvAMS, based on the the fluid-flow approach given by [3], to estimate bzh for
each STQoS type s € §, pair £k € K in h € H for the quality-of-service, QoS, given in terms of
buffer overflow probability, ps; see appendix for detail. [It is worth noting other approaches for
bandwidth estimation: e.g., Guérin et al [20] have presented an approximate equivalent bandwidth
estimation method based on the approach by Anick et al [3] for computation in real-time; Suruagy
Montiero et al [43] provide an approach based on the finite buffer fluid-flow model by Tucker [44];
the capacity design for a single entity (link or path) based on a quality of service requirement

specified by p-th percentile delay of m cells has been presented by Sato and Sato [39].]

It should be noted that if a more detailed traffic descriptor than the on-off model suits some
emerging service, then an appropriate bandwidth estimation procedure has to be used instead of
InvAMS procedure; note that this requires only a new module for bandwidth estimation for this

emerging service without needing any change in problem (P). Further, in case different types of
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heterogeneous sources are decided to be multiplexed in an STQoS class, an approach based on
the work by Elwalid and Mitra [12] may be pursued towards estimating bandwidth requirement
for that class. However, for the rest of the discussion and clarity, we will refer only to InvAMS
procedure with the 3-tuple traflic descriptor and consider statistical multiplexing of a homogeneous

traffic type within an STQoS class.

3. A Decomposition Algorithm

In this section, we describe a decomposition algorithm for the problem (P) using Lagrangean
relaxation with duality and subgradient optimization ([23]). This type of approach has been used
successfully for solving data network routing and design problems (see, for example, [15], [16]),
but have not been addressed in the context of multi-hour, multi-STQoS class design. Convergence
results for subgradient optimization can be found, for example, in [35]. The essence of this de-
composition algorithm is to consider the dual problem of (P) by relaxing constraints (1¢) to arrive
at simpler subproblems which can be solved easily, and then use updating of dual variables to
iteratively solve simpler subproblems to drive towards the optimal solution of the original problem
(P). First, we add an artificial upper bound on the variables y (its use will be seen in the dual

problem; see(5)). Specifically, let the bound be 4,0 € L, i.e.,
Ye < @K? te 'Cv

and in compact form, y < §. Let u = (u}) be the dual multiplier associated with the constraint

(le). Then the Lagrangean is

Wewn=Yews Y Y (YN0 Y atet o). )

lel {eL heEH kEK seES jepljh

Rearranging,

L(z,y,u)= Z (Cg -« Z u?) ye + Z Z Ebzh Z zu?(ﬁzﬁhng. (2"

lel heH heEH EEX s€S jeP’jh {eL

The dual problem (D) is

vp = Iilgé(g(u) (3a)
where
g(u) = min Lz, y, u). (30)
x7y
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Note that for given wu, the Lagrangean is separable in z and y and reduces (2) to solving two

independent subproblems, i.e.,

Igi;l L(z,y,u) = myin Li(y,u)+ m;n Ly(z,u) = g1(u) 4 g2(u) (4a)
where
— . — . _ h < < ~
g1(u) myle(y,u) min {Z(Cg aZu[)yg | O_y_y}, (4b)
leL heH
and

g2(w) = min Ly(a,u)

ZZZ()Z}L Z zu?(ssm xk]‘ Z xk]—l seS, heH, kek

heH keEK s€S jepsh lel jEP,jh
(4¢)
For subproblem (4b), observe that Lq(y,u) is further separable to each link variable since it
has only bounding constraints on the link variables, and thus the solution to (4b) for each ( can
be easily obtained by setting:

0, fer>a),cn u?

i=1 (5)
Ues 1f0g<azheHu2.

Further, note that the other subproblem (4¢) is also separable for each &,k and s since there is no
dependency constraint among k, h, s. Also, the solution is easily obtainable by setting the variable
for the appropriate path j to 1 for which the “path cost”, >, . u 6Z§h, is the least among all the

paths for that specific k, h,s. We denote this path index by j* so that 9%]'* (u) = 1.

Note that the problem (D) is nonsmooth; as such, we use a subgradient approach to solve the
dual problem [23]. This method iterates on the dual variable u. Thus, given u, once the solutions
to the subproblems (4b) and (4¢) are obtained, a dual subgradient, = = (7)), for g(-) is computed

using

mp = bepthah(u) - ayi(u), (€L,heEMH. (6)

keEK seS

Then the dual multiplier, u, is updated using

uf — max {0,uf +Arl'}, (€L,heH (7)
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where, the step size, A, is given by ([23])
# _

I[P
and where ¢# is an upper bound on the dual objective and the relaxation parameter, p, is chosen
such that 0 < p < 2.

A primal feasible point for problem (P) can be easily obtained at each iteration by considering
the solution xi?*(u) = 1 to compute the left hand side of (1¢) so as to generate a feasible y, and in
turn, we also can compute a primal objective function value. As the dual iteration progresses, we

check for decrease in the primal objective value and store the best primal solution, and the best

primal cost so far.

Note that if the integrality of link variables y is relaxed in the original problem (P), then
we have a mixed integer programming (MIP) problem and it is clear that the optimal objective
function value for this mixed integer problem, vysrp < vp. Coupling this fact with the result of

the weak duality theorem [35, p. 203], we have the relation:

vp 2 VMIP 2 UD.

Given this observation, the upper bound on the dual objective, g#, is set to be the lowest value of
the objective function of the MIP problem as the iteration progresses. For notational convenience,

we will denote the lowest network cost obtained using the decomposition algorithm for problem

(P) by Cp, for the MIP problem by Casrp, and the best dual cost by Cp.

In our implementation, coded in C language, we set the maximum dual iterations to 1000;
p was initially set to 2 and was halved whenever the dual objective value did not improve in 40

iterations.

To summarize, we have the following algorithmic steps to solve the entire multi-hour, multi-

STQoS class network design problem.

Algorithmic steps

Step 1 Generate candidate set of virtual paths P for s € S, k € K,h € H.

Step 2 For given QoS and the traffic descriptor for different STQoS classes, and traffic amount
for different node pairs and for different load periods, compute b¢" using the InvAMS

procedure for s € S, k€ K, h € H.

Step 3 Size network by solving multi-hour, multi-STQoS class model (P) using the decompo-

sition algorithm.

11



4. Computational Results

For computational work, we use STQoS classes, each with one homogenous traffic type as
already discussed in section 2; for illustration of our approach, we limit to two STQoS classes
where each class has different on-off traffic descriptor values and quality of service requirements.
We use here three realistic example networks which we have used in other work [33]; these example
networks are extracted from an actual voice network spanning the continental US. Topological
information for these example networks are given in Table 1 (also see Figs. 2, 3 and 4). Note
that in these networks a circle and a square together means that an ATM switching node is co-
located (same city) with an ATM cross-connect node. Although Fig. 1 more accurately depicts
the relation of cross-connect and switching nodes, we have put the same city cross-connect and
switching node together here to avoid cluttering the picture. The link between two cross-connect
nodes is the possible link placements for which capacity is to be determined by our approach;
buffering is provided with the ATM switches. (For this architectural view, see also [11].) The
maximum number of sources (connections) to be admitted for the voice traffic for these networks
for three different times during a day (morning, early afternoon and late afternoon) i.e, #(H) = 3,
are considered given based on the offered load and connection denial probability (see section 2).
For brevity, we refer to these three load periods as 1d-1, 1d-2, and 1d-3, respectively, and this service
as s=1. (Certainly, VP routing can be updated more often than three times in a day; our choice
of three to present computational results with VP dynamism.) Since at this point we do not have
realistic traffic data available to us for any other traffic, we used a fictitious traffic for the second
STQoS class (s=2). The number of connections (sources) to be admitted for this STQoS class
for different traffic pairs in the network for various time of the day are generated using a uniform
random number generator by picking a number between 0 and 20 % of the number of sources for
the voice traffic (i.e, N} = [ Uniform (0,1) x 0.2N!"*], where N$" is the number of traffic sources
to be admitted for service s, traffic pair k in load period h, and where [z] returns the smallest
integer higher than ). The total traffic in terms of number of sources to be admitted for different

times of the day are listed in Table 2.

For the voice traffic (s = 1), following [41], we have used the following parameters for the
traffic descriptor for packetized voice procedure: utilization (p) = 0.6487, mean burst period (m)
= 352 ms, peak rate (Rpeak) = 32 Kbps (for ADPCM coding); these values are used in computing
bandwidth requirement using the InvAMS procedure for buffer overflow probability, p, of 10=*. The
parameters used for the second STQoS class are: p = 0.2, m = 300 ms, Rpeax = 300 Kbps; the buffer

12



overflow probability used is 10~7. The traffic descriptor parameters and the QoS requirements are
summarized in Table 3. Note the difference between these two traffic types: the second traffic has
a peak rate which is an order of magnitude more than the voice traffic, has lower utilization and
mean burst period, while the overflow probability is much more stringent for the second traffic type.

We assume the buffer size (r) to be 1 Mbits for each class (see InvAMS procedure in Appendix).

Network No. of ATM No. of Traffic No. of ATM Cross- No. of
Switches Pairs, #(K) -Connect Nodes Links, #(L£)
EN-1 7 21 10 14
EN-2 10 45 18 27
EN-3 15 105 23 33

Table 1: Network Topology information for example networks

Network 1d-1 1d-2 1d-3 Max. Busy Hour
s=1/s=2  s=1/s=2  s=1/s=2 s=1/s=2
EN-1 1652/168  1091/139  1530/189 1661/247
EN-2 2687/263  2830/321  3226/349 3531/473
EN-3 4687/488  4082/395  4956/491 5442 /691

Table 2: Summary of network traffic (in terms of total number of

sources/connections to be connected) for example networks

Services P m Rpyeax Buffer overflow
probability, p

s=1 0.6487 352 ms 32 Kbps 10~*
s=2 0.2 300 ms 300 Kbps 1077

Table 3: Traflic Descriptor parameters and QoSs for two STQoS classes
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Given the maximum number of connections to be admitted (and the parameters listed in Table

3), InvAMS procedure is used to compute the bandwidth requirements, i.e.,

bih = TnvAMS(NE" pyymg, (Rpeak)ss 7> Ps)s 8 €S, h € Hok € K.

We have used the modular grouping value, a, for capacity unit of a link to be 1.5 Mbps =~
T1 rate. (It should be noted that this link speed is used only for illustration purpose and that
our model is not limited to using this value.) Given the trend that the fiber cost is comparatively
low compared to port cost at the nodes, we have computed the unit cost of links of 1.5 Mbps
using 100 as the cost of each termination port and 0.1 to be the distance cost per mile. Thus,
¢y = 2x10040.1x Dy, where Dy is the distance in miles for 1.5 Mbps pipe for link £. The candidate
paths are generated based on distance using a k-shortest path algorithm [29]. For each k, s, h, we

generated a maximum of six candidate paths for EN-1, ten for EN-2 and fifteen for EN-3.

Our computational work is aimed at addressing the following items: 1) duality gap obtained
using the decomposition algorithm, 2) a measure of effectiveness of our approach compared to a
local shortest path based heuristic, 3) cost saving compared to (static) virtual path based maximum
busy hour network design with “worst” case and observed case. We discuss these items in some

detail below.

The dual-based approach for the multi-hour (MuH) design provides us with a (best) dual
objective value, Cp, which provides us with a lower bound on the objective value for the problem
(P), Cp; we can, in turn, obtain a bound on the duality gap (in %) by using 100(Cp — Cp)/Cp;
further, the mixed integer problem provides us with an objective function value, Cpsrp, that is
lower than the one for problem (P) and a tighter bound on duality gap if the non-integral link

capacities were acceptable.

The local shortest path heuristic (LSPH) is a fairly néive rule where the bandwidth required
for a traffic pair is always routed on the shortest distance route, and then the network cost is
computed based on the link flow produced due to this rule. We will denote the network cost
obtained using LSPH by Crsps. This cost is primarily used to obtain some quantitative measure

on gain or effectiveness due to the decomposition algorithm compared to LSPH.

Maximum busy hour refers to the maximum load for all hours (for each k and s), i.e., NJ"™** =
maxpey {N}jh}; this is usually used for static virtual path design so as to provide for the grade-

of-service at any time during the day. We will refer to this as the maximum busy hour (MaxBH)

14



scenario. Total network traffic for each service with maximum busy hour scenario is listed in Table
2. When the subscript A is omitted from model (1), it reduces to the maximum busy hour model
(with #(H) = 1 and bandwidth computed for N;™**) and we can use the algorithm described
in the previous section for computing the best primal and dual objective values. The cost for the
MaxBH scenario when compared with the cost for MuH design obtained using the decomposition
algorithm provides us with a yardstick on saving with dynamic VP routing; we refer to this saving
as the observed case scenario — note that this would be the maximum saving possible if the cost
obtained were the actual optimal values. Finally, if we compare the primal cost for the multi-
hour design with the dual cost for the single-hour design we, in essence, get a feel for the “worst”
case saving achieved by MuH approach since the (actual) optimal dual objective for MaxBH case
provides us with the maximum possible value that the primal cost could possibly go down to if

static VP routing were used.

The cost results for the example networks with multi-hour traffic and maximum busy hour
traffic are tabulated in Table 4 using the decomposition algorithm of the previous section. In this
table, we show the best cost for problem (P), the best cost for Mixed integer program (MIP), the
best dual cost, the LSPH cost as well as the duality gap and saving of dual-based decomposition
algorithm compared to LSPH. The decomposition algorithm appears to provide reasonable results
as the duality gap is bounded by not more than 13 % for the objective function value for problem
(P), and by not more than 5 % for the objective function value for the MIP. Furthermore, observe
that our decomposition algorithm method provides between 6 % and 20 % cost saving compared
to the local shortest path heuristic. In Table 5, we show the iteration number when the lowest
primal value, Cp, reported in Table 4 is obtained along with the computing time in seconds (step
2 and step 3) for running to 1000 dual iterations; this is on a DEC Alpha AXP running OSF/1
operating system (DEC Model 3000/400, 64MB main memory, SPECfp 92 benchmark = 112.5).
The computing time for generating candidate paths for all traffic pairs using the k-shortest path
method (step 1) was 0.12, 0.89 and 2.70 seconds for EN-1, EN-2 and EN-3, respectively. Thus, we

observe that a good solution to problem (P) can be obtained in a reasonable computing time.
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Cp Cumrp Cp Crspu

EN-1 (MaxBH) || 15278.90 | 13821.93 | 13821.60 | 17568.00 || 10.54 | 0.00 | 14.98
EN-1 (MuH) 13402.00 | 12571.76 | 12257.29 | 16016.30 9.34 | 2.57 | 19.51

EN-2 (MaxBH) || 57129.90 | 54100.36 | 54045.99 | 61875.70 5.71 | 0.10 8.31
EN-2 (MuH) 51485.10 | 47980.03 | 45760.05 | 54710.70 || 12.51 | 4.85 6.27

EN-3 (MaxBH) || 91098.90 | 87818.22 | 87799.59 | 97790.00 3.76 | 0.02 7.34
EN-3 (MuH) 81599.10 | 77892.32 | 74766.10 | 89328.60 9.14 | 4.18 9.47

(! - duality gap = W%; % duality gap with MIP = W%; 3 - saving

compared to LSPH = W%; MaxBH = Maximum busy hour; MuH = Multi-Hour )

Table 4: Cost of network design, duality gap and comparison

Iteration # Time

at lowest cost (sec)

EN-1 (MaxBH) 1 1.43
EN-1 (MuH) 136 4.18
EN-2 (MaxBIH) 136 9.13
EN-2 (Mull) 508 26.98
EN-3 (MaxBH) 114 42.33
EN-3 (Mull) 630  127.25

Table 5: Iteration number at lowest cost and computational time for example networks
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“worst” case observed

saving (%) saving (%)

EN-1 3.13 14.00
EN-2 4.97 10.96
EN-3 7.60 11.64

Table 6: Cost saving due to multi-hour dynamic VP routing design compared

to Maximum busy hour static VP routing design

Finally, in Table 6, we report gain due to multi-hour design. Specifically, we found that, for
the test problems, although the multi-hour design approach with dynamic bandwidth and virtual
path reconfigurability may save a minimum of 3 % in the “worst” case compared to maximum
busy-hour design static VP routing design, the observed case saving is between 10 and 14 % — a

significant gain.

5. Summary and Discussion

In this paper, we present an approach for dimensioning wide-area ATM based networks. We
consider here the scenario where traffic types of similar traffic characteristics and QoS require-
ments are grouped under an STQoS class for statistical multiplexing of connections using the
virtual path concept while different virtual paths are deterministically multiplexed on a network
link. We present a discussion to show how this concept leads to the key observation that the net-
work dimensioning problem can be decoupled into two manageable subproblems: the bandwidth
estimation problem and the combined virtual path routing and capacity design problem. We fur-
ther consider the traffic pattern behavior due to the traffic load variation depending on the time
of the day for different traffic pairs and traffic classes in the network to address a dynamically
reconfigurable virtual path based ATM network environment; this is captured in the dimensioning
process as well. We then present computational procedure to efficiently determine network sizing
while providing computational bound on the solution quality using duality theory. We show that,
for the test problems considered, our approach does between 6% to 20% better than a local shortest
path heuristic. Furthermore, for the same test problems we have shown that considering network
dynamism through variation of traffic during the course of a day can save between 10 to 14% in

network design costs compared to a static network based on maximum busy hour traffic.
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Two important observations should be noted from this work: 1) although we have used an on-
off model for demonstration of the bandwidth estimation procedure, other more accurate model(s)
may be used for the bandwidth estimation part depending on the type of service; importantly,
this does not change the network design paradigm present here since the estimation problem is
decoupled from the routing/capacity design problem, 2) our approach allows for the scenario where
different node pairs may have different number of STQoS classes; this means a newly emerging
service may be deployed for selected traffic pairs based on the community of interest and demand
forecast since the virtual path concept is used. It is hoped that our approach will be useful to
network designers involved in planning, design and deployment of wide-area ATM-based networks.
The interested reader is referred to [34] for models for network servicing and monitoring of ATM

networks.

Appendix

We present the InvAMS procedure here. For simplicity, consider one STQoS type and one
demand pair. InvAMS procedure requires a subroutine to compute overflow probability based on
the two-state, fluid flow model due to Anick et al [3]. Here, each traffic source is either in an idle
state (no transmission) or a burst state (transmission at peak rate). We present here an approach
that can be used for off-line computation as is the case with the network design phase of network
planning and management. We assume that the burst and idle period are i.i.d. and exponentially

distributed, then a traffic source can be characterized by the following three parameters:
p := utilization, fraction of time the source is active
m := mean burst period
Rpeax = Peak rate
If 1/A and 1/p are mean idle and burst period, then

S W
P ~ m(l-p)’

Consider N sources. If Fi(r) is the equilibrium probability that ¢ sources are active and the buffer
length does not exceed r and F; = 0 for ¢ ¢ [0, N], then the set of differential equations governing
the equilibrium buffer distribution can be given by [3]

. ea _b
(ZRP k ) dT

= (N =i+ DAF_q1 — {(N = DA+ ip}F; + (i + DpFigq, i €[0,N]
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where b := capacity (bandwidth). In matrix notation:
d

D%F(r) = MF(r), r > 0.

The following eigen problem can be solved analytically [3]
zD¢ = Mo

(z is some eigen value of D™'M, and ¢ is the associated right eigenvector). The probability of

overflow beyond r is given by
N—|b/Rpear]—1

p=1-1TF(r)= - > e a;(17¢;).

=0
(Here 17 is a vector of 1’s.) Thus, given N, p, m, Rpeax, b, and buffer size, r, the overflow
probability can be computed based on the above approach by [3]. For brevity, we denote this
procedure as AMS(N, p,m, Rpeak, b, 7).

To compute the bandwidth required for given N, p, m, Rpeax, 7 and acceptable overflow
probability p (QoS), a simple bisection scheme as given below can be used (this is what we refer
to as InvAMS procedure):

procedure InvAMS(N, p,m, Rpeak, 7, P):
Estimate b; and b, such that
p=AMS(N,p,m, Rpeak, bp, 1) < p < AMS(N, p, m, Rpeak, by, )
while (| log(p) —log(p) | > 6 ) do /* for some tolerance & > 0 */
b= (bl + bh)/Q
p=AMS(N,p,m, Rpeak,b,7)
if (p>p)then
by =10
else
b, =b
endif
endwhile
return(b)
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Figure 1: Virtual paths shown for two different STQoS classes for a demand pair at
two different load periods during the day
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Figure 2: Topology of EN-1 (7 ATM switching nodes, 10 ATM Cross-connect nodes)
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Figure 4: Topology of EN-3 (15 ATM switching nodes, 23 ATM Cross-connect nodes)
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