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1. IntroductionBroadband networks will support a variety of services such as voice, video, data, and imagewith di�erent tra�c characteristics, di�erent qualities of service, and di�erent bandwidth require-ments and holding times in an integrated environment. Asynchronous Transfer Mode (ATM) isconsidered the preferred transfer mode to support various services on broadband networks. In anATM network, tra�c can be considered at the Virtual Path (VP) level, the call level, the burstlevel and the cell level [14]. Discussion on control issues at di�erent levels can be found, for ex-ample, in [22], [28]. A connection-oriented transport mechanism is to be used for ATM networks.This means a virtual connection is required to be set up between the origin and the destinationfor a connection request. The call then uses this connection. There are two operational steps.During call setup, network resources are checked before the connection is allowed. Once the call isaccepted, network tra�c management monitors the tra�c status and performs a policing functionto ensure that resources are properly used and, accordingly, controls can be applied at di�erentlevels to satisfy quality of service.Statistical multiplexing is possible at all levels of ATM-based networks. There are di�erentimplications due to introduction (or non-introduction) of statistical multiplexing at di�erent levels.For example, consider a network that does not use any virtual path connection (VPC); then allthe tra�c can be statistically multiplexed on virtual channel connections (VCC) sharing commonnetwork links. Though this may result in minimum capacity networks, the VCC call establishmentcost could be signi�cant; further, this scenario may require complex admission control schemes.This is because each VCC would need to negotiate a connection request at each intermediatenode between source and destination [10]. On the other hand, if peak rates are allocated at eachlevel, then resources would be poorly utilized. Thus, techniques are needed to make better useof available resources while providing probabilistic guarantees of quality-of-service (QoS). Use ofvirtual path as an e�ective transport technique, and for routing and resource management forATM networks has recently gained considerable attention [1], [2], [9], [10], [11], [13], [21], [25],[27], [32], [38], [40]. By grouping virtual circuits into a virtual path, an ATM-based networkcan be better managed. This can result in reduction of call set up time if there exists a virtualpath (with enough capacity) between an origin and a destination since there is no need for extraprocessing at the intermediate nodes. This will also allow calls of similar tra�c characteristics tobe statistically multiplexed between an origin-destination pair and simple call admission controlschemes may be needed. For ease of network management and control, virtual paths may be2



de�ned for dissimilar tra�c types and can be deterministically multiplexed. This deterministicmultiplexing of di�erent virtual paths is likely to result in requirements of more network capacitythan if everything is statistically multiplexed. However, at the same time, dynamic bandwidthcontrol and virtual path rearrangement can be provided using VP concept with less complexadmission control schemes. Thus, we consider here statistical multiplexing of similar tra�c within avirtual path and deterministic multiplexing of various virtual paths along with dynamic bandwidthcontrol and virtual path recon�guration.In a companion paper [34], we have outlined a framework and models for network designand management for a wide-area dynamically recon�gurable ATM network based on the virtualpath concept from a network planning and management perspective. In this current paper, wepresent an approach for network dimensioning of such ATM networks. Our approach is basedon the observation that statistical multiplexing of virtual circuits for a tra�c class in a virtualpath, and the deterministic multiplexing of di�erent virtual path lead to decoupling of the networkdimensioning problem into the bandwidth estimation problem and the combined virtual pathrouting and capacity design problem. Based on this observation, we present here a multi-hour,multi-tra�c class network design model for providing speci�ed quality of service in dynamicallyrecon�gurable networks and present a decomposition algorithm by looking at the dual problemand using subgradient optimization, and provide computational results on network saving forrealistic network tra�c data. Multi-hour design has been used for (single service) dynamic callrouting circuit-switched networks with considerable network saving [5]. The concept of dynamicrecon�gurability has been addressed for circuit-switched networks [6], [7], [18], [19]. There havebeen some work on ATM network dimensioning ([17], [30], [31], [36], [37]) and for VP layoutdesign [2] { all these work take di�erent approaches than ours. To our knowledge, a multi-hour,multi-tra�c class network design model for a dynamically recon�gurable ATM network basedon the concept of virtual path has not been addressed to date. Our approach can be used bynetwork designers/planners for network capacity planning of wide-area public or private ATM-based networks.The rest of the paper is organized as follows: in the next section, we start with a discussionof the role of virtual paths in ATM network and present the multi-hour network design model. Insection 3, we present a decomposition algorithm. In section 4, we present computational resultsfor realistic network tra�c data. Finally, in section 5, we summarize our approach and discuss howour approach may be useful to network designers.3



2. A Network Design ModelUse of virtual path as an e�ective transport technique for ATM-based networks has beengaining considerable attention [1], [38]. (For discussion on the role of VP in resource management,refer to [9], [10], [22], [11], [32], [27].) A virtual path provides a logical direct link between virtualpath terminators. Using virtual paths, an ATM network can be better managed by grouping virtualcircuits into bundles [38]. Using VPs, 
exibility in tra�c management is possible due to separationof the logical transport network from the physical transmission network. For our work here, weassume that VCs of similar tra�c characteristics and Quality of Service (QoS) requirements arestatistically multiplexed on a virtual path. For brevity, we will refer to it as STQoS types orclasses. Note that more than one STQoS type may be preferable between an origin-destinationpair for tra�c of signi�cantly di�erent tra�c characteristics and requirements. For example, itmay be minimally preferable to have an STQoS type de�ned for real-time services and another fornon-real time services. Use of VP simpli�es B-ISDN call processing and reduces call establishmenttime since there is no processing required at the intermediate nodes. For example, as presentedin [38], the explicit scheme can be used in the cell header organization of virtual paths. Thisway, processing on a call-by-call basis at each intermediate node can be eliminated during callestablishment and release; consequently, call set up time can be signi�cantly reduced. Alternately,the network can be a collection of ATM switches and ATM cross-connect systems where the tra�cdemand between two end ATM switching nodes can be cross-connected at intermediate nodes usingATM cross-connect systems [11], [32], [34]. There are also other advantages in using virtual pathconcept as noted in [22]: class of service control is easier to implement than when di�erent types oftra�c are supported over the same virtual path; dynamic bandwidth control is easier to implementper path due to similar tra�c characteristics; multiplexing several classes of tra�c with di�erentcharacteristics decreases the multiplexing gain compared to the multiplexing of tra�c with thesame characteristics.Based on the above advantages of the VP concept, we assume the following for e�ective networkdesign and management: we allow statistical multiplexing between calls of the same STQoS classover virtual circuits within the virtual path allocated for this STQoS type; however, we assumeno statistical multiplexing between di�erent virtual paths for di�erent STQoS classes (i.e., onlydeterministic multiplexing). As mentioned before, a key advantage is that call processing timecan be signi�cantly reduced due to the introduction of VPs. In addition to the bene�ts thatare already discussed, we note the following: each virtual path for each STQoS type is assigned4



a certain bandwidth which determines the number of virtual channels it can support to providesatisfactory QoS. We still use dynamic path bandwidth control to adjust bandwidth requiredbased on anticipated demand at di�erent times during the day. Following [9], we consider thatwhen bandwidth is reserved on a VP, a limit is placed on the number of calls and bursts in progresson that VP at any time. This also simpli�es the control decision to verify the number of calls andbursts in progress compared to allocated maximum. Further, the use of the concept of statisticalmultiplexing among VCs of same STQoS type in a VP and deterministic multiplexing of di�erentVPs simpli�es the non-linear optimization problem of network dimensioning to meet certain QoSguarantees for a given tra�c demand and class. Speci�cally, it has the following major advantage:it decouples the network dimensioning problem into the problem of determining the bandwidthneeded on each virtual path for each STQoS type and the associated problem of determinationof virtual path routing for each STQoS type and sizing of the network. The work here is basedon this key observation/advantage of decoupling the bandwidth estimation problem and the VProuting and network sizing problem.We �rst discuss the second problem, i.e., our model for the dynamic VP routing and networksizing problem. In the framework of a network, there are a number of possible virtual pathsthat an STQoS type can take between two switching end points (or a demand pair). There arepossible demands between any two ATM switching nodes in the network (demand pairs). Thus,we consider the determination of virtual path for each STQoS type and each demand pair in thenetwork. Speci�cally, given the estimated bandwidth required for a particular STQoS type andbetween two ATM switching end points, we need to determine one virtual path (non-bifurcatedrouting) from the list of the possible (candidate) virtual paths between the end points that useATM cross-connect nodes at intermediate points (for setting up a VP). Note that a virtual pathis constructed by connecting one or more network links. Additionally, for a particular demandpair, di�erent virtual paths may be taken by di�erent STQoS types and further, due to networkdynamism, at di�erent times during a day (with di�erent upper bound on bandwidth requirementsto satisfy the request for connections at that time of the day). For example, consider Fig. 1. Herefor the demand pair A-D in the morning, calls for STQoS type s = 1 may take the route A-B-D,while STQoS type s = 2 may take the route A-C-B-D; however, in the afternoon, the calls forboth STQoS types s = 1 and s = 2 may take the VP route A-C-D. It should be understoodthat a VP route A-B-D means that the connection requests at ATM switch A for destinationATM switch D goes from ATM switch A to ATM cross-connect A to ATM cross-connect B to5



ATM cross-connect D to ATM switch D (note that it does not enter ATM switch B). Due to the
ow of tra�c on di�erent virtual paths at di�erent times of the day, we can determine the totaltra�c on each link of the network at di�erent times during the day by adding for di�erent pairsand di�erent STQoS types that use this link (this is due to deterministic multiplexing of di�erentSTQoS types). For the formulation we are about to present for the VP routing and network sizingproblem, we assume that we are given a set of ATM switching and ATM cross-connect locationsand a set of possible links for which capacity has to be determined (network sizing). Change of VProutes for di�erent times during the day provides us with dynamic virtual path bandwidth controland dynamic VP based recon�gurability for better use of resources. Thus, to summarize, our workhere considers dynamic bandwidth control with dynamic network recon�gurability based on virtualpath for broadband networks such that optimal capacity on links can be provided to satisfy QoSrequirements for each STQoS class and for tra�c variation during the day. We assume that theday has been clustered into several load periods (H) and we introduce a superscript h 2 H torepresent di�erent load periods. Note that H need not be all the hours of a day; it can be clusteredinto important tra�c load change periods during a day. To mathematically represent the problem,we introduce the following notation:K The set of node (demand) pairs in the networkS The set of STQoS typesL The set of links in the networkPshk The set of possible candidate virtual paths for STQoS type s 2 S, demand pair k 2 Kused for all h 2 Hxshkj Virtual path routing variables { 1 if STQoS type s 2 Sk, k 2 K uses path j 2 Pshk inh 2 H; 0 otherwisebshk = bw(Ashk ; Ts; QoSs), Estimated bandwidth requirement for tra�c amount Ashk (withtra�c descriptor Ts and quality of service requirement QoSs) for STQoS s 2 S for k 2 Kin h 2 H [discussed later]�s`hkj Link-path incidence matrix; 1 if path j 2 Pshk for STQoS s 2 S and for pair k 2 K inh 2 H uses link ` 2 L; 0 otherwisey` Sizing (topology) variables; the number of units of high capacity on tra�c link ` 2 L� Capacity of a high capacity unitc` Cost of a high capacity unit on link ` 2 LThe following model, to be referred to often as problem (P), can be used for multi-hour,multi-STQoS class network dimensioning of a dynamically recon�gurable VP routing network:vP = minfx;yg X̀2L c`y` (1a)6



subject to Xj2Pshk xshkj = 1; s 2 S; k 2 K; h 2 H (1b)Xk2KXs2S bshk Xj2Pshk �s`hkj xshkj � �y`; ` 2 L; h 2 H (1c)xshkj = 0 or 1; j 2 Pshk ; s 2 S; k 2 K; h 2 H (1d)y` � 0 and integer; ` 2 L (1e)In this model (1), the objective function (1a) represents the total capacity cost for network links.(1b) and (1d) are the decisions of choosing a virtual path for a STQoS type for a node pair atdi�erent times during the day; here, one out of several possible VP paths is chosen. The lefthand quantity in (1c) is the total link capacity required at a particular load period for virtualpaths set up using that link by di�erent source-destination node pairs; Thus, constraints (1c) saythat the link 
ow in each load period is going to force the determination of capacity on the linkto cover for any time during the day. Di�erent sets of candidate paths for each load period andservice for each tra�c pair may be explicitly provided through the notation Pshk . This model takespossible candidate paths as an input; these candidate paths, for example, can be generated usinga k-shortest path algorithm [29]. The idea of candidate paths is advantageous in restricting (orallowing) choice of certain paths due to information available from various network elements basedon network growth, and restricting the maximum number of links allowed for a path (often the casein existing telecommunications networks) to limit the number of intermediate cross-connect portsused or to limit the delay for certain service types, and thereby, preprocessing the set of candidatevirtual paths (hence the link-path formulation). Note that this approach is an integrated approachsince the solution of the model provides network capacity as well as VP routing at di�erent timesof the day.We now discuss the bandwidth (often referred to as the equivalent bandwidth) estimation prob-lem; i.e., how the quantity bshk can be estimated for each STQoS class for di�erent tra�c pairs atdi�erent load period during the day. It should be noted that although theoretically, each conceiv-able tra�c type can be an STQoS class by itself, in practice this would generate too many classesand could become an administrative nightmare for network operations and management. Classify-ing various tra�c types under a single STQoS class or putting them into di�erent STQoS classesis itself a complex problem. For example, Suruagy Monteiro [42] addressed this problem in termsof whether to integrate or not (see also, [43]){ this issue certainly deserves further investigation,7



and is, however, beyond the scope of this paper. For the purpose of the rest of the work here, weconsider an STQoS class to have homogeneous tra�c with same QoS requirements.Suppose that for an STQoS class s, the grade-of-service parameter is given in terms of ac-ceptable connection denial probability, qs, and the o�ered tra�c for pair k in load period h isgiven by Ashk erlangs. Recall that with decoupling we arrive at essentially providing a virtual linkfrom origin to destination switching node for a STQoS class. Thus given o�ered load in erlangs,Ashk , and connection denial probability, qs, we can use inverse Erlang-blocking formula (see [26])E�1(Ashk ; qs), to estimate the maximum number of virtual circuits that need to be connected forthis class, i.e., Nshk = N(Ashk ; qs) = dE�1(Ashk ; qs)e (here dxe denotes the smallest integer biggerthan or equal to x). (A similar discussion as above is also given by [37]). This, thus, puts a limiton the maximum number of connections to be allowed. Now if each connection for a particularSTQoS type requires peak rate allocation, e.g., class-1 tra�c in BISDN [8, p. 135], the tra�c de-scriptor Ts will be the peak rate, (Rpeak)s, per connection for this service class, and the bandwidthestimate is bshk = Nshk (Rpeak)s: Thus, in the case of class-1 tra�c in BISDN, there is no statisticalmultiplexing of connections within an STQoS class. On the other hand, if an STQoS class can becharacterized by an on-o� model, then the tra�c descriptor in this case can be given byTs = f�s; ms; (Rpeak)sgwhere �s = utilization, ms = mean burst period, (Rpeak)s =peak rate ([20]). To allow Nshk connec-tions (sources) to be admitted to the network (based on Ashk and qs), we adapt here an approach,to be referred as InvAMS, based on the the 
uid-
ow approach given by [3], to estimate bshk foreach STQoS type s 2 S, pair k 2 K in h 2 H for the quality-of-service, QoS, given in terms ofbu�er over
ow probability, ps; see appendix for detail. [It is worth noting other approaches forbandwidth estimation: e.g., Gu�erin et al [20] have presented an approximate equivalent bandwidthestimation method based on the approach by Anick et al [3] for computation in real-time; SuruagyMontiero et al [43] provide an approach based on the �nite bu�er 
uid-
ow model by Tucker [44];the capacity design for a single entity (link or path) based on a quality of service requirementspeci�ed by p-th percentile delay of m cells has been presented by Sato and Sato [39].]It should be noted that if a more detailed tra�c descriptor than the on-o� model suits someemerging service, then an appropriate bandwidth estimation procedure has to be used instead ofInvAMS procedure; note that this requires only a new module for bandwidth estimation for thisemerging service without needing any change in problem (P). Further, in case di�erent types of8



heterogeneous sources are decided to be multiplexed in an STQoS class, an approach based onthe work by Elwalid and Mitra [12] may be pursued towards estimating bandwidth requirementfor that class. However, for the rest of the discussion and clarity, we will refer only to InvAMSprocedure with the 3-tuple tra�c descriptor and consider statistical multiplexing of a homogeneoustra�c type within an STQoS class.3. A Decomposition AlgorithmIn this section, we describe a decomposition algorithm for the problem (P) using Lagrangeanrelaxation with duality and subgradient optimization ([23]). This type of approach has been usedsuccessfully for solving data network routing and design problems (see, for example, [15], [16]),but have not been addressed in the context of multi-hour, multi-STQoS class design. Convergenceresults for subgradient optimization can be found, for example, in [35]. The essence of this de-composition algorithm is to consider the dual problem of (P) by relaxing constraints (1c) to arriveat simpler subproblems which can be solved easily, and then use updating of dual variables toiteratively solve simpler subproblems to drive towards the optimal solution of the original problem(P). First, we add an arti�cial upper bound on the variables y (its use will be seen in the dualproblem; see(5)). Speci�cally, let the bound be ŷ`; ` 2 L, i.e.,y` � ŷ`; ` 2 L;and in compact form, y � ŷ. Let u = (uh̀) be the dual multiplier associated with the constraint(1c). Then the Lagrangean isL(x; y; u) = X̀2L c`y` + X̀2LXh2H uh̀0@Xk2KXs2S bshk Xj2Pshk �s`hkj xshkj � �y`1A : (2)Rearranging,L(x; y; u) = X̀2L c` � �Xh2H uh̀! y` + Xh2HXk2KXs2S bshk Xj2Pshk X̀2L uh̀�s`hkj xshkj : (20)The dual problem (D) is vD = maxu�0 g(u) (3a)where g(u) = minx;y L(x; y; u): (3b)9



Note that for given u, the Lagrangean is separable in x and y and reduces (2) to solving twoindependent subproblems, i.e.,minx;y L(x; y; u) = miny L1(y; u) + minx L2(x; u) = g1(u) + g2(u) (4a)where g1(u) = miny L1(y; u) = miny (X̀2L�c` � �Xh2H uh̀�y` j 0 � y � ŷ) ; (4b)andg2(u) = minx L2(x; u)= minx 8<:Xh2HXk2KXs2S bshk Xj2Pshk �X̀2L uh̀�s`hkj �xshkj ��� Xj2Pshk xshkj = 1; s 2 S; h 2 H; k 2 K9=; :(4c)For subproblem (4b), observe that L1(y; u) is further separable to each link variable since ithas only bounding constraints on the link variables, and thus the solution to (4b) for each ` canbe easily obtained by setting: y�̀(u) = 8<: 0; if c` � �Ph2H uh̀ŷ`; if c` < �Ph2H uh̀. (5)Further, note that the other subproblem (4c) is also separable for each k; h and s since there is nodependency constraint among k; h; s. Also, the solution is easily obtainable by setting the variablefor the appropriate path j to 1 for which the \path cost",P`2L uh̀�s`hkj , is the least among all thepaths for that speci�c k; h; s. We denote this path index by j� so that xshkj�(u) = 1.Note that the problem (D) is nonsmooth; as such, we use a subgradient approach to solve thedual problem [23]. This method iterates on the dual variable u. Thus, given u, once the solutionsto the subproblems (4b) and (4c) are obtained, a dual subgradient, � = (�h̀), for g(�) is computedusing �h̀ = Xk2KXs2S bshk �s`hkj�xshkj�(u)� �y�̀(u); ` 2 L; h 2 H: (6)Then the dual multiplier, u, is updated usinguh̀  max �0; uh̀ + ��h̀	 ; ` 2 L; h 2 H (7)10



where, the step size, �, is given by ([23])� = �g# � g(u)jj�jj2 (8)and where g# is an upper bound on the dual objective and the relaxation parameter, �, is chosensuch that 0 < � � 2:A primal feasible point for problem (P) can be easily obtained at each iteration by consideringthe solution xshkj�(u) = 1 to compute the left hand side of (1c) so as to generate a feasible y, and inturn, we also can compute a primal objective function value. As the dual iteration progresses, wecheck for decrease in the primal objective value and store the best primal solution, and the bestprimal cost so far.Note that if the integrality of link variables y is relaxed in the original problem (P), thenwe have a mixed integer programming (MIP) problem and it is clear that the optimal objectivefunction value for this mixed integer problem, vMIP � vP . Coupling this fact with the result ofthe weak duality theorem [35, p. 203], we have the relation:vP � vMIP � vD:Given this observation, the upper bound on the dual objective, g#, is set to be the lowest value ofthe objective function of the MIP problem as the iteration progresses. For notational convenience,we will denote the lowest network cost obtained using the decomposition algorithm for problem(P) by CP , for the MIP problem by CMIP , and the best dual cost by CD.In our implementation, coded in C language, we set the maximum dual iterations to 1000;� was initially set to 2 and was halved whenever the dual objective value did not improve in 40iterations.To summarize, we have the following algorithmic steps to solve the entire multi-hour, multi-STQoS class network design problem.Algorithmic stepsStep 1 Generate candidate set of virtual paths Pshk for s 2 S, k 2 K; h 2 H.Step 2 For given QoS and the tra�c descriptor for di�erent STQoS classes, and tra�c amountfor di�erent node pairs and for di�erent load periods, compute bshk using the InvAMSprocedure for s 2 S , k 2 K; h 2 H.Step 3 Size network by solving multi-hour, multi-STQoS class model (P) using the decompo-sition algorithm. 11



4. Computational ResultsFor computational work, we use STQoS classes, each with one homogenous tra�c type asalready discussed in section 2; for illustration of our approach, we limit to two STQoS classeswhere each class has di�erent on-o� tra�c descriptor values and quality of service requirements.We use here three realistic example networks which we have used in other work [33]; these examplenetworks are extracted from an actual voice network spanning the continental US. Topologicalinformation for these example networks are given in Table 1 (also see Figs. 2, 3 and 4). Notethat in these networks a circle and a square together means that an ATM switching node is co-located (same city) with an ATM cross-connect node. Although Fig. 1 more accurately depictsthe relation of cross-connect and switching nodes, we have put the same city cross-connect andswitching node together here to avoid cluttering the picture. The link between two cross-connectnodes is the possible link placements for which capacity is to be determined by our approach;bu�ering is provided with the ATM switches. (For this architectural view, see also [11].) Themaximum number of sources (connections) to be admitted for the voice tra�c for these networksfor three di�erent times during a day (morning, early afternoon and late afternoon) i.e, #(H) = 3,are considered given based on the o�ered load and connection denial probability (see section 2).For brevity, we refer to these three load periods as ld-1, ld-2, and ld-3, respectively, and this serviceas s=1. (Certainly, VP routing can be updated more often than three times in a day; our choiceof three to present computational results with VP dynamism.) Since at this point we do not haverealistic tra�c data available to us for any other tra�c, we used a �ctitious tra�c for the secondSTQoS class (s=2). The number of connections (sources) to be admitted for this STQoS classfor di�erent tra�c pairs in the network for various time of the day are generated using a uniformrandom number generator by picking a number between 0 and 20 % of the number of sources forthe voice tra�c (i.e, N2hk = � Uniform (0; 1)� 0:2N1hk �, where Nshk is the number of tra�c sourcesto be admitted for service s, tra�c pair k in load period h, and where dxe returns the smallestinteger higher than x). The total tra�c in terms of number of sources to be admitted for di�erenttimes of the day are listed in Table 2.For the voice tra�c (s = 1), following [41], we have used the following parameters for thetra�c descriptor for packetized voice procedure: utilization (�) = 0.6487, mean burst period (m)= 352 ms, peak rate (Rpeak) = 32 Kbps (for ADPCM coding); these values are used in computingbandwidth requirement using the InvAMS procedure for bu�er over
ow probability, p, of 10�4. Theparameters used for the second STQoS class are: � = 0:2,m = 300 ms, Rpeak = 300 Kbps; the bu�er12



over
ow probability used is 10�7. The tra�c descriptor parameters and the QoS requirements aresummarized in Table 3. Note the di�erence between these two tra�c types: the second tra�c hasa peak rate which is an order of magnitude more than the voice tra�c, has lower utilization andmean burst period, while the over
ow probability is much more stringent for the second tra�c type.We assume the bu�er size (r) to be 1 Mbits for each class (see InvAMS procedure in Appendix).Network No. of ATM No. of Tra�c No. of ATM Cross- No. ofSwitches Pairs, #(K) -Connect Nodes Links, #(L)EN-1 7 21 10 14EN-2 10 45 18 27EN-3 15 105 23 33Table 1: Network Topology information for example networksNetwork ld-1 ld-2 ld-3 Max. Busy Hours=1/s=2 s=1/s=2 s=1/s=2 s=1/s=2EN-1 1652/168 1091/139 1530/189 1661/247EN-2 2687/263 2830/321 3226/349 3531/473EN-3 4687/488 4082/395 4956/491 5442/691Table 2: Summary of network tra�c (in terms of total number ofsources/connections to be connected) for example networksServices � m Rpeak Bu�er over
owprobability, ps=1 0.6487 352 ms 32 Kbps 10�4s=2 0.2 300 ms 300 Kbps 10�7Table 3: Tra�c Descriptor parameters and QoSs for two STQoS classes13



Given the maximum number of connections to be admitted (and the parameters listed in Table3), InvAMS procedure is used to compute the bandwidth requirements, i.e.,bshk = InvAMS(Nshk ; �s; ms; (Rpeak)s; r; ps); s 2 S; h 2 H; k 2 K:We have used the modular grouping value, �, for capacity unit of a link to be 1.5 Mbps �T1 rate. (It should be noted that this link speed is used only for illustration purpose and thatour model is not limited to using this value.) Given the trend that the �ber cost is comparativelylow compared to port cost at the nodes, we have computed the unit cost of links of 1.5 Mbpsusing 100 as the cost of each termination port and 0.1 to be the distance cost per mile. Thus,c` = 2�100+0:1�D` , where D` is the distance in miles for 1.5 Mbps pipe for link `. The candidatepaths are generated based on distance using a k-shortest path algorithm [29]. For each k; s; h, wegenerated a maximum of six candidate paths for EN-1, ten for EN-2 and �fteen for EN-3.Our computational work is aimed at addressing the following items: 1) duality gap obtainedusing the decomposition algorithm, 2) a measure of e�ectiveness of our approach compared to alocal shortest path based heuristic, 3) cost saving compared to (static) virtual path based maximumbusy hour network design with \worst" case and observed case. We discuss these items in somedetail below.The dual-based approach for the multi-hour (MuH) design provides us with a (best) dualobjective value, CD , which provides us with a lower bound on the objective value for the problem(P), CP ; we can, in turn, obtain a bound on the duality gap (in %) by using 100(CP �CD)=CD;further, the mixed integer problem provides us with an objective function value, CMIP , that islower than the one for problem (P) and a tighter bound on duality gap if the non-integral linkcapacities were acceptable.The local shortest path heuristic (LSPH) is a fairly n�aive rule where the bandwidth requiredfor a tra�c pair is always routed on the shortest distance route, and then the network cost iscomputed based on the link 
ow produced due to this rule. We will denote the network costobtained using LSPH by CLSPH . This cost is primarily used to obtain some quantitative measureon gain or e�ectiveness due to the decomposition algorithm compared to LSPH.Maximum busy hour refers to the maximum load for all hours (for each k and s), i.e., Ns;maxk =maxh2H �Nshk 	; this is usually used for static virtual path design so as to provide for the grade-of-service at any time during the day. We will refer to this as the maximum busy hour (MaxBH)14



scenario. Total network tra�c for each service with maximum busy hour scenario is listed in Table2. When the subscript h is omitted from model (1), it reduces to the maximum busy hour model(with #(H) = 1 and bandwidth computed for Ns;maxk ) and we can use the algorithm describedin the previous section for computing the best primal and dual objective values. The cost for theMaxBH scenario when compared with the cost for MuH design obtained using the decompositionalgorithm provides us with a yardstick on saving with dynamic VP routing; we refer to this savingas the observed case scenario | note that this would be the maximum saving possible if the costobtained were the actual optimal values. Finally, if we compare the primal cost for the multi-hour design with the dual cost for the single-hour design we, in essence, get a feel for the \worst"case saving achieved by MuH approach since the (actual) optimal dual objective for MaxBH caseprovides us with the maximum possible value that the primal cost could possibly go down to ifstatic VP routing were used.The cost results for the example networks with multi-hour tra�c and maximum busy hourtra�c are tabulated in Table 4 using the decomposition algorithm of the previous section. In thistable, we show the best cost for problem (P), the best cost for Mixed integer program (MIP), thebest dual cost, the LSPH cost as well as the duality gap and saving of dual-based decompositionalgorithm compared to LSPH. The decomposition algorithm appears to provide reasonable resultsas the duality gap is bounded by not more than 13 % for the objective function value for problem(P), and by not more than 5 % for the objective function value for the MIP. Furthermore, observethat our decomposition algorithm method provides between 6 % and 20 % cost saving comparedto the local shortest path heuristic. In Table 5, we show the iteration number when the lowestprimal value, CP , reported in Table 4 is obtained along with the computing time in seconds (step2 and step 3) for running to 1000 dual iterations; this is on a DEC Alpha AXP running OSF/1operating system (DEC Model 3000/400, 64MB main memory, SPECfp 92 benchmark = 112.5).The computing time for generating candidate paths for all tra�c pairs using the k-shortest pathmethod (step 1) was 0.12, 0.89 and 2.70 seconds for EN-1, EN-2 and EN-3, respectively. Thus, weobserve that a good solution to problem (P) can be obtained in a reasonable computing time.
15



CP CMIP CD CLSPH 1 2 3(%) (%) (%)EN-1 (MaxBH) 15278.90 13821.93 13821.60 17568.00 10.54 0.00 14.98EN-1 (MuH) 13402.00 12571.76 12257.29 16016.30 9.34 2.57 19.51EN-2 (MaxBH) 57129.90 54100.36 54045.99 61875.70 5.71 0.10 8.31EN-2 (MuH) 51485.10 47980.03 45760.05 54710.70 12.51 4.85 6.27EN-3 (MaxBH) 91098.90 87818.22 87799.59 97790.00 3.76 0.02 7.34EN-3 (MuH) 81599.10 77892.32 74766.10 89328.60 9.14 4.18 9.47( 1 - duality gap = (CP�CD)100CD %; 2 - duality gap with MIP = (CMIP�CD)100CD %; 3 - savingcompared to LSPH = (CLSPH�CP )100CP %; MaxBH = Maximum busy hour; MuH = Multi-Hour )Table 4: Cost of network design, duality gap and comparisonIteration # Timeat lowest cost (sec)EN-1 (MaxBH) 1 1.43EN-1 (MuH) 136 4.18EN-2 (MaxBH) 136 9.13EN-2 (MuH) 508 26.98EN-3 (MaxBH) 114 42.33EN-3 (MuH) 680 127.25Table 5: Iteration number at lowest cost and computational time for example networks16



\worst" case observedsaving (%) saving (%)EN-1 3.13 14.00EN-2 4.97 10.96EN-3 7.60 11.64Table 6: Cost saving due to multi-hour dynamic VP routing design comparedto Maximum busy hour static VP routing designFinally, in Table 6, we report gain due to multi-hour design. Speci�cally, we found that, forthe test problems, although the multi-hour design approach with dynamic bandwidth and virtualpath recon�gurability may save a minimum of 3 % in the \worst" case compared to maximumbusy-hour design static VP routing design, the observed case saving is between 10 and 14 % { asigni�cant gain.5. Summary and DiscussionIn this paper, we present an approach for dimensioning wide-area ATM based networks. Weconsider here the scenario where tra�c types of similar tra�c characteristics and QoS require-ments are grouped under an STQoS class for statistical multiplexing of connections using thevirtual path concept while di�erent virtual paths are deterministically multiplexed on a networklink. We present a discussion to show how this concept leads to the key observation that the net-work dimensioning problem can be decoupled into two manageable subproblems: the bandwidthestimation problem and the combined virtual path routing and capacity design problem. We fur-ther consider the tra�c pattern behavior due to the tra�c load variation depending on the timeof the day for di�erent tra�c pairs and tra�c classes in the network to address a dynamicallyrecon�gurable virtual path based ATM network environment; this is captured in the dimensioningprocess as well. We then present computational procedure to e�ciently determine network sizingwhile providing computational bound on the solution quality using duality theory. We show that,for the test problems considered, our approach does between 6% to 20% better than a local shortestpath heuristic. Furthermore, for the same test problems we have shown that considering networkdynamism through variation of tra�c during the course of a day can save between 10 to 14% innetwork design costs compared to a static network based on maximum busy hour tra�c.17



Two important observations should be noted from this work: 1) although we have used an on-o� model for demonstration of the bandwidth estimation procedure, other more accurate model(s)may be used for the bandwidth estimation part depending on the type of service; importantly,this does not change the network design paradigm present here since the estimation problem isdecoupled from the routing/capacity design problem, 2) our approach allows for the scenario wheredi�erent node pairs may have di�erent number of STQoS classes; this means a newly emergingservice may be deployed for selected tra�c pairs based on the community of interest and demandforecast since the virtual path concept is used. It is hoped that our approach will be useful tonetwork designers involved in planning, design and deployment of wide-area ATM-based networks.The interested reader is referred to [34] for models for network servicing and monitoring of ATMnetworks. AppendixWe present the InvAMS procedure here. For simplicity, consider one STQoS type and onedemand pair. InvAMS procedure requires a subroutine to compute over
ow probability based onthe two-state, 
uid 
ow model due to Anick et al [3]. Here, each tra�c source is either in an idlestate (no transmission) or a burst state (transmission at peak rate). We present here an approachthat can be used for o�-line computation as is the case with the network design phase of networkplanning and management. We assume that the burst and idle period are i.i.d. and exponentiallydistributed, then a tra�c source can be characterized by the following three parameters:� := utilization, fraction of time the source is activem := mean burst periodRpeak := Peak rateIf 1=� and 1=� are mean idle and burst period, then� = 1m; � = �m(1� �) :Consider N sources. If Fi(r) is the equilibrium probability that i sources are active and the bu�erlength does not exceed r and Fi = 0 for i =2 [0; N ], then the set of di�erential equations governingthe equilibrium bu�er distribution can be given by [3](iRpeak � b)dFi(r)dr = (N � i+ 1)�Fi�1 � f(N � i)�+ i�gFi + (i+ 1)�Fi+1; i 2 [0; N ]18



where b := capacity (bandwidth). In matrix notation:D ddxF(r) =MF(r); r � 0:The following eigen problem can be solved analytically [3]zD� =M�(z is some eigen value of D�1M, and � is the associated right eigenvector). The probability ofover
ow beyond r is given byp = 1� 1TF(r) = �N�bb=Rpeakc�1Xi=0 ezirai(1T�i):(Here 1T is a vector of 1's.) Thus, given N , �, m, Rpeak, b, and bu�er size, r, the over
owprobability can be computed based on the above approach by [3]. For brevity, we denote thisprocedure as AMS(N; �;m;Rpeak; b; r).To compute the bandwidth required for given N , �, m, Rpeak, r and acceptable over
owprobability p̂ (QoS), a simple bisection scheme as given below can be used (this is what we referto as InvAMS procedure):procedure InvAMS(N; �;m;Rpeak; r; p̂):Estimate bl and bh such thatp = AMS(N; �;m;Rpeak; bh; r) < p̂ < AMS(N; �;m;Rpeak; bl; r)while ( j log(p)� log(p̂) j > � ) do /* for some tolerance � > 0 */b = (bl + bh)=2p = AMS(N; �;m;Rpeak; b; r)if ( p > p̂ ) thenbl = belsebh = bendifendwhilereturn(b) AcknowledgementThe tra�c data used in this work is based on data provided for another work [33] by SprintCorporation and is greatly appreciated. An earlier version of this paper has been presented at theInfocom'95. 19
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