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Abstract. Text area detection from video frame is an essential step for 
Video OCR. The key problem is the complex background of the video 
frames. This paper proposes a novel approach to this problem. First, we 
use the vertical edge information to detect candidate text areas. The 
horizontal edge information is then used to eliminate some of the false 
candidates. Finally, shape suppression technique is applied to further re-
fine the results.  Experimental results have shown the proposed ap-
proach is very effective in text area detection. 

1   Introduction 

Text embedded in video frames often carries the most important information, such as 
time, place, name or topics, etc.  This information may do great help to video indexing 
and video content understanding. To extract text information from video sequence, 
which often referred as video OCR, the first essential step is to detect the text area in 
video frames.  Comparing to traditional OCR application, the main difficulty to detect 
text area in video frames is complex backgrounds and low image resolution. 

 

 

Fig. 1. Text regions detected by Li’s method 

There have been several published efforts in addressing the problem of text area de-
tection in video.  Li [1] used a hybrid wavelet/neural network segment approach based 
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on 16×16 pixels blocks.   Zhong, et al, [2] located caption in compressed domain 
using 8×8 DCT coefficients blocks.  The main flaw of these two block-based methods 
is their inaccurate area boundary, as shown in Fig. 1.  Sato [3] applied a horizontal 
differential filter to the frame and detected text region that satisfies size, fill factor and 
horizontal-vertical aspect ratio constraints. However, this method also has no mecha-
nism to constrain the boundary accurately. In addition, the above methods suffer when 
some non-text texture appears in the frame and thus increase the burden in the text 
recognition steps. 
 

     

(a) original frame             (b) vertical edge map 

     
(c) horizontal edge map       (d) candidate text area 

     
(e) Horizontal edge alignment                (f) shape suppression 

Fig. 2. Examples of detection results by proposed method 
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In this paper, we propose a new approach to detecting text areas in video frames accu-
rately and robustly in real time. As shown in Fig. 2, we first apply a horizontal and 
vertical Sobel differential calculator, followed by an edge thinning process on the 
original image, (a), to obtain a vertical edge map, (b), and a horizontal edge map, (c).  
From the vertical edge map (b), we obtain candidate text areas, shown as the white 
rectangles in (d). Then, by using horizontal edge alignment, false candidates can be 
eliminated, as shown in (e).  Finally, we use a shape suppression technique based on 
Bayesian decision theory to avoid false candidates resulting from non-text texture 
areas, as shown in (f).   Experimental results have shown the proposed approach is 
very efficient and accurate in text area detection. 

The remaining of this paper is organized as following. In section 2, we describe the 
diagram and details of our proposed approach.  Section 3 present the experimental 
evaluation of the approach and Section 4 conclude the paper. 

2   Detect Text Area Using Edge Information 

Typically, text regions in video frames are strongly textured. There are several meth-
ods to describe such textures introduced by text strings. We use edge information to 
characterize such textures in this paper. As most of the text strings in video align hori-
zontally, we only address this case.  Fig. 3 shows the diagram of our proposed ap-
proach.  However, the proposed approach only need to be modified slightly for detect-
ing vertically aligned text string: to exchange the role of the horizontal edge map and 
the vertical edge map in Figure 3. 

 

 

Fig. 3. Flow chart of the proposed method 
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2.1   Edge Map Generation 

We apply a 3×3 horizontal and vertical Sobel filter on a video frame to obtain two 
edge maps of the frame: vertical and horizontal, as shown in Fig. 3. The Sobel opera-
tors are shown in Fig. 4.  A non-maxima suppression is then used to thin the edges.  
Isolated edge points in the edge maps are then filtered out by a de-noising processing. 

 

-1 0 1  -1 -2 -1 

-2 0 2  0 0 0 

-1 0 1  1 2 1 

(a) Horizontal                                 (b) vertical  

Fig. 4. Sobel operators 

2.2   Finding Candidate Text Area 

From the vertical edge map, we use edge density to find candidate text area.  For a 
352×288 PAL video frame, several heuristic rules are employed to embody the edge 
density: (1) Each scan line in the region should contain at least 6 edge points, (2) The 
edge density on each scan line in the region should be larger than 6 to 20, (3) The 
height of the region should be larger that 6 pixels.  These heuristic rules can be adap-
tively modified for video frames of other systems and resolution. 

2.3   Horizontal Edge Alignment Confirmation 

For horizontal aligned text strings, there are many horizontal edges along the upper 
and bottom boundaries of the text area, as shown in Fig. 2(c). This observation moti-
vates us to eliminate some false candidates by using of the horizontal edge alignment 
confirmation.  In Fig. 2 (e), the candidates resulted from tree trunk is cleared up by 
applying this method. 

2.4   Shape Suppression 

After the above process, there still remain two kinds of problems: false candidates and 
inaccurate left and right text area boundaries, both rising from non-text textures.  
These problems may increase the burden of the OCR procedures followed the text 
area detection. Therefore, it is desirable to do some preprocess to remove or at least 
reduce this problem.  For this, we apply a shape suppression process based on Bayes-
ian decision theory. The basic idea of shape suppression is to use shape information of 
character edge to reduce the effect of non-text texture. The probabilistic models re-
quired for the Bayesian approach are estimated with a Vector Quantization (VQ) 
framework [4]. 
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VQ-based Bayesian Classifier 

Considering n training samples from a class c, a vector quantizer is used to extract m 
(m<n) codebook vectors, vi (1≤i≤m), from the n training samples. Given class c, the 
class-conditional density of a feature vector x, i.e., fX (x|c) can be approximated by a 
mixture of Gaussians with identity covariance matrices, each centered at a codebook 
vector, like below 
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where wi is the proportion of training samples assigned to vi .  The Bayesian classifier 
is then defined using the maximum a posteriori criterion as follows 
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where Ω={c1,c2} is the set of shape class and p(c) represents the priori class probabil-
ity.  

Feature Selection 

A sample in training the codebook can be each consecutive thin edge within the can-
didate region in vertical edge map.  Each feature vector consists of four elements: 

v = (N/H, D/H, VN/H, HN/H)T (3) 

where H is the pixel height of the candidate region; N  the pixel number of  the sam-
ple; D is the height of the gravity center of the edge according to the bottom of the 
candidate region; VN  and HN  the pixel number of the sample’s vertical projection and 
horizontal projection, respectively. 

Training Phase 

In our method, c1 represents text shape class and c2 non-text shape class. Training 
samples of class c1 are from the vertical edge map of all the characters, both upper and 
lower cases, and digitals.  Training samples of class c2 consists of two parts. One is 
from the real data selected manually. The other is from a “bootstrap” process like in 
method presented in [5].  That is, to add samples incorrectly classified as text shapes 
to the training sample set of non-text shape class.  The codebook size for each training 
set is empirically set to 4. 

3   Experimental Results 

We have tested our method on 2 hours CNN TV programs and a 21 seconds segment 
of MPEG-7 test data. The data contains many different sources, including TV business 
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news, sport news, commercials, movies, weather reports, etc.  With the proposed ap-
proach, over 95% of text regions have been detected correctly with a false detection 
rate lower than 5% in most cases except TV commercials.  In TV commercials, char-
acters in a same text region often vary to a large extent in both font and size, thus 
cannot pass the horizontal edge alignment confirmation. Fig. 5 shows results of exam-
ple video frames. 

We implemented our algorithm using a Media SDK 6.0 on a DELL PIII-500 PC.  
The system can detect text region from MPEG1 file in real time, i.e., 25fps with 
352×288 frame size. 

 
 

     

(a) Business news                    (b) Sport news 

     

(c) Weather report            (d) Movie credit     

Fig. 5. Experiment results 
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4   Conclusions 

In this paper, we have presented an approach to text area detection from video frames.  
The approach consists of four main processes, including edge map generation, candi-
date extraction, horizontal edge alignment confirmation and shape suppression.  Ex-
perimental have shown the proposed approach is robust and accurate.  In addition, the 
computational complexity of the proposed approach is very low such that it can satisfy 
real-time applications. 

At the present, the proposed approach operates on single video frames, thus it can 
also applied directly text area extraction of still images.  To improve the performance 
of the proposed approach, we are actively investigating methods for integrating tem-
poral information available from video sequences, such as tracking text areas across 
multiple frames. 
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