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ABSTRACT 
 
Palmprint recognition is a rapidly developing biometrics 
technology over the last decade. However, there exist some 
typical problems when capturing palmprint images. First, 
the delta region in the center palm will raise the uneven 
light and brightness of the palmprint images varying with 
hand pressure, stretching and palm structure. Second, it is 
hard to align the palmprint images precisely to the same 
position, especially when the subjects are required to spread 
their hand on the scanner surface, even for the same palm. 
Either the global or the local features cannot satisfy the need 
for high recognition accuracy. Therefore, we propose a 
novel method using fusion of local and global features, 
extracted by non-negative factorization with sparseness 
constraint (NMFsc) and prominent component analysis 
(PCA), respectively, to improve the recognition 
performance. Experiments demonstrate the strong 
supplementary between local and global features for 
palmprint recognition.  
 
 Index Terms— Fusion, NMFsc, PCA, palmprint 
recognition  

1. INTRODUCTION 
 
A Palmprint contains distinctive and stable features: 
principle lines, wrinkles, delta and minutiae, etc [1]. 
Compared with face recognition, palmprint is hardly 
affected by age and accessories. Compared with fingerprint 
recognition, palmprint images contain more information and 
needs only low resolution image capturing devices, which 
reduces the cost of system. Compared with iris recognition, 
the palmprint images can be captured without intrusiveness. 
Hence, it has become an important and rapidly developing 
biometrics technology over the last decade.  

The studies on Palmprint recognition mainly focus on  
 
The work is supported partly by the National Natural Science 

Foundations of China under Grant No.60472033, No.60672062 
and the National Grand Fundamental Research 973 Program of 
China under Grant No.2004CB318005.                                                                 

feature extraction. The approaches to extract structures 
including dots and lines occurred in the earliest works [2]. 
But for online palmprint images with low resolution (less 
than 100 dpi), it is very hard to extract some minutiae. 
Zhang et al [3] applied Gabor filters to extract texture 
features. Also, texture features can be extracted by Fourier 
Transform and wavelet, etc [4,5]. Yet texture information 
depends on the orientation and scales, so it contains a large 
amount of features, whose expenses on storage and 
computation are very high. So Lu et al [6] attempted to 
extract “eigenpalms” by prominent component analysis 
(PCA), and in that followed, “fisherpalms”[7] and some 
other subspace methods are popular because of their stable 
performance, easy implementation for palmprint recognition. 
Basing on the multiple features, Fusion is becoming an 
important way to improve the recognition performance [8-
11]. Some works fuse different kinds of palmprint features, 
such as lines, texture and appearance-based features 
[8].Some works fuse the obtained features to a new one for 
identification [9]. Some works fuse palmprint features and 
other hand features including fingers and palm shape [10, 
11].  

In this paper, we propose a novel method to fuse local 
and global features, extracted by non-negative matrix 
factorization with sparseness constraint (NMFsc) and PCA, 
respectively, for palmprint recognition. When capturing 
palmprint images, the center delta region of palm is 
shadowed and its area depends on the conditions of pressure, 
stretch and the palm structure, even for the same palm (see 
Fig. 1). In addition, the variations including translation and 
rotation are inevitable, especially when the subjects are 
required to spread their hand on the scanner surface freely. 
Therefore, it is reasonable to take the images locally to 
alleviate these interferences. Non-negative matrix 
factorization (NMF) [12] is a useful tool to decompose 
images into non-negative parts, which are intuitive and easy 
to understand. NMFsc [14], an improved extension of NMF, 
can explicitly controls the sparseness of the representation 
for more stable and desired local features. Meanwhile, 
global features extracted by PCA are very important and 
robust to palmprint recognition [6], which can reduce the 
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effect raised by local noises. Taking local and global 
features together, which can supplement each other, will 
lead to a better recognition performance for palmprint 
recognition.  

The paper is organized as follows. Section 2 presents 
the extraction of local and global features. Section 3 fused 
the two features for recognition. Section 4 provides the 
experimental results. And section 5 summarizes our 
conclusion. 
 

              
 

 
 
 
 
 
 
 

Fig1.  Palm image examples captured by a scanner 
 

2.  LOCAL AND GLOBAL FEATURE FUSION 
 
2.1 Local features extraction (NMFsc) 
 
Nonnegative matrix factorization (NMF) is a part-based 
representation because of non-negative constraints, which 
allow only additive, not subtractive, combinations [12]. 
Given a training set containing m images of n pixels, then 
the training space can be represented as an n X m matrix V. 
The factorizations form is [12] 
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where W and H are non-negative factorization matrix. 
W is the projection matrix and H is the coefficients matrix. 
These two matrices can be obtained by iteration converging 
to a local maximum of the objective function [12]  
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Although NMF can decompose the images into 
intuitive parts, NMF does not always represent images 
locally, especially when they are not well aligned [13]. To 
solve the problem, P.O. Hoyer solves the problem by 
proposing NMF with sparseness constraints, which 
explicitly controls the sparseness of the representation , and 
leads to parts-based decomposition and match the intuitive 
features of the data [14]. The sparseness measure can be 
defined [14] 
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           (3)            
Where n is the dimensionality of x. And the projection 

matrix can be obtained by iteration 
( ) T

wW W WH X Hμ= − −
                             (4)         

In our work, local features are extracted by NMFsc 
[14]. (The Matlab code is available at http://www.cs. 
helsinki. fi/patrik.hoyer.) Project the training set and testing 
set onto the basic matrix W, and we can get the local 
features ylocal. 

 
2.2 Global features extraction (PCA) 

 
PCA is a classic appearance-based technique to extract 
global features in many applications. By maximizing the 
trace of feature variance, it can effectively find the optimum 
linear feature representation for appearance in an 
unsupervised mode to obtain the minimum variance. The 
covariance matrix can be evaluated by  

                                                      
                      (5)                            

 
where X is the average vector. The orthonormal 
eigenvectors of G corresponding to the d largest optimal 
value is proven to be optimal projection matrix.                      
Project the training set and testing set onto the projection 
matrix, and we can get the global features yglobal..          

                                            
3. FUSION PROCEDURES 

 
Basing on the global and local features, the fusion 
procedure can be realized as follows: 

Step 1: Compute the Euclidean Distance metric 
2

2 ( )j j
test traini test traini

j
L y y y y= − = −∑

             (6)        

Where 
j

testy  and 
j

trainiy  respectively represent the jth 
component of feature vector to be classified and that of ith 
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class. 
Step 2:  Normalize the distance with Min-Max 

mapping 
min( )

max( ) min( )
l LnorL

L L
−

=
−                                    (7) 

Step 3:  Select fusion rules 

Let localnorL and globalnorL
denote the matching 

distance of local and global features, the combined 

matching score comL  can be obtained by the fusion rules: 
simple-sum, max-score, min-score [16].  

Simple-sum:  

1 ( )
2com lcoal globalL L L= +

                      (8) 

Max-score:   
max( , )com lcoal globalL L L=

                      (9) 

Min-score:   
min( , )com lcoal globalL L L=

                       (10) 
Step 4:  Classification by nearest neighbor (NN) 

classifier 
The unknown sample will be determined to the class 

with which it has the minimum combined matching score 

comL . 
4. EXPERIMENTS AND RESULTS 

 
4.1 Palmprint database description  

 
We have collected 1000 different palmprint images of 
292×413 pixels with a small-scale scanner in our lab (see 
Fig.1) from 100 palms, and each palm has 10 samples. The 
volunteers spread their hands on the surface of the scanner, 
which has a fixation on the thumb. The freely stretching of 
four fingers leads to the rotation and translation of palm. In 
addition, the changes in palm pressure and structures 
individually bring forth the uneven brightness and light. The 
central part of 128×128 pixels extracted from original palms 
constitutes a palmprint database. To simplify the calculation, 
we  resize  the  image matrix  into 64×64 pixels.  Fig. 2  gives 
some examples in our palmprint database.  All the experim‐ 

 

       
 

       
 

Fig. 2 some examples in the palmprint database  
(images in the same column are from the same palm) 
ents are executed on the computer system of PIV 2.67GHz 
and 256MB RAM with Matlab 7.3.  
 
4.2 Experiments and results 

 
In our experiments, we compare the recognition accuracy by 
PCA, NMFsc and their fusion abiding by simple-sum, max 
and min rules. Five images per palm are chosen randomly as 
the training samples and the remaining are used for testing. 
Both the training set and testing set contain 500 images. Fig. 
4 plots the correct recognition rate of these methods under 
different feature dimension. It is can be seen that NMFsc is 
better than PCA when taking Euclidean distance as the 
metric. The highest correction rate of PCA and NMFsc are 
92.8% and 96.6% with 150 and 130 features, respectively. 
Fusions of local and global features with single-sum and 
max rules improve the recognition performance, and the 
highest recognition rate can reach 97.8% and 97.6% when 
feature dimension is 190, 2% or more over that of NMFsc 
(95.6%) and PCA(94.4%) at 180 feature dimension. 
Whereas, when we take min rule to fuse global and local 
futures, the recognition accuracy is not as good as that of 
NMFsc.  
 

 
 
Fig.3 The recognition accuracy at different feature 
dimensions. 
 

In order to further investigate the effect of training 
samples on recognition accuracy when using fusion of 
global and local features, we also choose 1 to 4 training 
samples per class for experiments, and the testing samples 
are still 500 altogether. Table 1 lists the top recognition 
results by different methods. It can be seen that the 
recognition performance is enhanced with the increase of 
training samples. The local features extracted by NMFsc 
have a better recognition performance than global features 
extracted by PCA for palmprint recognition. It proves that 
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extracting effective local features is promising in palmprint 
recognition. The fusion of local features and global features 
by simple-sum rule improves the recognition performance 
stably. Max-rule can also improve the recognition rate, too, 

not as much as simple-sum. However, Min-score cannot 
reach the accuracy as that of NMFsc. It is fusion of local 
and global features by simple-sum rule that can effectively 

improve the recognition accuracy for palmprint recognition.     
 
Table 1 Comparison of the top recognition accuracy (%) and 
the corresponding dimensions with different training 
samples per class 

 
Training 
samples  
per class 

1 2 3 4 

NMFsc 72.4 86.4 90.2 94.0 
PCA 59.8 77.0 83.8 89.4 

Simple sum 73.6 88.4 91.6 95.0 
Max-rule 72.0 87.4 91.2 94.2 
Min-rule 67.8 80.8 87.6 92.6 
Dimension  100 180 180 200 
 

5. CONCLUSION 
 

In this paper, we proposed a method using fusion of local 
and global features for palmprint recognition. The local and 
global features are extracted by NMFsc and PCA, 
respectively, using simple-sum as the fusion rule. The 
method, taking the local and global features together, can 
alleviate the effect of uneven brightness and lightness 
caused by delta structure in the center of palm and the 
variations of rotation and translation of palm. By comparing 
the recognition performance of single features and their 
fusion with different rules, our proposed method is proved 
to improve the recognition performance with different 
training samples and feature dimension. Using fusion of 
local and global features, the top recognition rate reaches 
97.6% when using five samples per palm, at least 2% more 
than the single extraction method. 
 

6. REFERENCES 
 
[1] D. Zhang, Automated Biometrics-Technologies and 
System. Kluwer Academic Publishers,2000. 
[2] D. Zhang and W. Shu, “Two novel characteristics in 
palmprint verification: datum point invariance and line 
feature matching”, Pattern Recognition, vol. 32, pp. 691-
702,1999. 
[3] D. Zhang, W. Kong, J. You and M. Wong, ”Online  
palmprint  identification” , IEEE Transactions on Pattern 
Analysis and Machine Intelligence, vol. 25, no. 9, pp.1041-
1050,2003. 
[4] W. Li, D. Zhang, Z. Xu, “Palmprint identification by 
Fourier transform”,  International Journal of Pattern 
Recognition and Artificial Intelligence, vol.16, no. 4, 
pp417-432,2002. 

[5] G.Y. Chen and W.F. Xie, “Pattern recognition with 
SVM and dual-tree complex”, Image and Vision 
Computing, vol. 25, no. 6, pp. 960-966, 2007.  
[6] G. Lu, D. Zhang and K. Wang, “Palmprint recognition 
using eigenpalms features”, Pattern Recognition Letters, 
vol .24, no. 9-10,pp.1463-1467, 2003. 
[7] X. Wu, K. Wang, and D. Zhang, “Fisherpalms based 
palmprint recognition,” Pattern Recongition Letters, vol. 24, 
no. 15, pp.2829-2838,2003. 
[8] A. Kumar and D. Zhang, “Personal authentication using 
multiple palmprint representation”, Pattern Recognition, vol. 
38, pp.1695-1704, 2005. 
[9] A. Kong, D. Zhang and M. Kamel, “Palmprint  
identification using feature-level fusion”, Pattern 
Recognition, vol. 39, pp. 478-487,2006. 
[10] T. Savie and N. Pavesic, ”Personal recognition based 
on an image of the palmar surface of the hand”, Pattern 
Recognition, doi:10.1016/j.patcog.2007.03.005,2007.  
[11] A. Kumer and D. Zhang, “Personal recognition using 
hand shape and texture”, IEEE Transaction on Image 
Processing, vol. 15, no. 8, pp2454-2461,2006. 
[12] D. D. Lee and H. S. Seung, “Learning the parts of 
objects by non-negative matrix factorization”, Nature, vol. 
401, no. 6755,pp. 788-791,1999. 
[13] S.Z. Li, X. W. Hou, H. J. Zhang, and Q. S. Cheng, 
“Learning spatially localized, parts-vased representation”, 
Proceedings of IEEE Computer Society Conference on 
Computer Vision and Pattern Recognition (CVPR ’01), 
vol.1, pp. 207-212, Kauai, Hawaii, USA, December 2001. 
[14] P. O. Hoyer, “Non-negative matrix factorization with 
sparseness constraints”, Journal of Machine Learning 
Research, vol. 5,pp1457-1469,2004. 
[15] L. B. Ciocoiu and H. N. Costin, “Localized versus 
locality-preserving subspace projections for face 
recognition”, EURASIP Journal on Image and Video 
Processing, doi: 10.1155/2007/17173. 
[16] J. Kittler, M. hatef, R. P. W. Duin, and J. Matas, “On 
combining classifiers”, IEEE Transactions on Pattern 
Analysis and Machine Intelligence, vol. 20, no. 3, pp. 226-
239,1998. 

Proceedings of 2007 International Symposium on Intelligent Signal Processing and Communication Systems  Nov.28-Dec.1, 2007 Xiamen, China

396


	Binder2 181.pdf
	Binder2 182.pdf
	Binder2 183.pdf
	Binder2 184.pdf

