
Time in Distributed SystemsCooperation and Communication ModelsJ.-P.Thomesse Z. Mammeri L. VegaCRIN - CNRS URA 262ENSEM, 2, av. de la Forêt de HayeF-54516 Vand÷uvre-lès-Nancyemail: {thomesse,mammeri,vegasaen}@loria.frAbstractDealing with time constraints in the design of dis-tributed real-time systems is a challenge in the futuretrends on distributed computing. Time constraintsmust be considered, projected and derived onto all thelayered structure components of the distributed sys-tem. This time constraints consideration, projectionand derivation must be also done along all the stagesof the life cycle. We focus how time constraints are in-volved in cooperation and communication aspects. Weshow one way to express time constraints with a tem-poral logic oriented speci�cation, and some operatingmechanisms to deal with them at the implementationstage.1 IntroductionThis paper deals with time considerations in dis-tributed real-time systems. The problem of time con-straints (TCs) is considered for a large number ofyears by a lot of people but essentially at the speci�-cation stage or in operating systems, through schedul-ing, and in protocols particularly in the MAC layer.The signi�cative results in these domains are howeverinsu�cient to solve globally the problem. The mainpreoccupation is always to �nd development methodsand mechanisms to implement reliable distributed realtime systems and applications.Motus [19] introduced several points of view to con-sider time aspects: time and speci�er, time and veri-�er, time and implementor, from speci�cation to im-plementation. The TCs have been studied and a lotof models have been proposed to solve the problemsat the speci�cation stage, with abstraction of the dis-tribution [21, 1, 13, 24].The possible validations are related to properties aslifeness, fairness, safety, but the notions of network ordistribution (and then the time delays introduced) do

not appear explicitely.But when a solution must be designed, it's im-portant to take into account characteristics of hard-ware, of operating systems, and of networks. There-fore we have introduced the time and designer pointof view [32].In this paper, we will focus on the design stage, be-tween the speci�cation and the implementation ones.At this stage, a solution must be de�ned by distribut-ing the application on hosts, and exchanges on com-munication networks. The problem is to choose a gooddistribution according to the communication servicesprovided by the pro�le, or to choose the pro�le ac-cording to the application needs.Our approach starts from the application needsanalysis, and from the distribution which generatesmore or less complex communication transactions con-strained by time. Indeed, if exchanges are time con-strained, that comes from application TCs which mustbe clearly expressed before to be managed in order tobe met by the operating system and the communica-tion protocols.Our objectives are:� to have models in order to verify at the designstage, before implementation, if the TCs will bemet or not in the �nal solution, at least undercertain hypothesis,� to de�ne operating mechanisms adapted to theapplications constraints, in order to verify on lineif TCs are met or not.The paper is structured as follows: In the secondsection, we will describe the design development stageintroducing the notions of application architectures(functional, support and operating) with a way toconsider time aspects as constraints, characteristics orproperties. In the third section we will specify more



precisely the TCs essentially related to the commu-nication in order to de�ne in the fourth section, themodels of cooperation and/or communication. In the�fth section, we focus on operating mechanisms andopen issues.2 Time and application architecturesIn this section, we will focus on time considera-tion in development stage. Di�erent application ar-chitectures will be de�ned, and the concepts intro-duced. Starting from a functional architecture ex-plaining TCs, the designer has to de�ne an operatingarchitecture with properties corresponding to the pre-vious constraints and based on a support architecturewith temporal characteristics.2.1 ArchitecturesIn this subsection we would like to introduce threekinds of architecture which are of importance for thedesign of any system: an application, a protocol, asubsystem [8, 29, 36].Functional ArchitectureA functional architecture is the result of a speci�-cation starting from a requirements document. It ab-stracts the implementation, and particularly the dis-tribution. It may be obtained by any method but itmust include the speci�cation of functions, the typedrelations between them, the TCs on functions or onrelations between functions.Support ArchitectureA support architecture is composed of the descrip-tion of hardware, of communication and operating sys-tems, of all that is necessary for the implementation.Operating ArchitectureAn operating architecture is the result of the map-ping of a functional architecture on a support one.2.2 Constraints and characteristicsThree words are commonly used to indicate timeaspects: characteristics, constraints, properties. Theyare more or less randomly used and it clouds one'sunderstanding.CharacteristicsA time characteristic is a known information, some-thing known, for example, the reaction time of an ac-tuator, the processing time of an action, and so on.Others characteristics are expressed in a function oftime: a speed, a �ow.A time characteristic is a physical greatness ex-pressed in time units, or with a time function, whichcertain values are known to choose elements for thesolution and to implement this solution (constant, orminimum, maximum, average values).Constraints

The term constraint is reserved to express what is tobe veri�ed in a solution before its design. For examplea reaction time must be less than a given value, anaction must be triggered at a given date. A constraintis a speci�cation element.PropertiesThe word property is reserved to express that a so-lution meets a constraint. It has then a characteristicconform to the constraint.ConclusionThe three words have been de�ned according to de-velopment stage. A functional architecture expressestime constraints. A support architecture expressestime characteristics. An operating architecture musthave properties corresponding to the constraints.The same view may be applied on a layered sys-tem. At the run time a (N+1)-layer function requestsa service to the N one. The service request is supposedconstrained by TCs. The N-layer uses the characteris-tics of (N-1) to meet the constraints and to implementthe mechanisms to verify on line their respect.At the end of a speci�cation, usually some veri�ca-tion or validation may occur if some formal model hasbeen used. These validations are related to propertiesas lifeness, fairness, safety, which are all implementa-tion independent. The knowledge of such properties isvery important but not su�cient. To be sure that TCsare really met, it is necessary to know the real solutionand to take physical or real time into account.3 Time constraints modelingAbout TCs in distributed systems a lot of papershave focused on the deadline of message transmis-sion by di�erent MAC protocols (for example [16]),and on the deadline of tasks by scheduling (for exam-ple [6, 10]). Analogies between tasks and messageshave been evoked and studied [5]. But for the de-signer, the problem is to consider TCs at the applica-tion level, according to the real needs of applicationprocesses and of their cooperation. Therefore, we in-troduced some properties of solutions which are con-straints at the design stage beginning. These proper-ties are formally de�ned using a quanti�ed temporallogic. They are based on the de�nition of objects sub-mitted to events and of group of events (time coher-ences of events, actions and data).3.1 ObjectsThe behavior of a system is modeled by the dy-namics of its internal/external actions and data. Itis the environment that imposes TCs over the systembehavior, thus over its actions or data. An action isany internal or external treatment. A data is a piece



of information which is treated as a whole (a singlemeasure, an N-PDU).The main concept that allows us to model the dy-namics of actions and data is the event concept. Anevent is a sequence of changes produced over a systemcondition along its behavior evolution. Each changeover the condition is called an event occurrence [3].The event could be internal or external [7] representinga change on the state of the system or its environmentand they usually trigger a related processing.The event concept allows us to model a system bythe occurrences along the time axis of its external ob-servable events. These events are the objects allowingus to describe the system behavior and the constraintsover this behavior. So, in order to describe constraintsover actions and data, we identify �rst the TCs overgeneric events in order to allow the possibility to asso-ciate a semantic according to any kind of actions anddata.3.2 Time constraints typesTwo ways are used to indicate TCs related to sys-tem behavior:� non-quanti�ed time modeling approach referringto relationships linked to causality or any orderbetween objects without duration concept. Withthis time we can only express behavioral relation-ships between system events [18, 23].� quanti�ed time modeling approach referring to in-stants or dates and intervals or time windows,durations or periods, for example earliest date,deadline, maximum, minimum or average dura-tion, period. This modeling approach allows theexpression of timeliness properties on the systembehavior [13, 1, 21].Here we are interested in the second one. We show inthis section some constraints associated to events.3.3 Constraints and eventsBasic notionsAn event is a changes sequence of a state or a condi-tion. Example E1: the temperature T1 is greater thanTc. Each time, it goes from false to true, it's an oc-currence of the event E1. The constraints on such anevent are constraints on their occurrences. An eventis de�ned by:an event is a couple (logic condition, value) which oc-currence is the time instant when the logic conditionover the assertion changes from false to true.In a more formal way, in order to express in thefollowing sections time properties over events withoutambiguity, we could de�ne an event as follows, but�rst we introduce some notations.Notations: E is the set of predicates representing

system events. V AR is a set of local variables witha range of values type(v) = fv0; :::; vng. t is a timevariable with a range of values type(t) = ft0; :::; tn; :::g.De�nition 1 One event E = E 2 E , is a 2-ary pred-icate E(t; v) where v 2 V AR and t is its time vari-able. We note Ei the i� th occurrence of event E and(Ei)i=1;:::;n 2 OE is the set of the event occurrencesover the time:E0(t0; v0)! :::! Ei(ti; vi)! :::where ! indicates the successor and 8i; Ei ! Ei+1.We have a time-stamping functiond : Oe ! type(t) where 8i d(Ei) = tiThe time interval, or time window, is one of the ba-sic concepts that allows us to express TCs. We de�nethe following syntax for the time windows.De�nition 2 A time window �T is a bounded inter-val [ts; te] where ts is the start instant, te is the endinstant and�T = jts � tej = te; ts 2 N and te � ts > 0ts � start(�T )te � end(�T )We can identify three basic constraints over oneevent occurrence: the earliest time, the deadline timeand the time window constraint. Using de�nitions 1and 2, we de�ne these TCs over events as following.Earliest time constraint. An earliest time con-strains one event occurrence to occur after this instant.De�nition 3 For the i � th occurrence of event Ewith an associated earliest TC te, the respective logicassertion isEi ^ (d(Ei) � te)Deadline constraint. The deadline constrains theoccurrence to occur before this date.De�nition 4 For the i � th occurrence of event Ewith an associated deadline constraint td, the respec-tive logic assertion isEi ^ (d(Ei) � td)Time window constraint. It is a combination ofthe two above constraints.De�nition 5 For the i � th occurrence of event Ewithin a �T , the respective logic assertion isEi ^ (start(�T ) � d(Ei) � end(�T ))Single events and constraintsThe constraints relating occurrences of a sameevent may be described by their temporal relation-ships with the system clock.Periodicity speci�es exact distance between two suc-cessive event occurrences.De�nition 6 One event E is a periodic one with �Tpperiod i�8i (Ei ^
Ei = Ei+1)) (d(Ei) + �Tp = d(Ei+1))



Minimal arrival rate [12] expresses the minimaldistance between two event occurrences (assumptionabout the rate of stimuli from the environment).De�nition 7 A minimal rate of occurrences noted�Tmin is de�ned by8i (Ei ^ (
Ei = Ei+1)) ) (d(Ei) + �Tmin �d(Ei+1))Jitter is a time window constraint applied to a pe-riodic event. It expresses the permissible time win-dow drift between two event occurrences (assumptionabout the jitter data packet arrivals on multimediaapplications [34]).De�nition 8 One event E has a jitter constraint�Tj = �Tmax ��Tmin i�8i (Ei ^ 
Ei = Ei+1) ) (d(Ei) + �Tmin �d(Ei+1) � d(Ei) + �Tmax)Dependent events and time constraintsSome events are independent. But a lot of eventsare related with other internal or external events.In [7], a constraint classi�cation is done by identifyingminimal and maximal constraints over internal andexternal ones. This classi�cation shows the reactiveaspect of this kind of systems which must be able toreact to environment changes. So, the environmentevents called stimuli, indicating environment changes,trigger a reaction of the system to produce related re-sponses.We use this distinction in order to de�ne causalrelation between events. We de�ne two temporal re-lationships between causal or related events.Response time. It indicates the timing of the occur-rence of two events linked by a causality relationship:one cause event (stimulus) generates the productionof another consequence event (response). The mostusual cases are:1. Maximal duration or deadline between a causeand its e�ect events (see de�nition 9).2. Exact distance (e.g., delay). It is de�ned as inde�nition 9 but the inequality is replaced by anequality.De�nition 9 A response TC between a stimulus Esand its associated response Er, is expressed as maxi-mal time bound �TrEsi )}(Eri ^ jd(Esi ) � d(Eri )j � �Tr)Time coherence. We have time coherence on agroup of two or more linked events if their occurrencesare within a time window.De�nition 10 The occurrences i of a set of eventsEj=f1;:::;ngi are called time coherent within a time win-dow �Tc i�8j (Eji ) (start(�Tc) � d(Eji ) � end(�Tc))),

3.4 Actions, data and constraintsSome constraints on events being de�ned, it seemspossible to extend these concepts to other objects asactions or tasks and data. An action can be tempo-rally described by start event (for its beginning) andan end event (for its termination). The deadline con-straint for an action is seen as a constraint on theend event. An earliest date constraint is seen as anearliest constraint on the start event. Considering anaction attached to an indication (in OSI sense [31]),a deadline constraint on the response is similar to thedeadline constraint on the action.A parallel approach (or dual) may be consideredwith data. A data is the result of an action. Theproduction instant or event may be confused with theend event of the production action. A consumptionof a data may be assimilated to the beginning of theconcerned task. Considering the life time of a data,it's a duration between production and consumptioninstants. We assume that all the concepts previouslyde�ned for events are also valid for actions and data,specially coherence.These considerations are not here formally de�ned,(see [35]), but they show informally how TCs ex-pressed in a speci�cation on actions or on data, maybe translated into TCs on events, in order to be man-aged in a unique way as well at the design stage as atthe running one. These concepts are used to de�ne therelationships between the entities cooperating in a dis-tributed system. The cooperation between applicationprocesses is expressed in di�erent ways, client-server,producer-consumer, ... Constraints on APs or on theirrelationships are expressed in terms of event TCs. Themain events are communication requests, indications,responses, and con�rmations.We propose a way to facilitate the mapping of func-tional architecture on a support one, by using coop-eration and communication models. The cooperationmodels are used to describe the wished behavior withTC, the communication ones are used to de�ne thepro�le mechanisms of support architecture. The map-ping is then the operation which associates commu-nication transactions with cooperation ones.The ver-i�cation of the properties is made by considering theTCs on cooperation models and the characteristics ofthe communication ones.4 Cooperation modelsWe have de�ned TCs on events, independently oftheir nature and of their semantics. We have cho-sen this way, in order to be able further to associatevarious senses with the events. An application is spec-i�ed in di�erent ways, starting from actions, or from



data. A communication mechanism is seen from ac-tions point of view associated to requests, or to indi-cations, or from transfered information one (data orPDUs). An event may be the reception of an indica-tion, the sending of a request. An event is generallyassociated with an action, and the action produces anevent when it terminates its execution. The actionis, according to classi�cation, either a communicationaction, or an application action. This considerationleads to the well known Client/Server behavior.Nevertheless, it is possible to consider the resultof action rather than actions themselves, for exam-ple, data must be produced at the same time. TheTCs on events are then translated into TCs on data,where the signi�cant events are production of data,sending, reception, consuming, ... At the applica-tion design stage, we will consider these facts and wewould like verify, at running stage, that the constraintsare met or not. This consideration leads to the Pro-ducer/Consumer behavior.Each of these two behaviors is the basis of four co-operation models, according to the number of the par-ticipating entities in the exchange. These models aredescribed in the following section.4.1 Producer(s)/Consumer(s) modelsThis model has a data oriented semantics. It allowsus to describe the data exchanges between distributedsites and to express the time constraints and proper-ties associated to them.The communication types derived from the pro-ducer/consumer model are function of the number ofparticipants that exchange data between them accord-ing to this model. Thus, we have four possible com-munication types: one to one, one to N, N to one andN to M, where N and M are the number of involvedprocesses whose temporal properties are discussed inthe following paragraphs.Producer/Consumer modelThis basic model represents the transfer of data be-tween the producer that provides data to a consumer .In real time system, data have a validity constraintcalled life time. The life time of data is a time win-dow de�ned by the actions performed over this data:production, transmission and consumption. Anothertime problem is the rate control [25].Producer/Multi-Consumer modelThis model represents a communication exchangebetween one producer and several consumers that re-quire the same data at the same moment provided bythe producer. As in the above section we have a lifeTC over data that is function of the periodic, or non-periodic nature of its associated actions. In addition

we have the problem of the time coherence of the datacopies located in the distributed consumers.Multi-Producer/Consumer modelHere the interaction between tasks is de�ned be-tween several producers, each of one is a providerof one data, and there is one consumer that re-quires at the same time, all these data provided bythe producers. So, we have the same constraints ofproducer/multi-consumer model, but the time coher-ence constraint is associated to the productions ofdata at each distributed producer.Multi-Producer/Multi-Consumer modelWe can reduce this cooperation model as a combi-nation of the two above models.4.2 Client(s)/Server(s) modelsThe semantics of the client/server model is an ac-tion oriented one. As in the previous section, the co-operation models derived from the client/server modelare function of the number of participants requestingand providing services according to this model. Thus,we have the same four possibilities: one to one, oneto N, N to one and N to M, where N and M are thenumber of involved processes.Client/Server modelIt is a one-to-one elementary model. It representsthe interaction between the requesting and the per-forming of an action, or a service, between a clientand a server.The functional structure is distributed using the no-tion of service [20]. We can consider a service as theexecution of an action (cf. section 3.4) because bothof them perform an activity that provides a result.The TCs associated with this model have atime response nature. We can distinguish fourdeadlines over the causal events of a client/servertransaction: request-indication, indication-response,response-con�rmation and request-con�rmation.Client/Multi-Server modelThis cooperation model represents a communica-tion type composed by many servers that provide ser-vices to one client. The client needs the servers activ-ities results to perform its own ones. Here the prob-lem is the centralized time coherence of the actionsrequested by one site and the distributed time coher-ence in the execution of the actions performed by thedistributed servers. So, it is the same problem for thetime coherence of indications and responses.Multi-Client/Server modelHere we have a cooperation model constituted ofseveral clients and one server. The server providesservices to the clients in order to provide them theresults that they need to realize their own activities.



We �nd in this case the problem of the distributedtime coherence on the clients services requests, and thecentralized time coherence on the execution of theseactions by the server.Multi-Client/Multi-Server modelThis model is the case of a cooperation activitywhere we can �nd the two above models.4.3 ExamplesAfter this short presentation about the cooperationmodels, we would like to analyze some examples.Producer/Multi-Consumer modelThe constraints in this data exchange are:� the deadline on the reception of indications thatcan be expressed as follows. Considering theevent set (Indj)j=f1;:::;ng as the indications setproduced by a request event Req. So at the occur-rence i we have a maximal response time �Tmax:Reqi )}(8j (Indji ^ (d(Indji ) � d(Reqi) + �Tmax)))� the time coherence on the reception of the indi-cations. Considering the occurrence i of a set ofevents (Indj)j=f1;:::;ng as the indications set thatmust be received within a time window �Tc:8j (Indji ) (start(�Tc) � d(Indji ) � end(�Tc)))Client/ServerThe four TCs on the client/server model, intro-duced in section 4.2, are expressed as follows. Consid-ering the next causality relations between the eventson a client/server transaction i:Reqi )}(Indi )}(Rspi )}(Cnfi)))The deadlines constraints associated are:Reqi )}(Indi ^ jd(Reqi) � d(Indi)j � �Tri)Indi )}(Rspi ^ jd(Indi)� d(Rspi)j � �Tir)Rspi )}(Cnfi ^ jd(Rspi)� d(Cnfi)j � �Trc)Reqi )}(Indi ^ jd(Reqi) � d(Cnfi)j � �Tt)Client/Multi-ServerWe can see that its constraints are a combinationof those issued from the client/server model and theproducer/multi-consumer model. So, considering a setof j = f1; :::; ng servers, we have �rst the deadlinesconstraints:8j (Reqji )}(Indji ^ jd(Reqji )� d(Indji )j � �Tri))8j (Indji )}(Rspji ^ jd(Indji )� d(Rspji )j � �Tir))8j (Rspji )}(Cnfji ^ jd(Rspji )� d(Cnfji )j � �Trc))8j (Reqji )}(Cnfji ^ jd(Reqji )� d(Cnfji )j � �Tt))Then we have time coherence constraints over theset of indications, responses and con�rmation events,as follows:8j (Indji ) (start(�T1) � d(Indji ) � end(�T1)))8j (Rspji ) (start(�T2) � d(Rspji ) � end(�T2)))8j (Cnfji ) (start(�T3) � d(Cnfji ) � end(�T3)))

5 Operating mechanisms and open is-suesIn the previous sections we have presented the no-tions of architectures, of time constraints and of co-operation models. A functional architecture speci�estime constraints. A support architecture has timecharacteristics. The mapping of the �rst one on thesecond one must have the right properties associatedwith the constraints.At the mapping stage (design stage) some valida-tion must be obtained [2] but often such a validationis not deterministic. [2] has shown that time interop-erability could be of two types: the so-called IOPmustand IOPmay which express respectively that inter-operability is always or may be sometimes guaran-teed. But it is not su�cient for real-time applications.Therefore, mechanisms must be included in the com-munication pro�le as well as strategies in the tra�ccontrol [9, 26, 28].We give here some ideas and solutions in orderto manage the di�erent time constraints present ina given transaction.5.1 Temporal quali�cation of dataAs previously mentioned, communication betweenremote entities may be achieved according to severalmodels. This section especially deals with the basiccommunication model, i.e., the producer/consumersone. Message scheduling depends mostly on the pro-tocols of the network, and especially on the MAC(medium access control) protocol. The mechanismsproposed in this section are general and they are notdesigned for a particular network.The communication between a producer and a con-sumer is achieved according to several steps: produc-tion of data value, it passes through the stack of thecommunication layers at the producer station, it istransmitted on the medium, it passes through thestack of the communication layers at the consumerstation, consumption of the data value.In a real-time context, production and consumptionoperations but also the communication layers must re-spect certain TCs to guarantee that the end-to-end(i.e., producer/consumer) cooperation will meet thewhole application TCs. It is necessary to clarify thetemporal data validity for each data with regard tothe production and consumption time windows to en-sure the data consumption coherence. A producedvariable value is valid during a particular time win-dow with regard to each consumer, called TemporalValidity Window. The consumer must terminate orbegin its consumption operation before the end of thetemporal validity window. In consequence, emission,



receipt and consumption operations must be sched-uled by taking into account the end of the temporalvalidity windows.To facilitate the analysis of temporal validity of val-ues, and to have a good knowledge about the TCs, weassociate a time window with each step; this time win-dow (TW) will specify the time interval during whichthe step must be started and �nished. Like that, wemay specify the following TWs: a TW for the produc-tion step, a TW for each communication layer for theproducer station, a TW for each communication layerfor the consumer station, a TW for the consumptionstep.One end-to-end TW, or one end-to-end delay, isoften (or even, usually) associated with a communi-cation relationship (i.e., one TW is associated withall the steps of a producer/consumer communication).We propose the use of several TWs to e�ectively mas-ter real-time communications [17].A temporal status is associated with each step ofthe communication. These statuses enable to know ifthe TCs assigned to the corresponding steps (or timewindows) are satis�ed, or not.The temporal status associated with each commu-nication step is elaborated by an entity controlling therespect of the TCs, this entity is called TCCE (Tim-ing Constraint Control Entity). TCCEs modeled by ageneral state machine are presented in [15].In consequence, the consumer does not receive onlya variable value but a message containing the pro-duced variable value and several temporal statuses.If all the temporal statuses are set to True, then thevariable value is valid for consumption, otherwise it isinvalid, and the consumer may know why the value isinvalid.Finally, we note that some kind of such temporalmechanisms have been validated and implemented inthe FIP network. Further work has to be carried onto deal with temporal data validity in other communi-cation models such as client/server and client/multi-server models.5.2 Clock synchronizationOne of the principal functions of real-time systemsis to provide adequate mechanisms for measuring thetime instants at which particular events occur, the du-ration of time intervals between events. These func-tions become particularly critical, as the occurrenceof the same event may be observed from such inher-ently asynchronous devices as a number of di�erentprocessors.Data have often meaning only when associated withtime, and the temporal quali�cation of data is intrin-

sically based on time. This implies, in the context ofa real-time context, that data must be time-stampedat di�erent times of their life. The direct consequenceof this is that all nodes in a distributed system shouldhave access to a globally agreed real-time clock.ExampleMulti-Producer/Consumer - Client/Multi-Server.Let the constraints All productions must be donewithin a �Tp and All transmissions must be donewithin a �Tp. A client sends a request to N servers, ifthe following hypothesis is made: All indications areproduced within a given �T , the previous mechanismsin 5.1 may be used to verify if productions are donewith their TCs without clock synchronization. Thecontrol of the correct transmission in time is done bythe client.But without the hypothesis, it is necessary to time-stamp the events in order to control the TCs are metand then a clock synchronization is necessary [11, 14].The previous hypothesis is equivalent to a clock syn-chronization mechanism.In this section we have only overviewed some of themain operating mechanisms which are used to sup-port real-time applications. Others as scheduling oftasks [4, 6, 30, 33, 37] and PDUs are of importancetoo (see for example [10, 5, 22, 27, 38]).6 ConclusionAt the design stage, we have to choose a support ar-chitecture, then the well suited mechanisms, the rightscheduling of tasks, of tra�c, the right clock synchro-nization algorithm, the right TC veri�cation mecha-nisms, in order to obtain a safe operating architecture.We would like to focus on the fact that it is im-portant to can do these choices and the mapping witha maximum con�dence, i.e. with proofs as formal aspossible, as quanti�ed as possible that the operatingarchitecture will be correct. It will be necessary to op-timize it to obtain the best one according to criteria(costs, place, power supplying, ...).This paper is too short to go into long consider-ations and complete formal explanations about thecommunication and cooperation models. It intends topresent an approach for linking operating mechanismsand physical characteristics to speci�cation needs.Our approach, based on cooperation models allowsthe designer to express his needs in terms of commu-nication services at which are attached TCs. We maythen look to the capability of identifying and mea-suring the characteristics which are of importance tomeet the constraints. The main goal now is to be ableto de�ne TCs derivation.
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