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Abstract—Visualized information is a technique that can identified four main features of each entity that are highly
encode large amounts of complex interrelated data, being at the sensitive to the anomalies that arise in a network: its load, the

same time easily quantified, manipulated, and processed by a,,mper of ports that it is using, the number of hosts that it is
human user. Our aim is to develop a novel graphical technique for . . ’
using, and the services that are used.

network traffic visualization that will easily highlight anomalies ) : ; .
that can arise within the network. In our work we are exclusively ~ This paper is organized as follows: In Section Il, some back-

concerned with all the information that can be extracted at the ground review is presented concerning the state of the art of
network layer (e.g., from the TCP/IP datagram). We choose to the visualization methods that have been already used. Section
use the Darpa 1999 database given the fact that all the intrusions | qescribes in detail our visualization approach and debates
are labeled and we can easily observe the visualization behaworth - ¢ dd backs of th . Th
while the network is under attack. Although applied to a dataset, . € main Oulcomes and drawbacks of the repr(_asentatlpn. . e
the visualization technique can work on-line in a network because implementation and deployment of our system is described in
it only uses data that can be extracted in a real-time manner. Section IV. Next, Section V is concerned with the experimental

Experiments show our visualization technique to be a good results. Finally the last Section summarizes the conclusions of

medium when trying to identify possible anomalies of the network ; ; ;
such as:DoStypes of attacks (e.g.Smurfand Mailbomi as well the work, and discusses possible future improvements.

as probing attacks (e.g.,Portsweepand IPsweej. Il. BACKGROUND REVIEW

|. INTRODUCTION Network traffic visualization represents one of the first
Data visualization is a technique that has been used fodisections to take when it comes to understanding data flow
long time to represent information. Although old, yet powerfulyithin a network. Its ultimate goal is fulfiled when the
its main outcome is that it allows the representation of data byman user through that visualization is not only able to
different formats and shapes, each one highlighting a particutapnitor the traffic, but can also discriminate between the
group of features. normal and the abnormal behaviors. A lot of work has been
Visualization represents a powerful link between the modbne in this direction, starting from the base understanding of
dominant information-processing systems, the human brdi@€P/UDP(IP) traffic, and finishing with complex 3D network
and the modern computer. It is a key technology for extractimgpresentations. C. Zhao and J. Mayo proposed a didactic
information, and therefore it is becoming more and mongsualization system which is intended to help students to
necessary in the field of Network Security. The power afnderstand the functionality of the protocols, displaying the
network visualization goes beyond the simple “illustration” ofietwork information under different formats: Packet List View,
network behavior to help the analyst to discriminate betwe&ionnection Packet View, Topology View, and Timeline View
normal, and abnormal activities. to name a few [5]. The “QVision” product [9] (renamed in
Our goal here is to develop an innovative graphical tecMarch 2004 as “QRadar”) is commercial software which has a
nigue for network traffic visualization that will highlight thevariety of views for network traffic visualization such as Server
features of the network data most vulnerable to intrusions. Application View and Geographic View. All these views are
order to work on-line the visualization technique uses onlyased on the same concept, namely a 2D representation of a
data that can be captured from the network in a real-tineertain value in time.
manner, in our case all the relevant data that can be extracteth the same 2D representation category falls the work that
from a TCP/IP datagram. Due to the computational time tleas been done by R.F. Erbacher, who proposed a glyph based
payload of the datagram is ignored; the headers are the oghaph for displaying the topology and load of the network
information processed. [2]. In this glyph representation each node represents a host, a
The network is viewed as a community of entities (host®uter or a server. The graphical symbol for a node is a circle
or servers that have an IP address) that interact by changargl its gray filling represents its current load. Each edge in
packets among them; thus, each entity has a correspondéetgraph represents the connection between two nodes. The
graphical representation. Throughout our experiments we hdlack borders of each edge represent the full capacity of that



particular connection, while the gray interior fill shows theéhe network. For example if the host just appeared it has a
percentage of currently used bandwidth. Despite the advantalgek blue or dark red color. As time passes the older hosts
of direct load monitoring, no temporal information or usebecome lighter and lighter.
information can be displayed. In order to overcome this, R. The main goal when designing the two views is the real-time
Erbacher et al. introduce some new graphical features capabkie. Once integrated in a system, the views should provide
of showing both types of information in an elegant way [4]instantaneous information about the network. Consequently,
[6]. the data collected from the network must be available without
The need for a third dimension is comprehensible whendelay. Thus, the data being visualized are raw network packets
comes to network monitoring, especially when a lot of featurdéisat come directly from a network link. Since there is a large
are to be displayed. The network monitoring system proposachount of information being animated over time, it is critical
by M. Fisk et al. proposes a novel 3D representation technigtiiat appropriate data features are selected for visualization.
of the network. The main contribution of this work is theAccordingly, five fields are selected from Ethernet header, IP
internal-external address model. By its use the network scaheader and TCP header (i.e. timestamp, source IP address,
and all the internal/external hosts can be easily identified destination IP address, source port, destination port, length
one screen [1]. of packet, and type of protocol). Due to the computational
All the previous visualization techniques use different trickéme involved and the amount of information that must be
(like shapes, colors, and sizes) in order to add more featumemsidered in each instant of time, we definethasic time
to the graphical image for representing information abouiterval = which is used to collect the instantaneous data
connections, ports, territories, and load of the network entitidgsom the network, to process it, and to display it. Selecting
The main problems encountered when creating a netwarkappropriater is a crucial task. Ifr is too small, the
visualization technique remain: feature selection and compmaosition of the hosts might change dramatically fremto
tational time. The former problem arises because there are aaking their behavior hard to interpret. In contrastr ifs
lot of features that can be computed (at all TCP/IP layers) ioo large, two problems arise: firstly, there will be an obvious
real-time for a particular datagram. Moreover some of thedelay in displaying the information, and secondly, a short
are platform independent (application layer), their extractiderm abnormal behavior may be covered by other activities
requiring a deep understanding of almost all platforms thadnducted by the same host.
can be encountered in a real network. Another factor that
influences the feature selection is introduced by the size f
the monitor, the fact that the more information is displayed The first premise when defining this view is that the system
the harder it is for the human user to distinguish betwe@dministrator is especially interested in the behavior of the
different features. Finally, the latter problem is encountered #idernal/external hosts with respect to a certain set of services.
a consequence of the high rate of which data must be procesketiV represent a particular set of services. Assume a network
in order to maintain a real-time representation of the networthat has two servers; andsS,, each one providing a set of ser-
To address these problems various techniques have be@es¥s, and Vg, respectively to the network. Consequently
adopted including the following: disregarding the datagrathe network administrator will be especially interested in the
payload, and considering only the header information [7], [5igunion of those serviceg = ¥g, |J ¥s,.
introducing multiple view with the aim of displaying more Secondly, the reunion of the monitored servigewiill have
information, and classifying it into views [3], [6]; constrainingbetween 3 and 8 members. This constraint is motivated by the
the display analysis to a particular protocol or some particulfact that most of the time one is interested in the most popular
features [7] , [2], [5]. services (e.g., HTTP, FTP, DNS, to name a few).
Finally, another motivation is that the greater the number of
services displayed the harder it is for the user to distinguish
This paper introduces two main types of graphical viewgetween them.
Services Behavior Vieand Category View These views are In our 3D graphical representation model, two of the
defined for theNetwork Layeiof theInternet ArchitectureThe dimensions are used to represent service usage for internal
former view relies on the fact that all hosts in the networlind external hosts. Accordingly, all the services frémare
can be clustered with respect to the services that they ameanged in this bi-dimensional plane call&&rvice Usage
using into normal and abnormal ones. The latter view createkane Let us defined as the origin of the view's axis.
a classification of the hosts with respect to the usage ofCamnsequently, all the services fromn set will be positioned
particular value (e.gNo. of Portsfor Ports View, andNo. of equally distant fromd. At the same time the services are
Hostsfor Hosts View). equally distanced among themselves. As a result, all the
The basic elements of the graphical views are the sphesesvices will lie on a circle centered @tnamedthe attraction
which represent the hosts. In order to distinguish betweeincle, I". The number of selected services will define the
internal and external hosts different colors are used (e.g., teake shapef the Service Usage Planehere hosts will move
for external hosts, and blue for the internal ones). In additiofe.g., triangle, square, pentagon, hexagon, heptagon, octagon
the depth of color implies the duration of a host’s activity ifior 3,4,5,6,7, and 8 services, respectively). Let us define the

Services Behavior View

1. APPROACH
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is a square, andt € [1,4].

Let us define théAttraction Force the force with which a
particular serviceS;, attracts a host{;, as follows:
(1)

Fk,j =A,- Ly [ cos(;) }

sin(oy ;)
where L, ; is the load of the hosfi; with respect to the
serviceSi, and A is a predefinecanomaly factorfor each
service S with respect to its normal load. For instance
hundreds of KB per second is a normal load for FTP and
HTTP connections, but too high for ICMP. Consequently, the
ICMP service will have a higheanomaly factorthan the FTP
service. Through this, if a host is heavily using a service like
ICMP or DNS and at the same time is normally using a service
like FTP or HTTP, the host will be attracted by those services

Fig. 1. TheServices Behavior vievn this particular example the six selectedWhICh hgve a hlgheanomaly faCtor_(e'g" ICMP and DNS).

services are arranged in a hexagonal base shape. The shadowed portion of tHd1€ final position of a hosti; is influenced by all the

image represents thgervice Usage Planenhile theload is displayed in the Attraction Forcesthat exist in a scenario (e.g., in Fig. 2

third dimension. there are four services, thus there will be four forces that
will influence each host). Therefore, the formal mathematical

service pointas the place where a service is displayed on th@rmula to express thbalance positiorconstraint of host;

T circle. is:

Having theService Usage Plangefined, our host clustering _

strategy is based on the assumption that the more a host is Z Fij-dgj =0,

using a particular service, the closer that host will be from that VS,ew

service pointuring a predefined time interval For instance, \here dy,; represents the distance between the Hdstand

if a host H; uses only one servicéj, for the lastr interval  the Service Poinbf the S..

then its position will be the same with th®, Service Point From (1) and (2) we have:

Furthermore, itf; is using two services at the same time, then

)

its position will be on the line connecting the two services. ;
I sin(ou, ;) -
VSrew
Assume thai{; and S, points are defined by the following
Sirs coordinatest; (z;,y;) andSy(zs,,ys, ) in the Service Usage
. , Plane From Fig. 2 we can express th&(ay ;) andcos(ay, ;)
“ S as:
T AN y
. ! |:E —xg, ‘
N // COS(Qk,j) = % (4)
S ; k.j
s / dRJr:f
A X
. Yi —Ys
G sinfan, ) = Vsl ®
N . k.j
4
Hj + ﬁx_____ Replacing (4) and (5) into (3) we have:
dk y P aku'i
e ol S . Ti—x
T TR S a0 @
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we can split (6) into the following two equations:
service point for S, Z Ap - Lij |z — x5, =0 @)
y VSrew
Fig. 2. TheService Usage Planeshen four services are selected. For the . Ny — —
simplicity, only one hostH; is displayed. vsz:\p Ak Li lyj —ys.| =0 ®)
kE

Fig. 2 illustrates an example where four services are se-Finally, using equations (7) and (8) the coordinates, y;)
lected. In this case thiease shapef the Service Usage Plane of the hostH; can be computed.



encountered for almost all hosts in the network (since most of

the time theinboundand theoutboundtraffic are different).

If we want to represent both of the behaviors in the same

view (see Fig. 4) we have to consider and display both of
X the locations. Unfortunately this will introduce twice as many

points as the normal number of hosts, making the information

in the view hard to distinguish. In addition, if two locations

are considered for each host, a new graphical mechanism must

be inserted to link the two points.

It is worth noting that all the possible combinations of

Fig. 3. The 3D space of th8ervices Behavior View inboundand outboundactivity for a particular host lie on the
segment defined by the two poimt5 intound aNAH; outbound-

. . . . The H, invoun 100%mn % out-
The two dimensional representation, which we have d'Bbe jiinbouna COITESPONAS to 100%boundand 0%out

d far. only reveals the proportional Servi O[fmd activity, while the H; outpouna cOrresponds to 0%
cussed so far, only reveass the proportional service Usage, 4, nqang 100%outboundactivity. For example, the points
all hosts in the network. However, the real traffic load, whic

. . : “H;1, H;9, H;3 correspond to (80% in, 20% out), (50% in,
e . o o S0 and (10% i, 90% ou)repectvely Le s i
hosts tend to bverlap in this two dimensio,nal space near t -eas thelnbound(Outbqund Ratidor the j-th hq;t, where
Service Pointghat they use (e.g., especially near commonl&i €0, 1.]' _Accc_)rd_mgly,_ ifrj =0 the current p05|t|c_JrHj of

N ehost jwill coincide with H; ;,40unq. Furthermore, if; = 1

e irocuced a tirdcimension 0 rapresent the overalrafT (1S CUTeNt positon wil CaiNCde Witt uouna: AS 2
load of the hosts. Consequently, the hosts with higher tra ICrmaI definition thef; position will be computed as

- Service
o LisggE AEve
Ed

Y

load are close to the ceiling of the 3D dimension, while the Tj=Tjin + (Tjout — Tjin) T}
hosts with lower traffic load remain near tigervice Usage Yi = Yjin + Yj.out — Yjin) - Tj (9)
Plane (see Fig. 1 and Fig. 3). 2j = Zjin + (Zj.out — Zj,in) " Tj

In order to improve this view, there are three main is. (@ims Uiims 2m)s (2 s Ziow)s  and
sues that are to be addressed, namelyltib®und/Outbound “"’ﬁ]’m’ Jé." : ; J*";}g Yi,out; Jv}}ft '
problem, thesliding time windowproblem, and theorts/IPs (25, ;,2;) are the coordinates for th; invound Hjoutbound:
problem, ' and H; points, respectively. In conclusion, by tunimg, the

1) Inbound/Outbound:The inboundoutboundtraffic with user has the ‘."‘b'“ty to. observe the morphing between the
: ' . active and passivebehaviors of the hosts.
respect to a host is defined as the number of bytes received/se t) Sliding Time Window:The behavior of a host in a

b)tglthtat phart|cll31 l?lrmT)OSt '3 a dpregjeflned(; tlm? Intfervalﬁewlg network is time-dependent; consequently, it is important for
able to snow botnboundandoutbouncactivities Tor a NostIS y,q i alization system to show the changes in behavior over

gf Eregt m;po:]tantci. 'I'_?eutbogndtrafflc r_ep;es,lznts'[.thactttlvek time. Storing and displaying all historical information for each

N a\/;lorod.a Otst’ ky ' scuse elnlg ﬁer ?ﬂtl eﬁr) |fy attackeipyst is an expensive and infeasible task. On the other hand,
(e.g., 0ocing attac S). onversely, inaoundtratiic 1s more considering only one time interval does not allow the time-
important in terms of locating the victim reflecting fiassive

) L . dependent features to be characterized.
behavior (e.g., distributedoS attack, Smurfattack, flooding The sliding time windowrepresents a possible solution to
attack, to name a few).

this problem. By its use, we observe the behavior of a host in

Load time as thetime windowmoves forward at eacbasic time

10% in, 90% out interval 7. We also define the sizen of the sliding time
,_k e windowas a multiplg Of.T' . . o '
P, @ Hjsutbound Recall that thebasic time intervalr is the unit interval in
7 HJ;;’E' 0% in, 50% out _ which the real-time data is collected, processed, and displayed.
8 .,"' _ Accordingly, fgr eachr a new valueF';, ; will be computed.
— . Let us defineF';, ; , as theattraction forcethat is computed
y < Thinbound - 80% in, 20% out in the n-th unit interval 7 for the j-th hostwith respect to the
k-th service
Fig. 4. Thelnboundoutboundratio To compute thetime-dependent featuresa Short-Term

Memory Mechanisnior each host was implemented. By its
Assume the situation in Fig. 4. Thefg; ,.b0una represents use, the position of a host is computed in terms of its traffic
the (z,y, z) position of j-th host in theServices Behavior load in the pasin time intervals. Different weights are applied
View with respect to itsoutboundtraffic. Furthermore, the to each time interval; e.g. the closerrainterval is to the
H; inbouna represents théz,y, z) position of the same hostcurrent time, the larger its weight will be. Formally, we can
with respect to itsinbound traffic. This type of scenario is redefine theattraction forcefrom Equation (1) as



~MNo of Hosts

= cosay, Cn—
Frin= ,,;m Ay - Ly jt |: Slnaz’;; :| LemIn t\’ (10) o oo
wherem is the numbeL)ofr intervals that are considered in 72
the short-term memoryF';, ; ,, is the Attraction Forceat time
n for the j-th host with respect to the-th service;Ay is the 58 e
anomaly factor for the:-th service;Ly, ;. is theLoad at time
t for the j-th host with respect to thie-th serviceoy, ; + is the 44 le
angleay, ; at timet. Finally, e~! is the unit delay operator
that is,e~! operating oroad L, ; ; at timet yields its delayed 30 lsee
versionLy, j ;1.
3) Ports/IPs: A valuable type of information is the num- 16 .
ber of ports and IPs being used by a particular host. This 9000000000000000000000
information helps us to identify son@obing attackssuch as ) S00000000000000000000000
Portsweepand IPsweep

The easiest way to display this information is to introduce a
new graphical element for each host, such aayaattached to F19: 5 The No. of Hosts View. The hosts are sorted by the number of IPs
. ) . that they are using in a predefined time interval
the host circle (see all figures from tlexperimental Results
Section). The interpretation of these rays is different between

internal and external hosts. If the host is an internal one, thSFbsented on theategory viewbecause the DARPA dataset
the rays represent the number of ports that have been opefgd neither a fasP scan nor a fasPort scan [8], but we are

or scanned by other hosts. On the other hand, if the hosiishfident that in the real word this view is a very important
an external one, then the rays represent the number of interg&lrce of information.

hosts it uses.

Because we are targeting slow scanning attackkprag IV. IMPLEMENTATION
Term Incremental Update Mechanissimplemented. By its  The views are implemented as a Distributed Network Visu-
use, the system memorizes for each host allpbeis and all  alization System (DNVS). This system is not intended to be
the hoststhat it has been using within the last hour, thosg replacement for an IDS (Intrusion Detection System), being
values being updated at eachinterval. just a complementary tool used to visualize the behavior of
hosts and detect anomalies within the network. The main goal

i ] ~ of DNVS is to provide a coherent “image” of the network that
In this view the hosts are sorted with respect to a particulgs help the network administrator in identifying abnormal

relevant attribute. For instance if we talk about thert pepaviors.

scan_ning attack, thenumber of portsattribute is_ the one  The main goal, as a system, is to be highly flexible when it
that is directly relevant. Furthermore, tiié scanningattack ~omes to different network topologies. Accordingly, DNVS
directly influences theaumber of hostthat are accessed by theg composed of three major componenEow Generator

attacker. Consequently, two views are defined that share Nﬂ@dule Visualization Module and Communication Module
same graphical idea but sort the hosts by considering differeiich of which having its own importance.

attributes, namelyNo. of Hosts Viewand No. of Ports View
The contribution of this view is not the host sorting process. The Flow Generator Module

but the way in which the data is displayed. Throughout our This component is responsible for collecting the data from
study, we realized that normally thrimber of host&nd the data sources, processing the collected data, and sending data
number of portghat a particular host is accessing varies fronh response to queries initiated by tMsualization Module
network to network but stays relatively low. For instance, IbNVS supports two types of data sources, namely network
we define the range df), 100] in a 20 second time interval, and database. The former data source collects real-time data
most of the hosts will reside in the, 20] interval, while only  directly from the network, while the later data source collects
a few will exceed that limit. Since we are not interested isaved data from TCPdump files. TRéow Generator Module
the majority of them we can split th@, 100] interval into an resides on a dedicated computer connected to the network.
user defined number of intervals(see Fig. 5 where k = 7). DNVS has support for multiplélow generatorsbeing adapt-
Consequently, all the hosts that exhibit an abnormal behaviglile to any kind of network topology.
will reside in the upper part of the view, while the rest of them o
will crowd together in the lower part. B. The Visualization Module

Although the basic idea of the view is a simple one, this The central component of the DNVS is thésualization
view proves to be a very suitable approach when it com&&dule This module receives information from all tfdow
to fast IP or Port scans. The experimental results are nddeneratorsn the network, centralizes and processes the data,

B. Category View



and renders the graphical information. Here are implementiahe, duration, attacker, and victim. This information provides
all the views discussed in this article. By its use the adminia- good way for us to verify the abnormal behavior. In our

trator is able to select hosts, extract information about theexperiment, two days of outside TCPDump data collected
and apply requests to dillow Generators during the fourth week of simulation were replayed by the
Flow Generator ModuleOur experimental results showed that

DNVS is able to highlight anomalies likeortsweeplPsweep

The backbone of the system is tiemmunication Module and someDoS attacks (see [8] for documentation regarding
Being implemented on top of the TCP layer, it providegese intrusions).

reliable routines for handshaking between the two previous
components, as well as support for data exchange. Here arePortsweep
also defined all the data filters that are to be sent from theFig. 7 shows an example dfortsweep The victim is an
Visualization moduldo the Flow Generator Module internal host whose ports are being scanned. The scanned ports
are represented in the figure by black rays. In this particular
Heuslizaiion case the scanning process is a very slow one, but the system
Module is able to detect it using ittkong Term Incremental Update
Mechanism Our system can detect only the victim of the
Portsweepattack, while it can detect only the attacker for an
g:h";\cf;sr IPsweepattack.
A potential abnormal behavior can be detected in the upper-

C. The Communication Module

Flow Generator Module (n)

Flow Generator Module (1)

Flow Engine

it

Y Communication

View
Data Interface right corner of the figure. There, an external host is connecting
I 3 to five internal IP addresses signaling a potential abnormality.
Q Category View There are two cases that can be encountered here: the external

Fitters host can be a server (e.g., Yahoo, Google) that provides a

Ports Hosts service being accessed by a group of internal hosts, or the
View View . L . i
external host is not a server. While in the first case there is
no anomalous behavior, in the second one the external host is
performing IP scanning over the network. Although the two

)
cases are similarly displayed, the network administrator will
.be able to discriminate between the two by exploring more

As a developing platform, the DNVS is implemented Netailed i .
. ’ etailed information about the anomaly.
C++ under Linux. The Flow Generator Module also uses Y

two other open source libraries (i.e. libpcap library [10] is -
used for capturing the network data, and MySQL++ API
[12] is used for accessing the MYSQL [11] database). The
Visualization Moduleinvolves many graphical elements for /
the GUI and the views. The main GUI is built using QT X11 Frtential artather
free edition [13], and provides the basic tools that the use
needs to interact with the system. Furthermore, the views ar
implemented using Mesa OpenGL [14] and GLUT library [15] viotin of
for the 3D visualization. In addition to the graphical elements, Portsween
DNVS employs multi-thread support in order to be able to
communicate with multipld&=low Generatorssimultaneously.
Porting the DNVS between different operating systems is ar
easy job as long as the OS supports the POSIX-threads, ar
has a corresponding library implementation for each library
used by our system.

Fig. 6. The DNVS architecture.

SMTP HTTP

V. EXPERIMENTAL RESULTS

In order to test our system, we used the DARPA 1999
Intrusion Detection Evaluation Dataset [8]. This dataset is a Fig. 7. ThePortsweepattack.
publicly available collection of network traffic collected during
five weeks of simulation. The data is available in TCPDump There are two more potential anomalies in the bottom-
format, which makes it possible to simulate real networleft corner of the figure that turned out to be just overlaps
traffic. Moreover, this data contains network based attackshetween multiple hosts. In this case, by selecting that region,
the midst of normal background data, and detailed informatidine administrator can determine how many hosts overlap.
about each attack described in a file calletentification Furthermore, another reason to disregard that anomaly is the
Scoring Truthunder headings such as attack name, startitmyv load that those hosts exhibit.

ICMP OTHERS



B. Smurf

Smurfis a type ofDoS attack which shows a high level
of anomaly in theServices Behavior Vievibecause the victim
gets a large number of ICMP ’echo reply’ packets in a short
period of time. This behavior is very different from the normal
situation. Even though the victim might also use other service:
at the same time (e.g., FTP, HTTP, DNS), and the traffic loac
with respect to those services could be higher than ICMP, thi
position of the victim will still be close to the ICMBervice
point because of the ICMP’anomaly factor Furthermore, by
changing thenboundoutboundrate, one can also identify the
other hosts that are used by the attacker forShaurfattack.

(\\ *—Q_/ victin /:>

Attackers

Uictin

SMTP |l

ICMP QTHERS

Fig. 9. TheSmurfattack, whenr; = 0.95, showing th@utboundactivity of
the hosts which can be associated with tlagitive behavior

Attackers Victim
|
Server

SSH DNS }'

Attacker

SMTP HTTP

ICMP OTHERS

Fig. 8. TheSmurfattack, when; = 0.02, showing thénboundactivity of
the hosts which can be associated with thgissive behavior

SMIP HTTP
Fig. 8 shows theSmurfattack when thénbound/Outbound

Ratio is set tor; = 0.02 meaning that the view shows the
inboundactivity. Here, theinboundof the victim is very high ICMP QTHERS
(passive behavigrwhile the attackersinboundis very low.
In Fig. 9, wherer; = 0.95 one can easily identify thactive Fig. 10. TheMailbombattack.
behaviorof the attackers, while theutboundof the victim is
almost zero.

In real word scenarios lslailbombattacker would be harder
C. Mailbomb to detect because the aim of this type of attack is not to

Fig. 10 illustrates aMailbomb attack encountered in theProduce a high traffic volume, but to create a large number
second day of the fourth weeklailbomb is a DoS attack of messages in the server’s queue. Therefore, by looking only

in which the attacker sends many messages to a ser%ihe IP header, a normal host might exhibit behavior similar

overflowing that server's mail queue. As a result the servit that of an attacker since it could send mail with large

is slowed down being unable to promptly respond to clienfétachments to the SMTP server. Consequently, our system
may not be able in some cases to provide visualizations that

and possibly crashing. ) . . . .
The first sign that an abnormal behavior is encountered"id!l allow Mailbombattack to be reliably identified.

the high load of the external host identified near the SMTP
service point Furthermore, the external host (attacker) stays
in that region for a fairly long period of time. In this paper, a novel graphical technique is proposed for
The reason that the suspicious attacker is easy to identifgtwork traffic flow visualization, which highlights the features
here is that all the emails sent to the mail server in the DARRX the network most vulnerable to intrusions. Two types
dataset are small size emails. of graphical views are presented here, namely $leevices

VI. CONCLUSIONS ANDFUTURE WORK



Behavior Viewand theCategory ViewBoth of the views rely [12] MSQL++ API http://dev.mysgl.com/downloads/other/plusplus/index.html,

on the fact that the hosts in the network can be clustered wijth May 15,2004, last access.
heir behavior i | d ab | .[13] Qt/X11 Free Edition http://www.trolltech.com/download/qt/x11.html,
respect to their behavior into normal and abnormal categories. ;5,15 2004, last access.

The experimental results produced using the DARPA 1998i] The Mesa 3D Graphics Librarfttp://www.mesa3d.org/, June 15,2004,

dataset also are promising. The experiments show our visual- 'ast access. . )
. hni to be a qood medium when trvina to identi 15] GLUT - The OpenGL Utility Toolkihttp://www.opengl.org/resources/
Ization technique to g ying libraries/glut.html, July 15,2004 , last access.

possible anomalies of the network such as DoS types of attacks
(e.g., Smurfand Mailbomb as well asprobing attacks (e.g.,
Portsweepand IPswee.

The Distributed Network Visualization System (DNVS),
which implements this graphical technique, is a valuable
tool for network administrators, helping them to monitor the
network traffick and identify potential anomalies.

DNVS is an on-going project; we are still in the middle
of its development. Our future plans include improving the
performance of the system and transforming it from a passive
display system to an interactive system where anomalies are
signaled to the user and views are automatically changed with
respect to the potential anomalies that are detected; to this end,
an Anomaly Detection Module (ADM) will be incorporated
into the DNVS, and more views will be developed in order
to visualize not only the network data flow, but also the alerts
generated by the ADM.

ACKNOWLEDGMENT

The authors would like to express their deepest thanks to
Xinge Du for his work on thedata conversiorfor the Flow
Generator Module

This work was funded in part by grant RGPNT227441
from National Science and Engineering Research Council of
Canada.

REFERENCES

[1] M. Fisk, S. A. Smithy, P. M. Webery, S. Kothapallyz, and T. P. Caudellz,
Immersive Network Monitoring2003 Passive and Active Measurement
Workshop.

[2] R. F. Erbacheryisual Traffic Monitoring and EvaluatigrProceedings of
the Conference on Internet Performance and Control of Network Systems
II, Denver, CO, August, 2001, pp. 153-160.

[3] Nyarko, K., Capers, T., Scott, C., and Ladeji-Osias,Mefwork intrusion
visualization with niva, an intrusion detection visual analyzer with haptic
integration In Proceedings of the 10th Symposium on Haptic Interfaces
for Virtual Environment and Teleoperator Systems, page 277. |[EEE
Computer, 2002.

[4] R. Erbacher and D. Frinckeisual Behavior Characterization for Intru-
sion and Misuse DetectipriProceedings of the SPIE '2001 Conference
on Visual Data Exploration and Analysis VIIl, San Jose, CA, January,
2001, pp. 210-218.

[5] C. Zhao and J. MayoA TCP/UDP Visualization Tool: Visual TCP/UDP
Animator(VTA) ICEE International Conference on Engineering Education
UMIST, Manchester, UK 18 - 22 August 2002.

[6] R. F. Erbacher and K. Sobylaknproving Intrusion Analysis Effective-
ness 2002 Workshop on Computer Forensics, Moscow, ID, September,
2002.

[7] V. Paxon,Automated Packet Trace Analysis of TCP Implementatioms
SIGCOMM, pages 167C179, 1997

[8] Lincoln Laboratory, 1999 DARPA Intrusion Detection Evaluation
Data Set 1999, http://www.ll.mit.edu/IST/ideval/data/1999/
1999 dataindex.html August 20, 2004, last access.

[9] Ql1Labs,The “QVision” product(renamed in March 2004 as “QRadar”),
http://www.qllabs.com/, May 15,2004, last access.

[10] TCPDUMP public repositoryhttp://www.tcpdump.org/, May 15,2004,
last access.

[11] MYSQLhttp://www.mysgl.com, May 15, 2004, last access.



