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Abstract: Recently, the Guaranteed Frame Rate (GFR) service category hasbeen proposed to provide bandwidth guarantees with a simpler implementationthan ABR in ATM networks. In this paper, we study the performance ofTCP in LAN and WAN ATM networks supporting the GFR service category.We present simulations where each TCP connection is carried by one GFR VCwith a minimum guaranteed bandwidth. We consider the proposed FIFO-basedand WFQ-based switch implementations and evaluate their ability to e�cientlysupport TCP tra�c. Our simulations show that with the proposed FIFO-basedimplementation for the GFR service category, TCP is unable to bene�t fromthe minimum guaranteed bandwidth of the underlying ATM VC. With theproposed WFQ-based implementation, the performance of TCP is good in aLAN environment when no losses occur, but it becomes degraded in a WANenvironment.1 INTRODUCTIONThe ABR service category standardized by the ATM Forum [10] in 1996 isexpected to be deployed in ATM networks to support data tra�c in the nextfew years. However, due to its complexity, which imposes modi�cations to boththe ATM adapters and the ATM switches, it may take some time before ABRis completely supported by products. Furthermore, most current applicationsare only connected to the ATM backbone via legacy networks such as Ethernet�This work was partially supported by the European Commission within the ACTS AC051OKAPI programme. 19



20 CHAPTER 2LANs. Until the widespread deployment of ABR compatible products, mostATM LANs will probably rely on the UBR service category. To �ll the gap be-tween UBR and ABR, Gu�erin and Heinanen have recently proposed [13] a newservice category called Guaranteed Frame Rate (GFR)1. The primary targetfor the GFR service category is in ATM backbones in private (e.g. a corporatebackbone that interconnects a large number of LANs) or public networks (e.g.an ATM backbone that interconnects the networks of several ISPs). However, ifthe GFR service category is adopted and supported by ATM switches, it mightalso be useful for other types of applications. The main advantage of GFRover UBR is that it allows each GFR VC to request a minimum guaranteedbandwidth [24]. In a private network, mission critical applications (e.g. mirror-ing of mainframes or remote vizualisation of supercomputer simulations) whichrequire high bandwidth and some level of performance guarantee could bene�tfrom the GFR service category. Today, a large number of applications (e.g.HTTP, NFSv3, XWindow, ftp, ...) rely on TCP, and thus the performance ofTCP over the proposed GFR service category needs to be studied before theadoption of the GFR service category 2.This paper is structured as follows. We �rst discuss the main characteristicsof the GFR service category and the proposed FIFO-based and WFQ-basedswitch implementations. Then, we discuss the performance of TCP in LAN andWAN environments with these switch implementations. Finally, we present ourconclusions.2 THE GFR SERVICE CATEGORYThe main motivation behind the introduction of the GFR service category [13]was to keep the simplicity of the UBR service category (from an endsystem'spoint of view) which is used in most ATM LANs today. Compared with theUBR service category, the main advantage of the GFR service category is thatit allows a minimum guaranteed bandwidth to be associated with each VC.Another di�erence is that the GFR service category explicitely requires theendsystems to utilize AAL5 and also requires the ATM switches to be awareof the AAL5-PDUs boundaries. This means that congested ATM switchesshould discard entire AAL5-PDUs instead of individual cells. More precisely,the tra�c contract used for GFR VCs [6] is composed of four main parameters: Peak Cell Rate (PCR) and associated Cell Delay Variation Tolerance(�PCR)Minimum Cell Rate (MCR) and associated Cell Delay Variation Tolerance(�MCR)1This service category was initially called UBR+[13], but was later renamed GFR. It shouldnot be confused with \UBR and some packet discarding scheme" (e.g. Early Packet Discard).2A draft version of this paper [2] was made available to the ATM Forum Tra�c Managementworking group and to the ITU-T Study Group 13 (Q7/13) in June 1997 as a contributiontowards the de�nition of the GFR service category.



A Simulation study of TCP with the GFR service category 21Maximum Burst Size (MBS)Maximum Frame Size (MFS)The PCR has the same meaning as with the UBR service category : it isthe maximum rate at which the endsystem is allowed to transmit. It can beexpected that the PCR will often be set at the line rate of the ATM adapterof the endsystems. The MFS is the largest size of the AAL5-PDUs that theendsystems can send. For GFR SVCs, this parameter will be equal to theAAL5-CPCS SDU size parameter which is negotiated between the source anddestination endsystems during connection setup [9].With the GFR service category, the endsystem is allowed to transmit eitherCLP=0 AAL5-PDUs3 or CLP=1 AAL5-PDUs. The CLP=1 AAL5-PDUs areconsidered as low priority AAL5-PDUs which should be transmitted by thenetwork on a best-e�ort basis. The minimum guaranteed bandwidth is notapplicable for CLP=1 AAL5-PDUs and these AAL5-PDUs should be discardedearlier than the CLP=0 AAL5-PDUs when congestion occurs.The endsystems request a minimum guaranteed bandwidth by specifying anon-zero MCR and an associated MBS. The MCR, expressed in cells per sec-ond, corresponds to te long term average bandwidth which is reserved for theVC inside the network. It is similar to the Sustainable Cell Rate (SCR) usedwith the VBR service category [10], although the MCR provides a minimumguaranteed bandwidth to entire AAL5-PDUs while the SCR provides a mini-mum guaranteed bandwidth to individual cells. Intuitively, the meaning of theMCR is that is the endsystem transmits CLP=0 AAL5-PDUs at a rate smalleror equal to the MCR, then all these AAL5-PDUs should be correctly receivedby the destination. However, the GFR service category does not require theendsystems to shape their tra�c and it can be expected that most users of thisservice category will always transmit at the negotiated PCR. In this case, eachAAL5-PDU will appear as a burst of cells transmitted at the PCR. The MBSparameter of the GFR tra�c contract is used to support this bursty behaviour.The MBS places an upper bound on the burstiness of the tra�c to which theminimum guaranteed bandwidth applies. The value of the MBS is negotiatedbetween the endsystems and the network, but this parameter must be alwaysat lest equal to the MFS.Formally, the minimum guaranteed bandwidth is speci�ed by F-GCRA(T,f)[6] with parameters T = 1=MCR and f � �MCR + (MBS � 1) � (1=MCR �1=PCR). The F-GCRA (�gure 1) is an adaptation of the GCRA used withthe VBR service category. The F-GCRA declares entire AAL5-PDUs to beeligible or non-eligible for the minimum guaranteed bandwidth. The eligibleAAL5-PDUs are those which should be delivered to the destination to ful�ll3A CLP=0 AAL5-PDU is an AAL5-PDU composed of CLP=0 cells. The GFR servicecategory does not allow the endsystems to transmit AAL5-PDUs containing both CLP=0and CLP=1 cells.



22 CHAPTER 2the minimum guaranteed bandwidth. While the F-GCRA is used to specifythe CLP=0 AAL5-PDUs which are eligible for the minimum guaranteed band-width, it should be noted that the GFR service category explicitely allows theendsystems to transmit AAL5-PDUs in excess of this minimum guaranteedbandwidth. The GFR service category also expects the network to deliver thisexcess tra�c on a best-e�ort basis to the destination endsystems and to \fairly"distribute the available bandwidth to the active VCs.Cell Arrival at time ta :First cell of an AAL5-PDU: Middle or last cell of an AAL5-PDU :if( ( ta < TAT � f ) OR (IsCLP1(cell)) if(eligible)f f/* non-eligible cell */ /* eligible cell */eligible=FALSE; TAT = max(ta; TAT ) + T;g gelse elsef f/* eligible cell */ /* non-eligible celleligible = TRUE;TAT = max(ta; TAT ) + T;g gFigure 1 F-GCRA(T,f)As with other service categories (e.g. VBR), two conformance de�nitionshave been de�ned for the GFR service category : GFR.1 and GFR.2. The onlydi�erence between the two conformance de�nitions is whether a F-GCRA isused to tag the non-eligible AAL5-PDUs at the ingress of the network or not.With the GFR.2 conformance de�nition, the Usage Parameter Control (UPC)function at ingress of the network uses a F-GCRA to tag the non-eligible AAL5-PDUs. When this conformance de�nition is used, only the eligible AAL5-PDUsare accepted as CLP=0 AAL5-PDUs inside the network. Thus, there is a cleardistinction between the eligible (CLP=0) and the non-eligible (CLP=1) AAL5-PDUs and the ATM switches may rely on this to decide whether an AAL5-PDUmust be delivered to ful�ll the minimum guaranteed bandwidth or not. As wewill see in section 3, a simple switch implementation can be used to supportthe GFR.2 conformance de�nition.With the GFR.1 conformance de�nition, the network is not allowed to mod-ify the CLP bit of the AAL5-PDUs sent by the endsystems4, but the endsystemsare still allowed to send CLP=0 AAL5-PDUs in excess of the minimum guar-anteed bandwidth (even if only a fraction of these AAL5-PDUs are actuallyeligible for the guaranteed minimum bandwidth). With the GFR.1 confor-mance de�nition, there is thus no \visible" distinction between an eligible anda non-eligible AAL5-PDU inside the network. Thus, to support the GFR.1conformance de�nition, each ATM switch in the network must be able to de-4This means that the UPC does not uses an F-GCRA with the GFR.1 conformance de�nition.



A Simulation study of TCP with the GFR service category 23termine, by itself, which CLP=0 AAL5-PDUs must be transmitted to ful�llthe minimum guaranteed bandwidth and which AAL5-PDUs are part of theexcess tra�c and thus could be discarded if congestion occurs. It can thus beexpected that the simplest switch implementation which supports the GFR.1conformance de�nition will be more complex than the simplest switch imple-mentation which supports only the GFR.2 conformance de�nition.The eligible AAL5-PDUs are those which must be delivered to the destina-tion to ful�ll the minimum guaranteed bandwidth. However, the GFR servicecategory does not strictly require that the eligible AAL5-PDUs are exactly thosewhich must be delivered to the destination to provide the minimum guaran-teed bandwidth. The requirement is weaker. The GFR service category onlyrequires the network to deliver enough entire CLP=0 AAL5-PDUs at the desti-nation to provide the minimum guaranteed bandwidth, but it does not specifyprecisely which CLP=0 AAL5-PDUs must be delivered to the destination.3 PROPOSED SWITCH IMPLEMENTATIONSThe GFR service category de�nition [6] [13] contains two sample implementa-tions to support the GFR service category in ATM switches. The FIFO-basedimplementation can be easily implemented in ATM switches, but it only sup-ports the GFR.2 conformance de�nition. The WFQ-based implementation ismore complex since it requires per-VC accounting, queueing and scheduling,but it can support both the GFR.1 and the GFR.2 conformance de�nitions.The FIFO-based switch implementationThe FIFO-based switch implementation proposed in [13] is an adaptation ofthe Partial Bu�er Sharing [16] bu�er acceptance algorithm which is frequentlyused to support VBR.2 and VBR.3 VCs in ATM switches. It only supportsthe GFR.2 conformance de�nition. The FIFO-based switch implementationis an AAL5-aware bu�er acceptance algorithm which relies two bu�er thresh-olds. These two thresholds are the LBO and the HBO threshold. The highestthreshold (HBO) is identical to a classical EPD threshold [23]. The lowestthreshold (LBO) is used to limit the amount of non-eligible (CLP=1) AAL5-PDUs inside the bu�er. The LBO threshold is used as an EPD threshold forthe CLP=1 AAL5-PDUs. When the queue occupancy of the bu�er is above theLBO threshold, then the newly arriving CLP=1 AAL5-PDUs are not acceptedanymore in the bu�er (but the newly arriving CLP=0 AAL5-PDUs are stillaccepted provided that the queue occupancy is below the HBO threshold).



24 CHAPTER 2The WFQ-based switch implementationThis implementation combines a bu�er acceptance algorithm with a per-VCscheduler. It was �rst proposed in [13]. It provides the bandwidth guaranteesrequired to support the GFR service category by maintaining one logical queuefor each GFR VC and by serving these queues with a WFQ-like scheduler ata rate at least equal their MCR. The utilisation of this scheduler guaranteesthat when active, each VC will be allocated its reserved bandwidth as wellas some fairshare of the available excess bandwidth (if any). Many schedulershave been proposed in the litterature [27]. For this work, we have chosen to useVirtual Spacing [21], which is equivalent to SCFQ [11] with �xed-size packetsas it is particularly suited for ATM switches. Furthermore, Virtual Spacingappears to be implementable at broadband speeds and cell sorters necessary toimplement Virtual Spacing in ATM switches have already been proposed [22][5]. The Virtual Spacing algorithm maintains one state variable for each VC(V Si) and a global state variable (Spacing T ime) per output bu�er. A weight(ri) is associated to each VC. For the GFR service category, this weight willbe equal to the MCR of the VC. The Virtual Spacing algorithm associates atimestamp to each arriving cell as follows :On a cell arrival from VC i1. V Si  maxfSpacing time, V Sig + 1=ri2. timestamp the cell with the value of V SiAll the cells are served in increasing order of timestampSpacing time is set to the timestamp of the last served cellIn addition to the per-VC scheduler, this implementation also relies on abu�er acceptance algorithm. This algorithm relies on a global counter for thebu�er occupancy and on one counter for the occupany of each per-VC queue.It then uses two thresholds (HBO and LBO) on the bu�er occupancy andone threshold for each per- VC queue (Ti). [13] proposes to set these per-VCthresholds to the MBS of the GFR tra�c contract for each VC. The LBOthreshold has the same role as with the FIFO-based implementation : thearriving CLP=1 AAL5-PDU are only accepted if the total bu�er occupancy isbelow the LBO threshold. The HBO threshold is used together with the per-VC thresholds. When the bu�er occupancy is between the LBO and the HBOthresholds, then all the arriving CLP=0 AAL5-PDUs are accepted. Whenthe bu�er occupancy is above the HBO threshold, then an arriving CLP=0AAL5-PDU is accepted only if the queue occupancy of its VC is below its Tithreshold.



A Simulation study of TCP with the GFR service category 254 THE SIMULATION MODELOur simulations were performed with the STCP simulator developed by SamMathorpe at EPFL [18]. STCP is an event-driven simulator which has beenwritten to study the behaviour of TCP in ATM networks. STCP providesmodels of queues, links, leaky buckets, background sources, switches, ... Themain characteristic of STCP compared with other \TCP-over-ATM" simulatorsis that STCP does not contain a simpli�ed model of TCP which is used for thesimulations. Instead, STCP contains the real 4.4 BSD Lite [26] working TCPcode. This TCP implementation supports all the important TCP mechanisms(slow-start and congestion avoidance, fast retransmit and fast recovery, Naglealgorithm, delayed acknowlegements, large windows and timestamp options[25],...). Furthermore, STCP emulates the socket layer, and thus the interactionsbetween TCP and the application using it are also taken into account. We haveadded the FIFO-based and WFQ-based switch implementations, as well as theF-GCRA discussed in the previous sections and some trace facilities to STCP.We consider only one-way tra�c and greedy TCP sources in this paper. EachTCP source is driven by an application which opens a TCP connection, sends10 MBytes of data, closes the TCP connection, waits for some idle time, opensa new TCP connection, performs a new 10 MBytes transfer... These idle timesare exponentially distributed with a mean duration of 0.1 second. They areused to introduce some randomness in the simulations to avoid synchronisatione�ects. Unless otherwise noted, the simulation results reported in this papercorrespond to average values for a simulation corresponding to 250 seconds ofsimulated time. This is much longer than most of the simulations reported inthe literature and gives us a high con�dence in the simulation results.The ATM switch is modelled as a non-blocking output bu�ered switch. Inthis switch, the only cause of congestion is the possible overow of its outputbu�ers. For our simulations, we used a small ATM network (�gure 2). All thelinks in this network have a bandwidth of 155 Mbps (365566 cells/sec). For theLAN simulations, we use a delay of 10 �sec on the UNI links and a delay of 100�sec on the NNI link. For the WAN simulations, we use a delay of 2.5 msec onthe UNI links, and a delay of 10 msec on the NNI link. We consider that oneof the sources (the privileged source) is more important than the other sources(called the background sources). The privileged and the background sourcesdi�er only in their respective GFR tra�c contracts. All the background sourcesuse a GFR tra�c contract with a low MCR. The privileged source uses a largerMCR (up to 50% the NNI link bandwidth). The MFS is set to 200 cells forboth types of sources, and the PCR is set to the line rate (365566 cells persecond) for both types of sources. In all the simulations with the FIFO-basedswitches, the MBS was set to allow a burst of two MFS-sized AAL5-PDUs sent



26 CHAPTER 2at PCR to be found eligible for the minimum guaranteed bandwidth. This isin line with the initial proposal for the GFR service category [13].
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sources Figure 2 The simulated ATM network5 LAN SIMULATIONS WITH FIFO-BASED SWITCHESInstead of implementing the F-GCRA shown in �gure 1, we choose to performthe tagging inside the model of the ATM adapters. This choice was motivatedby the fact that the F-GCRA was not completely de�ned by the ATM Forumwhen we performed the simulations with the FIFO-based implementation, butalso because the endsystem is a better place to tag the cells on a per AAL5-PDU basis than inside a UPC. The AAL5-PDU tagging was performed by thealgorithm shown in �gure 3 (where TMCR = 1=MCR, �MCR = (2 �MFS �1) � (TMCR � TPCR), TPCR = 1=PCR). We con�gured the tagging in theATM adapters to allow a burst of 2 �MFS cells CLP=0 cells to be sent atPCR by the adapters. With MFS sized AAL5-PDUs, the tagging performedby the ATM adapters is equivalent to FGCRA[TMCR;MFS �(TMCR�TPCR)],but the tagging performed by the ATM adapters may accept some additionalsmall CLP=0 AAL5-PDUs with variable-sized AAL5-PDUs. However, bothalgorithms should tag the same percentage of AAL5-PDUs although they maynot tag exactly the same AAL5-PDUs.The TCP sources and destinations were con�gured with send and receivesocket bu�ers (i.e. maximum window sizes) of 196608 bytes. The delayed ac-knowledgements were disabled on each TCP destination. The granularity of theretransmission timer was set to 0.2 seconds. These two timer granularities arelower than the default values used by 4.4 BSD Lite [26], but they correspondto the values used by commercial TCP implementations (e.g. Solaris 2.x). Thefast retransmit mechanism was enabled and the retransmission threshold wasset to the suggested default (3 duplicate acks). The TCP maximum segmentsize was set to 9140 bytes. The main TCP parameters used for this �rst sim-ulation are summarised in table 2.1. Throughout this paper, we will refer tothis set of parameters as TCPdefault.



A Simulation study of TCP with the GFR service category 27Beginning of AAL5-PDU transmission attime ta :if (ta +(AAL5 PDUlength � 1) � TPCR >=max(ta; TATMCR) + (AAL5 PDUlength � 1) � TMCR � �MCR )f TATMCR = max(ta; TATMCR) +AAL5 PDUlength � TMCR/* send whole AAL5-PDU at PCR with CLP=0 cells */gelsef /* send whole AAL5-PDU at PCR with CLP=1 cells */g Figure 3 AAL5-PDU tagging in the ATM adaptersTable 2.1 TCP parameters for TCPdefaultParameter Valueretransmission timer 0.2 secondsfast retransmit threshold 3 duplicate acksBefore discussing the GFR simulations, it is interesting to �rst examine anarti�cial UBR simulation that could be considered as a baseline for the GFRsimulations. For this arti�cial UBR simulation, we considered an ATM LANsimilar to the one shown in �gure 2. In this LAN, the UNI1 and NNI linksused a PCR of 365566 cells per second, while the UNI2 links had a lower PCR.We used 9 background sources, and the PCR of the UNI2 links connected tothe background destinations was set to 20000 cells per second, while the PCRof the UNI2 link connected to the privileged destination varied from 20000 to180000 cells per second. The PCR of all the sources was set to the UNI1 PCR(365566 cells per second).The ATM switches had a 8192 cells bu�er per outputport, and the EPD threshold was set to 7168 cells. This simulation scenariois completely arti�cial since the sum of the bandwidth on the UNI2 links isalways smaller than the bandwidth on the NNI link and thus the NNI linkis not congested. We use this arti�cial scenario to verify whether the TCP



28 CHAPTER 2sources are able to \discover" and utilize e�ciently the bandwidth available onthe UNI2 links. The simulations performed with this arti�cial scenario showedthat TCPdefault was able to completely utilize the bandwidth available on theUNI2 links, both for the privileged and the background sources (�gure 4).
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Figure 4 TCPdefault throughput with bottleneck on UNI2 linksFigure 4 shows the mean user-level throughput (i.e. TCP goodput) achievedby the privileged source as well as the mean throughput achieved by each back-ground source with TCPdefault. In addition to these simulation results, �gure4 also recalls the amount of reserved bandwidth for both the privileged andeach background source. The reserved bandwidth shown in �gure 4 accountsfor the protocol overhead (i.e. ATM, TCP and IP headers, TCP timestampoption and AAL5 trailer), and thus can be considered as the \application-level"reserved throughput.For our �rst GFR simulations, we used 9 background sources and one priv-ileged source. Each background source had a reserved bandwidth (MCR) of20000 cells per second. Thus, 50% of the NNI link bandwidth was reserved forthe background sources. The MCR of the privileged source varied from 20000to 180000 cells per second. The AAL5-PDU size of all the sources was set to200 cells (i.e. slightly more than the default CPCS-PDU size for IP over ATM).The PCR of all the sources was set to the line rate (365566 cells per second).The FIFO-based ATM switches were con�gured with a bu�er capacity of 8192cells per output port. This output queue size corresponds to the bu�er sizes



A Simulation study of TCP with the GFR service category 29used by current commercial ATM switches. The HBO and LBO thresholdswere set to 7168 and 6144 cells respectively.
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Figure 5 TCPdefault throughput for privileged and background sourcesFigure 5 clearly shows that the privileged source has a lot of di�culties toactually use its reserved bandwidth. With its MCR set to 100000 cells persecond the privileged source achieved only about 18 Mbps, less than 50% ofits reserved bandwidth. With its MCR set to 180000 cells per second, theprivileged source only achieved a throughput of about 25 Mbps, only one thirdof its reserved bandwidth.A look at the simulation traces revealed two reasons for the low performanceof TCPdefault. The �rst one is the large granularity of the TCP retransmissiontimer with TCPdefault. In a low speed network, a delay of a few hundred mil-liseconds is not important, but in a high speed network, it may correspond tothe transmission of a few megabytes of data. During the simulations reportedin �gure 5, and with the MCR of the privileged source set to 180000 cells persecond, the privilegded source had to retransmit about 200 KBytes during each10 MBytes transfer, and the retransmission timer expired on average slightlyless than four times during each transfer. As the minimum value of the re-transmission timer is equal to the retransmission timer granularity, the averageidle time may easily reach one second per 10 MBytes transfer, almost as longas the time to transfer 10 MBytes without losses at a rate of 180000 cells persecond. Another factor which limits the throughput of the privileged source is



30 CHAPTER 2the low average value of the congestion window (�gure 6) combined with thehigh average occupancy of the output bu�er of the bottleneck switch.
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Figure 6 TCPdefault : sample congestion window traceThese expirations of the retransmission timer were of course caused by packetlosses in the bottleneck switch. With the FIFO-based switch implementation,CLP=1 AAL5-PDUs are discarded when the size of the output bu�er of thebottleneck switch is larger than the LBO threshold, and CLP=0+1 AAL5-PDUs are discarded when the size of the output bu�er of the bottleneck switchis larger than the HBO threshold. A look at the simulation traces revealed thatthe output bu�er of the bottleneck switch did not reach the HBO threshold,and that only CLP=1 AAL5-PDUs were discarded at the bottleneck switch.With its MCR set to 100000 cells per second, slightly less than 50% of theAAL5-PDUs sent by the privileged source were tagged, while with its MCRset to 180000 cells per seconds 30% of its AAL5-PDUs were tagged. This largepercentage of tagged AAL5-PDUs explains why the privileged source su�eredfrom packet losses even though it was unable to e�ciently use its reservedbandwidth.In the following sections, we will �rst study whether it is possible to im-prove the performance of TCP by changing some of its parameters (i.e. timergranularities and retransmission mechanisms). Then, we will change the back-ground load, the number of background sources and the LBO threshold to see



A Simulation study of TCP with the GFR service category 31if they have an inuence on the simulation results. Finally, we will look at theinuence of TCP's maximum segment size.TCP timers and retransmissionsSeveral TCP mechanisms and parameters may inuence the TCP throughputin our environment. These mechanisms are mainly the timer-based retransmis-sions and the fast retransmit algorithm.The timer-based retransmission is essential to TCP, but its negative im-pact on the achieved throughput may be reduced by setting its granularityto a low value. In most BSD-derived implementations, the minimum valueof the retransmission timer cannot be lower than the period of the real-timehardware clock. In Unix variants, the period of this clock is typically set to10 milliseconds. As the ATM layer guarantees the in-sequence delivery of thedata, another possibility to lower the impact of the retransmission timer is toreduce the value of the fast retransmit threshold down to two duplicate acks.Throughout this paper, we will use the acronym TCPfast for a TCP sourcewhich uses the parameters shown in table 2.2.Table 2.2 TCP parameters for TCPfastParameter Valueretransmission timer 0.01 secondsfast retransmit threshold 2 duplicate acksFigure 7 shows the throughput achieved by the privileged and the back-ground sources with TCPfast and a 192 KBytes window. Surprisingly, thethroughput achieved with TCPfast by the privileged and the background sourcesin these conditions is slightly lower than the throughput achieved by TCPdefault.With TCPfast, the privileged and the background sources are much moreagressive. During a simulation with TCPfast, the total number of retrans-mitted packets for all the sources is roughly three times larger than withTCPdefault. This explains why TCPfast achieves a throughput slightly lowerthan TCPdefault in our LAN environment. While on average the retransmis-sion timer expired slightly less than four times during each 10 MBytes transferon the privileged source with TCPdefault and a 180000 cells per second MCR,it expired on average almost 10 times during each 10 MBytes transfer withTCPfast. Furthermore, with TCPfast the privileged source retransmitted onaverage about 500 KBytes per 10 MBytes transfer, while TCPdefault retrans-



32 CHAPTER 2mitted only about 200 KBytes. Thus, TCPfast is not necessarily a bettersolution than TCPdefault
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Figure 7 TCPfast throughput for privileged and background sourcesA third solution to improve the performance of TCP when packet losses oc-cur would be to use the recently (re)proposed Selective Acknowledgements [19].To evaluate the impact of this proposed TCP extension, we have patched theTCP code used in the STCP simulator with a SACK implementation [17]. ThisTCPSACK implementation is rather conservative in its handling of retrans-missions and follows [7]. Besides the use of the selective acknowledgements,TCPSACK uses the same parameters as TCPdefault (table 2.3).Table 2.3 TCP parameters for TCPSACKParameter Valueretransmission timer 0.2 secondsfast retransmit threshold 3 duplicate acksSelective Acknowledgements Enabled
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Figure 8 TCPfast : sample congestion window traceThe simulations performed with TCPSACK (�gure 9) show that it achieves abetter througput than TCPdefault and TCPfast. But TCPSACK is still not ableto e�ciently use the guaranteed minimum bandwidth of the underlying ATMVC. A look at the simulation traces with a 180000 cells per second MCR showedthat the percentage of CLP=1 AAL5-PDUs with TCPSACK was similar to thepercentage of CLP=1 AAL5-PDUs with TCPdefault, but that the number ofexpirations of the retransmission timer was much lower (about one expirationper 10 MBytes transfer on average).With TCPSACK , the large granularity of the retransmission timer is not theonly cause for the low TCP performance. Here, the low TCP performance isdue to several related factors. First (and foremost), TCP is not able to adapt isbehaviour to the F-GCRA. This causes the percentage of tagged AAL5-PDUsto be much larger than what could be expected if TCP was able to transmitat exactly its fairshare. Second, the output bu�er at the bottleneck switch isheavily used, and its mean occupancy is close to 5000 cells for the whole sim-ulation. This large output bu�er occupancy corresponds to a relatively largeround-trip-time for the sources (for example, with a 180000 cells per secondMCR, the average packet round-trip-time for the privileged source was slightlylarger than 14 milliseconds). To use its reserved throughput with such a round-trip-time, the privileged source would need a window of at least 120 KBytes.Unfortunately, the large number of packet losses combined with TCP's conges-
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Figure 9 TCPSACK throughput for privileged and background sourcestion control algorithm force the congestion window of the privileged source tobe much lower than this required value on average (see �gure 10 for a sampletrace of the congestion window with TCPSACK).Inuence of the background loadIn the previous sections, we have shown the throughput achieved by the priv-ileged source with nine background sources with an MCR set to 20000 cellsper second. To verify that this particular value was not the reason for the lowperformance of TCP, we also performed simulations [2] with nine backgroundsources, but with their MCR set to 10000 and 5000 cells per second. Thesesimulations produced similar results to those discussed in the previous sections.We even performed simulations with 9 background sources with an MCR of 0cell per second (i.e. all the AAL5-PDUs sent by these sources are tagged).In this case, the privileged source had the same di�culties to use its reservedthroughput as when the background sources used a non-zero MCR.Inuence of the number of background sourcesMost of the simulations reported in this paper were done with nine backgroundsources. To verify that this particular number of background sources was not
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Figure 10 TCPSACK : Sample congestion window tracethe cause of the low throughput achieved by the privileged source, we performedsimulations with 3 and 6 background sources. In both cases, we set the sumof the MCRs of the background sources to 180000 cells per second. Figure11 shows that even with three background sources, the privileged source stillcannot use its reserved bandwidth with TCPdefault. Simulations performedwith TCPfast and TCPSACK produced similar results.Inuence of the LBO thresholdMost of the simulations shown in this paper were performed with output queuesof 8192 cells and HBO and LBO thresholds of respectively 7168 and 6144cells on the ATM switches. With these thresholds, no CLP=0 AAL5-PDUswere discarded in the bottleneck switch. Simulations performed with the LBOthresold set to 4096 and 2048 cells produced similar results as those with theLBO threshold set to 6144 cells. With TCPfast, setting the LBO threshold to2048 cells allowed the privileged source to attain a slightly higher throughput,but still less than 50% of its reserved throughput. However, this should notsuggest the use of a LBO threshold set to 0 cell. In this case, all the CLP=1AAL5-PDUs are discarded at the bottleneck switch. Simulations performedwith this value of the LBO threshold show that the throughput achieved by allthe sources collapses. With TCPdefault and TCPSACK , each TCP source is



36 CHAPTER 2

0

1e+07

2e+07

3e+07

4e+07

5e+07

6e+07

7e+07

8e+07

0 50000 100000 150000 200000

T
hr

ou
gh

pu
t [

bi
ts

/s
ec

]

MCR for privileged source [cells/sec]

Privileged source
Mean for each background source

Reserved throughput for privileged source
Reserved throughput for each background source

Figure 11 TCPdefault : 3 background sourcesonly able to achieve a throughput of 275 kilobits per second with their MCRset to 20000 cells per second. A look at the segment traces revealed that TCPsuccessfully sends three 9140 bytes segments every 800 millliseconds. With itsMCR set to 180000 cells per second, the privileged source still achieves only 275kilobits per second. With TCPfast, the situation if slightly better but far fromsatisfactory. TCPfast successfully sends three 9140 bytes segments every 40milliseconds. This collapse of the TCP throughput is due to the fact that TCPis not able to adapt its behaviour to a tra�c contract enforced by a F-GCRA.Similar problems with the VBR GCRA are discussed in [4].On the other side, it should also be noted that using a LBO threshold largerthan the sum of the window sizes used by the TCP sources is neither a solution.In this case, there are no losses in the switch bu�ers, and thus the AAL5-PDUs sent by all the sources are served independently of their CLP, and thethroughput is shared fairly among all the competing sources, and thus the TCPthroughput is independent of the MCR.Inuence of the TCP Maximum Segment SizeAll the simulations presented in the previous sections were performed with aTCP Maximum Segment Size (MSS) of 9140 bytes. This value correspondsto the default value for Classical IP over ATM [1]. However, several papers



A Simulation study of TCP with the GFR service category 37[23] [3] have shown that the TCP performance in an ATM network may alsodepend on the MSS. To verify that the large value of the default TCP MSSused for our simulations was not the cause of the TCP performance problems,we performed new simulations with smaller values for the TCP MSS of all thesources (but with the same GFR tra�c contracts as in the previous sections).The throughput achieved by TCPdefault with a 512 bytes MSS is slightlylower than the throughput achieved with a 9140 bytes MSS (�gure 5). Thethroughputs achieved by TCPdefault with the MSS sizes corresponding to anEmulated Ethernet and an Emulated Token Ring are between these two val-ues. The 512 bytes MSS corresponds to the default MSS size used by TCPimplementations which do not use Path MTU Discovery when they commu-nicate with a destination which is in a di�erent IP subnet. The fact that thethroughput achieved by TCPdefault is almost independent of the MSS is notsurprising as with TCPdefault the main limitation for the throughput is thelarge granularity of the retransmission timer.The throughput achieved by TCPSACK with the 1460 bytes MSS (�gure 12)corresponding to an Emulated Ethernet is lower than the throughput achievedwith the 9140 bytes MSS (�gure 9). This is not surprising, as with TCPSACKone of the reasons for the low throughput for the privileged source is the timespent with a small congestion window during congestion avoidance. Duringcongestion avoidance, the congestion window is increased by one MSS-sizedsegment every round trip time, and thus a lower MSS means that the increaseof the congestion window is slower.E�ect of heterogeneous MSS sizes. For the simulations presented in theprevious sections, all the sources used the same MSS. However, a real networkmay not be so homogeneous. For example, LAN Emulation supports fourdi�erent maximum packet sizes. Sources which are part of di�erent types ofEmulated LANs may travel the same bottleneck link, and thus it is importantto study how TCP behaves with the FIFO-based switch implementation whenthe privileged and the nine background sources do not use the same MSS5.In �gures 13 and 14, we report simulations performed with heterogeneousMSS sizes with TCPdefault. Figure 13 shows the throughput achieved whenthe privileged source uses a 9140 bytes MSS while the background sources usea 512 bytes MSS. Figure 14 shows the throughput achieved when the privilegedsource uses a 512 bytes MSS, while the background sources use a 9140 bytesMSS. When the privileged source uses a much larger MSS that the backgroundsources, it acquires a large share of the bottleneck link, and its throughput isalmost independent of its MCR. On the opposite, when the privileged sourceuses a much smaller MSS than the background sources, its throughput is very5It should however be noted that all GFR tra�c contracts use the same MFS (200 cells) andMBS during all the simulations



38 CHAPTER 2

0

1e+07

2e+07

3e+07

4e+07

5e+07

6e+07

7e+07

8e+07

0 50000 100000 150000 200000

T
hr

ou
gh

pu
t [

bi
ts

/s
ec

]

MCR for privileged source [cells/sec]

Privileged source
Mean for each background source

Reserved throughput for privileged source
Reserved throughput for each background source

Figure 12 TCPSACK : 1460 bytes MSSlow with a low MCR, and even with a 180000 cells per second MCR, it hashuge di�culties to achieve a higher throuhgput than the background sources.This unfairness for the sources which use a low MSS is again mainly due tothe fact that the increase of the congestion window during congestion avoid-ance is proportional to the MSS size. For example, the simulations performedwith an MCR of 180000 cells per second and a 512 bytes MSS for the privi-leged source revealed the following behaviour. Less than 1% of the segmentssent by the privileged source were CLP=1 segments, and the retransmissiontimer expired on average twice per 10 MBytes transfer. These expirations ofthe retransmission timer are responsible for a fraction of the throughput drop,but the main cause for the throughput drop is the congestion avoidance mecha-nism. Most of the 10 MBytes transfer occured as follows. The privileged sourceperforms slow-start, and several CLP=1 segments sent during this phase arediscarded by the bottleneck switch. After the expiration of the retransmissiontimer, the privileged source retransmits these segments and performs conges-tion avoidance. Due to the small value of the MSS, the congestion windowincreases slowly. Unfortunately, the output bu�er of the bottleneck switch ison average always more than 50% full. Such a high occupancy for the outputbu�er of the bottleneck switch, corresponds to an average round-trip-time of12.6 milliseconds. Combined with such a large round-trip-time, the low aver-age value of the congestion window for the privileged source explains its low
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Figure 13 TCPdefault throughput with 9140 bytes MSS for privileged source and 512bytes MSS for background sourcesthroughput. Similar unfairness occurs with TCPdefault and TCPfast whenthe privileged source is part of an Emulated Token Ring and the backgroundsources are part of an Emulated Ethernet or the reverse.It should be noted that this unfair advantage for TCP sources with a largepacket size over TCP sources with a smaller packet size also occurs with theUBR service category when the EPD bu�er acceptance algorithm is used.6 WAN SIMULATIONS WITH THE FIFO-BASED IMPLEMENTATIONFrom the low performance of TCP in a LAN with the proposed FIFO-based im-plementation, there is little hope that TCP will achieve a better performance ina wide area network. Figure 15 presents the throughput achieved by TCPSACKwith a 9140 bytes MSS in a wide area network (UNI1 and UNI2 links have adelay of 2.5 msec, while the NNI link has a delay of 10 msec) whose switchesuses 8192 cells wide output bu�ers with LBO and HBO thresholds set to re-spectively 6144 and 7168 cells. This simulation shows clearly that TCP is notable to bene�t from the GFR service category with the proposed FIFO-basedswitch implementation in a WAN environment.During the simulations with TCPSACK , there were few expirations of theretransmission timer, and the main reason for the low throughput of the priv-
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Figure 14 TCPdefault throughput with 512 bytes MSS for privileged source and 9140bytes MSS for background sourcesileged source was the low average value of its congestion window due to thecongestion avoidance mechanism.7 LAN SIMULATIONS WITH THE WFQ-BASED IMPLEMENTATIONTo validate the WFQ scheduler used in the simulator, we performed several sim-ulations in the ATM LAN6 of �gure 2 with a small TCP window (32 KBytes)so that the 8192 cells long output bu�er of the ATM switches does not overow.We used nine background sources for these simulations, and each backgroundsource had its MCR set to 20000 cells per second. As there are no cell lossesin this environment, TCPdefault, TCPfast and TCPSACK have identical per-formances. As expected, the simulations performed with a 9140 bytes MSSshowed that there were no cell losses, and that the available throughput wasfairly shared among the background and the privileged sources (�gure 16).This simulation shows that with the proposed WFQ-based implementationin our simple LAN environment, the unreserved bandwidth is allocated in pro-portion to the MCR of the sources. This implies that a source with a muchlarger MCR than the other sources will achieve a much higher throughput, and6For the simulations with the WFQ-based switch implementation discusseed in sections 7 and8, we considered the GFR.1 conformance de�nition and assumed that the sources were onlysending CLP=0 AAL5-PDUs. This is the most natural utilisation of the GFR.1 conformancede�nition with TCP/IP tra�c.
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Figure 15 FIFO-based switches : TCPSACK throughput in WANmay even use almost all the unreserved bandwidth. For example, if we considerthe same ATM LAN but where the MCR of each background source is set to5000 cells per second, the simulations show that the privileged source acquiresa large proportion of the NNI link (�gure 17) , and this kind of fairness may notbe desireable in every environment. Furthermore, the delay experienced by thebackground sources may become very large. For example, with the MCR of theprivileged source set to 180000 cells per second, the average packet delay fromthe privileged source to the privileged destination is equal to 1.16 milliseconds,while the average packet delay from a background source to the correspondingbackground destination is 32.7 milliseconds. While the GFR service categoryis not expected to provide a fair treatment in terms of transmission delay [14]a shorter delay for the background sources would probably be desireable.LAN simulations with limited bu�ersThe simulations discussed in the previous section showed that TCP performedwell with the proposed WFQ-based GFR switch when there were no packetlosses. This is an important di�erence with the FIFO-based implementationas when there are no losses, the FIFO-based implementation does not allowthe privileged source to use its reserved bandwidth. Unfortunately, in a realnetwork, packet losses will probably occur due to the limited size of the switch
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Figure 16 WFQ-based switches : TCP throughput for privileged and background sourcesbu�ers. In our simple LAN, with a bu�er of 8192 cells, packet losses will occurwhen the TCP sources use a 64 KBytes window.With a 9140 bytes MSS, a 64 KBytes window and TCPSACK , the privilegedsource had a lot of di�culties to e�ciently use its reserved throughput (�gure18). However, with a 1460 bytes MSS it was almost able to achieve its reservedthroughput (�gure 19).The large di�erence between the 1460 bytes and the 9140 bytes MSS is due tothe fact that the retransmission and congestion control mechanisms are closelyrelated in TCPSACK . With a 9140 bytes MSS, a maximum window size of65536 bytes corresponds to 7 segments. When a packet loss is detected byTCPSACK , it performs congestion avoidance and thus its congestion windowis reduced by a factor of two. If a new segment is lost, this loss will onlybe taken into account by the TCPSACK sender when it has received threeduplicates acknowledgements. Thus, if the number of segments lost is largerthan the di�erence between the current value of the congestion window and theretransmit threshold (3 with TCPSACK), the TCPSACK sender will be forcedto wait for the expiration of the retransmission timeout. The packet tracesgathered during the simulations revealed that for the privileged source, 50% ofthe segment losses occured in groups of at least two segments, with a sequencegap of less than 65535 bytes between the lost segments. with a 9140 bytes MSS,the retransmission timer expired on average 10 times per 10 MBytes transfer,
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Figure 17 TCP throughput withPMCRbackground = 9 * 5000 cells/secwhile with the 1460 bytes MSS, it expired on average only once per 10 MBytestransfer. This explains the large di�erence between the 9140 and the 1460 bytesMSS.Simulations performed with TCPSACK and heterogenous MSS sizes in aLAN environment showed that the WFQ-based implementation achieved a bet-ter fairness that the proposed FIFO-based implementation. With TCPSACK ,there were almost no di�erence when the privileged source used a 512 bytesMSS while the background sources used a 9140 bytes MSS or the opposite [2].In both cases, the privileged source was able to achieve almost its weighted fairthroughput.8 WAN SIMULATIONS WITH THE WFQ-BASED IMPLEMENTATIONTo evaluate the performance of TCP in a wide area network, we performednew simulations with the same network topology as in �gure 2 , but with thedelay on the NNI link set to 10 milliseconds and the delay on the UNI linksset to 2.5 milliseconds. Thus, without taking into account the queueing delays,the round-trip-time time in this network is 30 milliseconds. To fully utilize thelink, the TCP sources should use a window size at least equal to the bandwidthdelay product. The simulations performed with a slightly larger window size(550 KBytes) showed that with TCPSACK the privileged source was not able
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Figure 18 TCPSACK with 64 KBytes window and 9140 bytes MSS in LANto utilize its reserved throughput (�gure 20), although the throughput of theprivileged source was much higher than with the FIFO-based implementation.The main reason for the low TCP throughput is again the long time spentby the privileged TCP source in congestion avoidance phase with a congestionwindow which is smaller than MCR � rtt. Further work is needed to evalu-ate whether the WFQ-based implementation can be improved. A fair bu�erallocation scheme such as the one proposed in [15] might improve the perfor-mance of the simple WFQ-based implementation as in a WAN, the per-VCaverage occupancy of the output bu�er of the bottleneck switch indicates thatthe privileged source uses less bu�er space on average than each backgroundsource.9 IMPACT OF TAGGING ON THE TCP PERFORMANCE WITH THEWFQ-BASED SWITCH IMPLEMENTATIONIn the previous sections, we have discussed the performance of TCP with theWFQ-based switch implementation used with the GFR.1 conformance de�ni-tion. In this section, we evaluate the performance of TCP with the same im-plementation used with the GFR.2 conformance de�nition. Thus, we insertedan F-GCRA on the UNI links to tag the AAL5-PDUs which are not eligible forthe bandwidth guarantee.
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Figure 19 TCPSACK with 64 KBytes window and 1460 bytes MSS in LANLAN SimulationsSimulations performed with 64 KBytes windows, TCPSACK and homogeneousMSS sizes (9140 or 1460 bytes) for the privileged and the background sourcesproduced similar results as those presented in section 17. Thus, in this case,the tagging performed by the FGCRA did not seem to have an inuence onthe throughput of the privileged and background sources.Simulations performed with heterogeneous MSS sizes show that unfairnessmay occur, but the unfairness di�ers from the unfairness discussed with theFIFO-based implementation. Figure 21 shows the throughput achieved byTCPSACK in a LAN when the MSS size of the privileged source is set to 9140bytes, while the background sources use a 512 bytes MSS size. In this case,there is no signi�cant unfairness. However, the simulations show that when theprivileged source uses a 512 bytes MSS size, while the background sources usea 9140 bytes MSS size, a large unfairness occurs (�gure 22 ). In this case, thelower throughput for the privileged source is mainly due to the large numberof expirations of its retransmission timer. This is in contrast with the simu-lations performed with the proposed FIFO-based implementation (�gure 14)where the number of expirations of the retransmission timer of the privilegedsource was very low and the low throughput was caused by the slow increaseof the congestion window. With an MCR set to 20000 cells per second, the re-
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Figure 20 TCPSACK throughput with 550 KBytes window in a WANtransmission timer of the privileged source expired more than 20 times per 10MBytes transfer during the simulations with the WFQ-based implementationreported in �gure 22 while it expired only once per 10 MBytes transfer duringthe simulations with TCPdefault and the FIFO-based implementation reportedin �gure 14. Similar unfairness occured with TCPfast.WAN SimulationsIn a WAN, the impact of tagging on the TCP throughput is much higher thanin a LAN. The simulations performed with a 550 KBytes window size showedthat with TCPSACK the privileged source was not able to utilize its reservedthroughput (�gure 23). It should be noted that when tagging is used at thenetwork access point, the TCPSACK throughput of the privileged is much lowerin a WAN than when no tagging is used.The main reason for the low performance of TCP lies in how TCP is able toadapt its rate to a tra�c contract enforced by th F-GCRA. Let us for exampleconsider the WAN simulation with TCPSACK shown in �gure 23. When theMCR of the privileged source is set to 180000 cells per second, while the MCRof each background source is set to 20000 cells, the privileged source should onlytransmit at a rate slightly above 180000 cells per second on average as this isthe rate it should receive from the WFQ scheduler on the bottleneck switch.
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Figure 21 TCPSACK throughput with 64 KBytes window and 9140 bytes MSS forprivileged source and 512 bytes MSS for background sourcesThe simulations show that this does not happen. In fact, the measurements ofthe arrival rate (averaged during a period of 100 milliseconds) of the privilegedsource at the bottleneck switch show that the privileged source almost does noteven reach its reserved throughput during a 100 milliseconds period (�gure 24).However, even if on average the privileged source does not utilize its reservedbandwidth its AAL5-PDU ow is too burtsy for the F-GCRA. On average, morethan one �fth of the AAL5-PDUs sent by the privileged source are tagged bythe F-GCRA. This is mainly due to the fact that the congestion control schemeused by TCP forces the tra�c to be bursty. During slow-start, the tra�c isbursty because of the exponential increase of the congestion window. Duringcongestion avoidance, the tra�c is also bursty. When the congestion windowis smaller than the bandwidth delay product, TCP sends a congestion windowworth of segments, then is idle until the return of the acknowledgements.10 RELATED WORKA few simulation studies of TCP with the GFR service category have beendiscussed at the ATM Forum [20] [12]. [20] discusses the performance of TCPin a LAN environment with a FIFO scheduler, a round-robin scheduler anda weighted round robin (WRR) scheduler. Their simulations show, like our
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Figure 22 TCPSACK throughput with 64 KBytes and 512 bytes MSS for privilegedsource and 9140 bytes MSS for background sourcessimulations, that the FIFO scheduler and the round-robin scheduler are notsu�cient, even when combined with a F-GCRA to support the GFR serviceguarantees. They note that with such schedulers, \the way to ensure a mini-mum rate guarantee is with a combination of a large packet size and LBO closeto zero". Our simulations disagree with this conclusion. This di�erence be-tween our simulations and those discussed in [20] is due to the fact that theyuse a 100 �sec granularity for the TCP retransmission timer in their simula-tion model. We do not consider such a low granularity to be a good model ofcurrent TCP implementations. [12] proposes another implementation for theGFR service category in FIFO switches and studies briey the performance ofTCP with this switch implementation.11 CONCLUSIONIn this paper, we have studied the performance of TCP when each TCP con-nection is carried by one ATM VC with a minimum guaranteed bandwidthprovided by the GFR service category. We have shown that TCP has severaldi�culties to utilize the minimum guaranteed bandwidth of the underlying VC.We have discussed the performance of three variants of TCP with the proposed



A Simulation study of TCP with the GFR service category 49

0

1e+07

2e+07

3e+07

4e+07

5e+07

6e+07

7e+07

8e+07

0 50000 100000 150000 200000

T
hr

ou
gh

pu
t [

bi
ts

/s
ec

]

MCR for privileged source [cells/sec]

Privileged source
Mean for each background source

Reserved throughput for privileged source
Reserved throughput for each background source

Figure 23 TCPSACK throughput with 550 KBytes window in WANFIFO-based and WFQ-based switch implementations and shown their respec-tive limitations.With the proposed FIFO-based switch implementation and the GFR.2 con-formance de�nition, the performance of TCP was never satisfactory. Within�nite bu�ers in the switches, the TCP throughput is almost independent ofthe MCR of the underlying VC. This is not desireable since a VC with a largeMCR should achieve a higher throughput than a VC with a much lower MCR.When the switch bu�ers were smaller, the performance of TCP was still notsatisfactory. In this case, the TCP sources with a large MCR could not ef-�ciently utilize their minimum guaranteed bandwidth. The low performanceof TCP with the FIFO-based switch implementationwas caused by two mainfactors. First, the TCP tra�c is bursty. Due to this burstiness, the F-GCRAused in the UPC at the ingress of the network tag a large fraction of the AAL5-PDUs, even when the long term average throughput of the VC is smaller thanthe MCR. Second, the FIFO-based switch implementation serves the taggedAAL5-PDUs as best-e�ort independently of the MCR of their VCs.With the proposed WFQ-based switch implementation and the GFR.1 con-formance de�nition, the performance of TCP was much better than with theproposed FIFO-based implementation and the GFR.2 conformance de�nition.When no losses occured (e.g. in a LAN environment with small TCP win-dows), the proposed WFQ-based implementation allowed each TCP source to
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Figure 24 Arrival rate on bottleneck switch for privileged source
e�ciently utilize its minimum guaranteed bandwidth and the unreserved band-width was shared among the di�erent VCs in proportion to their respectiveMCR. When losses occured (e.g. in a LAN environement with small switchbu�ers or in a WAN environment), the performance of TCP was lower, butstill much better than with the FIFO-based implementation. This lower per-formance was mainly caused by the retransmission and congestion avoidancemechanisms used by TCP which are not aware of the minimum guaranteedbandwidth of the underlying GFR VC. These performance problems could prob-ably be partially solved by modifying TCP in a similar way as proposed in [8]for the controlled load service in an integrated services Internet.When we used the GFR.2 conformance de�nition with the proposed WFQ-based switch implementation, the TCP performance was lower than when weused the GFR.1 conformance de�nition. This is mainly due to two factors.First, the TCP tra�c is very bursty and a fraction of the AAL5-PDUs trans-mitted on a VC may be tagged by the UPC even if the long term averagethroughput of this VC is much below its MCR. Second, the proposed WFQ-based implementation discards these CLP=1 AAL5-PDUs when the bu�er oc-cupancy is relatively small.
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