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Abstract

The ability of project managers to make reliable cash flow predictions enhances project cost flow control and management. Reliable
cash flow prediction over the course of a construction project puts the project manager in a better position to identify potential problems
and develop appropriate strategies to mitigate the negative effects of such on overall project success. Therefore, managers should monitor
project progress using cash flow data, which has unique characteristics, as time series data. However, the complex, mutable nature of
construction projects currently requires significant reliance on experience and expert opinions to predict cash flow on an ongoing basis.
Recent studies have indicated good potential for using artificial intelligence to reduce reliance on human input in cash flow prediction
processes. The Evolutionary Fuzzy Support Vector Machine Inference Model for Time Series Data (EFSIMT), an artificial intelligence
hybrid system focusing on the management of time series data characteristics which fuses fuzzy logic (FL), weighted support vector
machines (weighted SVMs) and a fast messy genetic algorithm (fmGA), represents a promising alternative approach to predicting cash
flow. Simulations performed on historical cash flow data demonstrate the EFSIMT is an effective tool for predicting cash flow.
� 2010 Elsevier Ltd and IPMA. All rights reserved.
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1. Introduction

Compared to other businesses, the construction industry
faces higher risks due to significant uncertainties inherent
in the operating environment. A considerable proportion
of business failures in this sector can be attributed to finan-
cial factors (Touran et al., 2004; Khosrowshahi and Kaka,
2007). Russell (1991) stated that the primary instigator in
over 60% of construction company failures is financial
trouble, attributable to economic factors such as insuffi-
cient profits, high interest rates, loss of market, reduced
consumer spending and negative or stagnant sector growth.

During project implementation, cash flow is the most
critical factor affecting profitability (Hwee and Tiong,
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2002). Good operational performance in terms of cash flow
control and management impacts significantly upon project
management and project success. In light of the vital role
played by proper cash flow management, early knowledge
of project cash flow trends should represent a critical
advantage in terms of ensuring project profitability and
creating competitive advantage. Hence, the project man-
ager who continuously monitors cash flow management
has a better chance to identify and control potential prob-
lems and minimize negative effects that may impact upon
overall project success (Ko, 2002; Hwang and Liu, 2005).
Russell et al. (1997) opined that such an approach may
employ time-dependent variables that change through the
construction progress. However, predicting project perfor-
mance dynamically in terms of cash flow is exceedingly dif-
ficult, as each time point is associated numerous time-
dependent variables.

Using time-dependent variables during project imple-
mentation to proactively control project performance
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sequentially in time as the project progresses is a time series
problem. Fundamentally, the goal of time series problems
is to predict or forecast future values using series history
and, potentially, other relevant series or factors (Cryer
and Chan, 2008). Various methods and approaches that
use traditional statistical methods or AI techniques have
been developed to deal with time series problems as well
as to forecast and control cash flow. A survey conducted
by Sapankevych and Sankar (2009) found time series anal-
ysis methods including autoregressive filters, Kalman fil-
ters, artificial neural networks (ANNs) and support
vector machines (SVMs) have been applied in various
fields. They also found that the most important current
application of time series analysis is in financial forecasting.

Boussabaine and Kaka (1998) employed a neural net-
work in cash flow forecasting and control in order to over-
come the inability of prevalent models based on the
regression technique to perform multi-attributes nonlinear
mapping. In addition, Boussabaine and Elhag (1999) used
a fuzzy technique that increased the effectiveness of cash
flow analysis conducted under conditions in which cash
flow at particular valuation stages is uncertain. Park
et al. (2005) proposed a cash flow forecasting model for
construction projects that considered both variable cost
weights and time lag. Based on their findings, this model
asserted that most previous models developed to predict
cash flow addressed realities current in the planning phase,
but not necessarily in the construction phase, where uncer-
tain factors can impact upon costs, resource allocations,
and timelines.

Currently, artificial intelligence (AI) techniques are con-
sidered an alternative approach to solving construction
management problems. Some researchers also have been
working to combine different AI techniques, as fusing dif-
ferent AI techniques can achieve model performance better
than that possible using only one technique (Ko, 2002;
Cheng and Wu, 2009). The primary objective of this
research study was to facilitate a proactive approach to
monitor cash flow management as part of construction
project performance control mechanisms by developing
an AI hybrid system that fused fuzzy logic (FL), weighted
support vector machines/(weighted SVMs) and fast messy
genetic algorithms (fmGA). To achieve this objective, FL,
weighted SVMs and fmGA were fused into an Evolution-
ary Fuzzy Support Vector Inference Model for Time Series
Data (EFSIMT). EFSIMT searched simultaneously for fit-
test distribution of membership functions (MFs) and
defuzzification parameters as well as for fittest weighted
SVMs hyperparameters and lower bound of weighted data.
The summit and width representation method (SWRM)
was used to encode MFs (Ko, 2002). The proposed system
was verified and validated using data gathered from a con-
struction contractor in Taipei. Data was presented in terms
of standard cumulative cost-time curves generated in the
process of executing condominium high rise projects
between 1996 and 2006. In addition, the performance of
the proposed system was compared with SVMs and the
Evolutionary Support Vector Inference Model (ESIM)
developed by Cheng and Wu (2009).

2. Overview of time series analysis, FL, weighted SVMs and

fmGA

2.1. Time series analysis

Time series analysis is a powerful data analysis tech-
nique. Fundamentally, the goal of time series analysis is
twofold. According to Cryer and Chan (2008) the first goal
is to find a suitable mathematical model for data, while the
second is to predict or forecast future values in the series
based on established patterns and, possibly, other related
series or factors.

Over the past several decades, volumes of technical liter-
ature have been written about linear prediction in time ser-
ies analysis, covering such approaches as smoothing
methods, the Box and Jenkins time series model and auto
regression model. Accurate and unbiased estimation of
time series data produced by these linear techniques cannot
always be achieved, as real word applications are generally
not amenable to linear prediction techniques (Sapankevych
and Sankar, 2009). Real world time series applications are
fraught by highly nonlinear, complex, dynamic and uncer-
tain conditions in the field. Thus, estimation requires devel-
opment of a more advanced time series prediction
algorithm, such as that developed using an AI approach.

Refenes et al. (1997) expressed that structural change is
a time series data characteristic that should always be taken
into account in all methodological approaches to time-ser-
ies analysis. In the light of this characteristic, Cao et al.
(2003) expressed that more recent data could provide more
relevant information than could distant data. Conse-
quently, recent data should be assigned weights that are rel-
atively greater than weights assigned to earlier data. Cao
et al. (2003), Khemchandani et al. (2009) effectively
adopted this approach, using AI techniques such as SVMs
and weighted SVMs, in financial time series forecasting
applications.

2.2. Fuzzy Logic

Fuzzy Logic (FL), a popular AI technique invented by
Zadeh in 1960s, has been used in forecasting, decision mak-
ing and action control in environments characterized by
uncertainty, vagueness, presumptions and subjectivity
(Bojadziev and Bojadziev, 2007). FL simulates the human
decision-making process by employing approximate rea-
soning logic (Zadeh, 1965). Heshmaty and Kandel (1985)
expressed that FL provides a more realistic approach than
that used by traditional mathematical models to address
phenomena in nature characterized by vagueness and
uncertainty.

FL consists of a set of rules that relates a set of inputs
to a set of outputs. Quantitative relationships are estab-
lished through an MF between actual variable values and
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qualitative, linguistic variables used in ‘if-then’ rules.
Therefore, linguistic variables described by MFs and fuzzy
if-then rules play an essential role in FL applications
(Zadeh, 1973).

FL consists of four major components: fuzzification,
rule base, inference engine and defuzzification. Fuzzifica-
tion is a process that uses MFs to convert the value of input
variables into corresponding linguistic variables. The
result, which is used by the inference engine, stimulates
the human decision-making process based on fuzzy impli-
cations and available rules. In the final step, the fuzzy
set, as the output of the inference process, is converted into
crisp output. This process, which reverses fuzzification, is
called defuzzification (Klir and Yuan, 1995).

Despite the advantages of FL, the approach has a num-
ber of problems; including identifying appropriate MFs
and number of rules for application. This process is subjec-
tive in nature and reflects the context in which a problem is
viewed. The more complex the problem, the more difficult
MF construction and rules become (Ko, 2002). These
shortcomings are seen by some researchers as optimization
problems, as determining MF configurations and fuzzy
rules is complicated and problem oriented. To overcome
remaining difficulties, some researchers have tried to fuse
FL with AI optimization techniques such as sGA and ant
colony (Ishigami et al., 1995; Martinez et al., 2008). These
optimization methods have demonstrated their ability to
minimize time-consuming operations and the level of
human intervention necessary to optimize MFs and fuzzy
rules.

2.3. Weighted Support Vector Machines

Weighted Support Vector Machines (weighted SVMs)
are also known as Fuzzy Support Vector Machines
(FSVMs); a name proposed by Fan and Ramamohanarao
(2005) as weight is effectively the fuzzy membership
addressed for each training data point.2 FSVMs were
developed by Lin and Wang (2002) to enhance support vec-
tor machines (SVMs) abilities to reduce the effect of outli-
ers and noise in data points. While SVMs theory has been
demonstrated very powerful in solving classification prob-
lems (Burges, 1998), it has drawbacks. For example, SVMs
treat all training points of a given class uniformly, however
in many real world applications, not all training data point
are equally important for classification purposes. To solve
this problem, Lin and Wang (2002) applied a fuzzy member
to each input data point in an SVMs, thus allowing differ-
ent input data points to contribute differently to the learn-
ing decision surface. In such time series prediction
problems, the older training points are associated with
lower weights such that the effect of older training points
can be reduced when the regression function is optimized.
2 In this paper, to avoid confusion with the FL technique, the term
“weighted SVM” is used.
Given a set S of labeled training data points associated
with weights

ðy1; x1; s1Þ; . . . ; ðym; xm; smÞ ð1Þ
where xi 2 Rn is the input vector, yi 2 R is the desired value
and r 6 si 6 1 is a weight for ðxi; yiÞði ¼ 1; . . . ;mÞ and a
sufficiently small r > 0 represents the lower bound of
weighting data. The weighted SVMs for regression solves
and optimizes:

Minimize
1

2
w � wþ C

Xl

i¼1

siðni þ n�i Þ ð2Þ

Subject to

yi � ðw � uðxiÞ þ bÞ 6 eþ ni;

ðw:uðxiÞ þ bÞ � yi 6 eþ n�i ;

ni; n
�
i 6 0

8><
>:

where C is a constant and uðxÞ is the high dimensional fea-
ture space, which is nonlinearly mapped from input space
x. ni and n�i represent upper and lower training errors,
respectively. It should be noted that a smaller si reduces
the effect of the parameter ni in Eq. (2), such that the cor-
responding point uðxiÞ is treated as less important.

To above optimization problem can be transformed into

Maximize W ðaÞ ¼ � 1

2

Xl

i;j¼1

ðai � a�i Þðaj � a�j ÞKðxi; xjÞ

� e
Xl

i¼1

ðai þ a�i Þ þ
Xl

i¼1

yiðai � a�i Þ ð3Þ

Subject to
Xl

i¼1

yiai ¼ 0; 0 6 ai 6 siC; i ¼ 1; . . . ; l

and the Karush-Kühn–Tucker condition is defined as

aiðeþ ni � yi þ w � xi þ bÞ ¼ 0; i ¼ 1; . . . ; l; ð4Þ
a�i ðeþ n�i þ yi � w � xi � bÞ ¼ 0; i ¼ 1; . . . ; l; ð5Þ
ðsiC � aiÞni ¼ 0; i ¼ 1; . . . ; l; ð6Þ
ðsiC � a�i Þn�i ¼ 0; i ¼ 1; . . . ; l: ð7Þ

Point xi with the corresponding a�i > 0 is a support vec-
tor. The other type of support vector, with corresponding
0 6 að�Þi 6 siC, lies on the e-insensitive tube around the
decision function. The one with corresponding a�i ¼ siC is
outside the tube. An important difference between SVMs
and weighted SVMs is that the points with the same value
of að�Þi may indicate a different type of support vector in
weighted SVMs due to the factor si (Lin, 2004).

K(xi, xj) in Eq. (3) is defined as the kernel function. The
value of the kernel is equal to the inner product of two vec-
tors Xi and Xj in the feature space uðxiÞ and uðxjÞ; that is,
Kðxi; xjÞ ¼ uðxiÞ � uðxjÞ. The chosen kernel function must
fulfill Mercer’s condition, which determines whether a pro-
spective kernel is actually an inner product in some space
and guarantees that unique global optimal solutions are
achieved (Burges, 1998). Several admissible kernel func-
tions used today include the polynomial kernel, radial basis
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function (RBF) and sigmoid kernel. However, the RBF
kernel has been recommended for general users as a first
choice due to its ability to analyze higher-dimension data,
use of only one hyperparameter to search, and fewer
numerical difficulties (Hsu et al., 2003).

In sequential learning and inference methods such as
time series problems, where a point from the recent past
may be given greater weight than a point from further in
the past, function of time ti can be selected as the weighted
SVMs si scheme.

si ¼ f ðtiÞ ð8Þ
with this scheme assuming the last point xm as the most
important and sm ¼ f ðtmÞ ¼ 1 and the first point x1 as the
least important, and choosing s1 ¼ f ðt1Þ ¼ r (Lin and
Wang, 2002). Lin and Wang (2002) proposed two time
functions, linear and quadratic, as shown in Eqs. (8) and
(9). Both have been used by Khemchandani et al. (2009)
on financial time series forecasting problems, who demon-
strated their abilities to deliver better results than SVMs.

si ¼ flðtiÞ ¼ ati þ b ¼ 1� r
tm � t1

ti þ
tmr� t1

tm � t1

ð9Þ

si ¼ fqðtiÞ ¼ aðti � bÞ2 þ c ¼ ð1� rÞð ti � t1

tm � t1

Þ2 þ r ð10Þ

Like SVMs, using weighted SVMs presents the user with
a problem of how to set optimal parameters, as parameter
selection affects weighted SVMs prediction accuracy. The
three parameters that must be optimized when using RBF
kernels include the penalty parameter (C), kernel parameter
(c) and lower bound of weighting data parameter (r). To
overcome this drawback, an optimization technique (e.g.,
fmGA) may be used to identify best parameters simulta-
neously (Cheng and Wu, 2009).

2.4. Fast Messy Genetic Algorithm

Fast messy genetic algorithms (fmGA) are a recently
developed machine learning and optimization tool based
on a genetic algorithm approach that can efficiently find
optimal solutions for large-scale permutation problems.
Such differ from simple genetic algorithms (sGAs), which
describe possible solutions using fixed length strings. fmGA
applies messy chromosomes to form strings of various
lengths (Feng and Wu, 2006).

The fmGA was developed by Goldberg et al. (1993) as
an improvement on the messy genetic algorithm. mGAs
were initially developed to overcome the sGA linkage prob-
lem, which resulted from a parameter coding problem that
could generate suboptimal solutions (Goldberg and Deb,
1991). However, mGA faced a problem as well. Goldberg
et al. (1993) proposed three modifications in order to
reduce the size of the initial population as well as mGA
execution time initialization and primordial phase. Those
modifications utilize probabilistically complete initializa-
tion (PCI) instead of partially enumerative initialization
(PEI), use building block filtering (BBF), and take a more
conservative approach to thresholding in tournament
selection.

A messy chromosome is a collection of messy genes. A
messy gene in fmGA is represented by the paired values,
“allele locus” and “allele value”. Allele locus indicates gene
position and allele value represents the value of the gene in
that position. Consider the two messy chromosomes as fol-
lows: chromosome C1: ((1 0) (2 1) (3 1) (1 1)) and C2: ((3 1)
(1 0)) both represent valid strings with lengths of three. As
the above example shows, messy chromosomes may have
various lengths. Moreover, messy chromosomes may be
either “over-specified” or “underspecified” in terms of
encoding bit-wise strings. Chromosome C1 is an over-spec-
ified string, which has two different values in the gene 1 posi-
tion. To handle this over-specified chromosome, the string
may be scanned from left to right following the first-
come-first-served rule. Thus, C1 represents bit string 011.
On the other hand, a competitive template would be
employed to evaluate an underspecified chromosome, such
as C2. The competitive template is a problem-specific, fixed-
bit string that is either randomly generated or found during
the search process. As shown in Fig. 1, if the competitive
template is 111, C2 represents bid string 011 by assigning
corresponding allele values in the position of gene 2 from
the competitive template to represent missing genes.

The fmGA contains two loop types – inner and outer.
The process starts with the outer loop. Firstly, a competi-
tive template is generated. The competitive template is a
problem-specific, fixed-bit string that is randomly gener-
ated or found during the search process. Each outer loop
cycle is called one “era”, each of which iterates over the
order k of processed building blocks (BBs). A building
block is a set of genes, which are a subset of strings that
are short, low-order and high-performance.

With the start of each new era, the three phase opera-
tions of the inner loop, including the initialization phase,
the BBF or primordial phase, and the juxtapositional
phase, are invoked. In the initialization phase, an ade-
quately large population contains all possible BBs of order
k. fmGA performs the PCI process at this stage, which ran-
domly generates n chromosomes and calculates their fitness
values. There are two operations in the primordial phase,
namely BBF and threshold selection. In the primordial
phase, ‘bad’ genes that do not belong to BBs are filtered
out, so that, in the end, the resultant population encloses
a high proportion of ‘good’ genes belonging to BBs. In
the juxtaposition phase, operations are more similar to
those of sGAs. The selection procedure for good genes
(BBs) is used together with a cut-and-splice operator to
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form a high quality generation, which may contain the
optimal solution.

Once the inner loop is finished, the next outer loop
begins. The competitive template is replaced by the best
solution found so far, which becomes the new competitive
template for the next era. The whole process is repeated
until the maximum number kmax is reached. The fmGA
can also perform over “epochs”. This term is used to
describe a complete process that starts from a first era
and continues until kmax. The best solution found in one
complete process is passed to succeeding epochs though
the competitive template. Epochs can be performed as
many times as desired. The algorithm is terminated once
a good-enough solution is obtained or no further improve-
ment is made. Fig. 2 shows the organization of fmGA,
where e represents epoch and k represents era.

3. Evolutionary Fuzzy Support Vector Machine Inference
Model for Time Series Data

Once the disadvantages of a particular technique are
understood and appreciated, they may be offset by the
advantages of other techniques. The developed EFSIMT

model is a hybrid AI system that fuses three different AI
techniques; namely FL, weighted SVMs and fmGA.
EFSIMT, based on the FL paradigm, was developed to
simulate the process of human inference. In this comple-
mentary system, FL deals with vagueness and approximate
reasoning; weighted SVMs act as a supervised learning tool
to handle fuzzy input–output mapping and focused on time
series data characteristics; and fmGA works to optimize
FL and weighted SVMs parameters.

The ability of FL to deal with vagueness and uncertainty
depends heavily on the appropriate distribution of mem-
bership functions, number of rules and selection of proper
fuzzy set operations. FL parameter construction is not
easy, as they are problem oriented and rely heavily on
expert knowledge. Therefore, weighted SVMs and fmGA
have been introduced to resolve such issues.

EFSIMT architecture is shown in Fig. 3. In the figure,
the fuzzy inference engine and fuzzy rules based on the con-
ventional FL system are replaced by weighted SVMs. How-
ever, the generalizability and predictive accuracy of
weighted SVMs are determined by searched problem
parameters, including the optimal penalty parameter, ker-
nel parameters and lower bound of the weighted data
parameter. To overcome this shortcoming, EFSIMT uti-
lizes fmGA to search simultaneously for optimum weighted
SVMs parameters and FL parameters.

An explanation of major steps involved in EFSIMT is
given below:

(1) Training data. The EFSIMT uses sequential data as
training data. Sequential data reflects identified attri-
butes, and training data are normalized into a (0, 1)
range, which helps avoid attributes with greater
numeric ranges dominating those with smaller
numeric ranges, and also helps avoid numerical diffi-
culties (Hsu et al., 2003). The function used to nor-
malize data is shown in Eq. (10).
xsca ¼
ðxi � xminÞ
xmax � xmin

ð11Þ
(2) Data weighting. In this research, the LIBSVM devel-
oped Chang and Lin (2001) was embedded into the
EFSIMT model. Each training data point was
weighted to the time function using either a linear
or quadratic function, as shown in Eqs. (8) and (9).
The last point xm, from the recent past, was treated
as the most important and, as such, had a weighting
value sm set to 1. The first point x1, from the most dis-
tant past, was treated as least important, and was
given a weighting value s1 of r. In this step, the lower
bound of weighting data parameters (r) were gener-
ated randomly in range 0.1–1 and encoded by fmGA.
Fig. 4 illustrates that points from recent past were
given more weight than those from the more distant
past in accordance with two different types of time
function – linear and quadratic.

(3) Fuzzification. This is a process that converts each nor-
malized input variable value from the first step into
corresponding membership grades. MFs are used to
represent the relationship and also to map normal-
ized input variables to corresponding membership
grades. This study used trapezoidal MFs and triangu-
lar MFs shapes (see Fig. 5) that, in general, may be
developed by referencing summit points and widths
(Ishigami et al., 1995). The summit and width repre-
sentation method (SWRM) was used in this study to
encode complete MF sets (see Fig. 5c) (Ko, 2002).
Each normalized input pattern was converted to
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membership grades corresponding to the specific MF
set generated and encoded by fmGA. Fig. 6 illustrates
the fuzzification process.

(4) Weighted SVMs training model. In this step,
weighted SVMs developed based on SVMs are
deployed to handle fuzzy input–output mapping.
Fuzzification process output, in the form of mem-
bership grades, act as fuzzy input for weighted
SVMs. Weighted SVMs train this dataset to obtain
the prediction model. Weighted SVMs use penalty
(C) and kernel parameters (c), which are generated
randomly and encoded by fmGA. This study used
the RBF kernel as reasonable first choice (Hsu
et al., 2003).

(5) Defuzzification. Once the weighted SVMs has finished
the training process, output numbers are expressed in
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terms of the fuzzy set, and must be converted into a
single real number. This conversion process is called
defuzzification. Employing fmGA, the EFSIMT gen-
erates a random dfp substring and encodes it to con-
vert weighted SVMs output. This evolutionary
approach is simple and straightforward, as it uses
dfp as a common denominator for weighted SVMs
output.

(6) fmGA parameter search. The fmGA is utilized to
search simultaneously for the fittest shapes of MFs,
dfp, penalty parameter C, RBF kernel parameter c
and the lower boundary of weighting data parameter
r. The fmGA works based on the concept of genetic
operations. For this reason, chromosome design
plays a central role in achieving objectives. The chro-
mosome that represents a possible solution for
searched parameters consists of five parts: the MFs
substring, dfp substring, penalty parameter substring,
kernel parameter substring and lower bound of
weighting data substring. Every substring has a spe-
cific length that should fit within certain requirements
corresponding to the searched parameter, including
length of decimal point string and upper and lower
parameter bounds, among others.

The chromosome, as the model variable in EFSIMT, is
encoded into a binary string. Chromosomes consist of
two segments, including FL and weighted SVMs. The FL
segment contains MF and dfp substrings. The weighted
SVMs segment contains penalty parameters C, kernel
parameter c from the RBF function and the lower bound-
ary of weighting data parameter r. Fig. 7 illustrates the
chromosome structure.

As mentioned above, MF substrings are encoded using
the SWRM method, which defines the distribution of
uneven MFs by their summits and widths (see Fig. 5c).
In Fig. 5a, summits of the trapezoidal MF are sm1 and
sm2, whereas left and right widths are wd1 and wd2,
respectively. A triangular MF may be regarded as a spe-
cial trapezoidal MF case, in which sm1 = sm2. A complete
MF set includes two shoulders. Fig. 5c shows the com-
plete trapezoidal MF set, consisting of five summit points
(sm1, sm2, sm3, sm4, sm5) and four widths (wd1, wd2, wd3,
wd4).

Applying the SWRM method, the required length of the
MF binary substring RLMF may be defined as follows:

RLMF ¼ rncMF � ðnsm � rlsm þ nwd � rlwdÞ ð12Þ
where rncMF represents the required number of complete
MF sets, nsm represents the number of summits in a com-
plete MF set, rlsm represents the required length for a sum-
mit depending on the demand, nwd represents the number
of widths in one complete MF set, and rlwd represents the
required demand-dependent width. Considering that each
input variable uses a common complete MF set to fuzzify
crisp input data, rncMF is carried as follows:
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rncMF ¼

1 if all input variables use a common

complete MF set

niv if each input variable uses its individual

complete MF set

8>>><
>>>:

ð13Þ
where niv represents the number of input variables.

The dfp is a number searched by fmGA that will convert
fuzzy output from the inference engine into crisp output.
The required length rlx of the dfp binary substring may
be defined by adapting the variable mapping function
Gen and Cheng (1997) from domain ½lbx; ubx�, as follows:

2rlx�1 < ðubx � lbxÞ � 10rp
6 2rlx � 1 ð14Þ

where rp is the required places after the decimal point, and
lbx and ubx are the lower and upper bound values of vari-
able x. For the weighted SVMs parameter segment, which
contains three substrings (i.e., the penalty parameter C sub-
string, gamma c substring and sigma r substring), the re-
quired length of each binary C, c and r substrings, are
also computed using Eq. (13). Table 1 summarizes param-
eter settings and number bits required for chromosome
design.

(7) Fitness evaluation. Every chromosome that represents
MFs, dfp, C, c and r is encoded and used to train the
dataset. Model accuracy is obtained when a predic-
tion model of the train dataset is gained. Each chro-
mosome is further evaluated using a fitness function.

The fitness function was designed to measure model
accuracy and the fitness of generalization properties (Ko,
2002). This function describes the fittest shape of MFs,
optimized dfp number and weighted SVMs parameters.
The fitness function integrates model accuracy and model
complexity, as expressed in Eq. (14)

f fi ¼ 1

caw � ser þ ccw � mc
ð15Þ

where caw represents the accuracy weighting coefficient, ser

represents the prediction error between actual output and
desired output, ccw represents the complexity weighting
coefficient, and mc represents model complexity, which
can be assessed simply by counting the number of support
vectors.
Table 1
Summary of EFSIMT parameter settings.

Parameter Upper bound Lower bound Number of bits

MF set – – 27a

C 200 0 5
c 1 0.0001 10
r 1 0.1 10
dfp 1 0.5 9

a Number of bits required for one complete MF set.
(8) Termination criteria. The process is terminated when
termination criteria are satisfied. While still unsatis-
fied, the model will proceed to the next generation.
As the EFSIMT uses fmGA, the termination criterion
used here is either number of era (k) or number of
epoch (e). The loop process continues when specified
criteria are not met.

(9) Optimal prediction model. The loop stops once the ter-
mination criterion is fulfilled, which means that the
prediction model has identified the input/output
mapping relationship with optimal C, c, r and dfp

parameters.

4. EFSIMT for project cash flow prediction

This section validates the performance of the hybrid sys-
tem EFSIMT on a real world cash flow prediction problem.
Data for the validation was obtained from a construction
contractor in Taipei and cover high rise projects built by
the contractor between 1996 and 2006. In this study cumu-
lative cost-time curves was employed to model cash flow
prediction.

As project cash flow problems are characterized by
sequential data, the EFSIMT holds the potential to solve
such. In this simulation, the EFSIMT adopted data
reported by Liu (2006). The data pool contains percentage
of expenditure cash flow (ECF) values taken from 13 sim-
ilar projects. Liu (2006) split data into two groups, with 11
projects used as training data and two treated as testing
data. Each project was divided into 20 sections, with each
representing interval periods of 5% total project comple-
tion. To develop historical data, three sequential periods
of ECF were used as input patterns, with the next used
as output (see Table 2). Thus, for 11 projects, we had a
total of 187 training data points, and 17 testing data points
for each test case.

The accuracy of the proposed system was evaluated
against other AI systems using RMSE and average error
percentage. Table 3 shows the RSME and average error
percentage per project comparison between the proposed
EFSIMT (linear and quadratic time functions) system
and two other AI systems (SVMs and ESIM). In this study,
as suggested by Hsu et al. (2003), the parameter setting for
Table 2
Example of sequential ECF training data from 1 project (Liu, 2006).

Case Input pattern Output

1 2 3
1st period (%) 2nd period (%) 3rd period (%) 4th period (%)

1 0.34 4.97 6.38 7.21
2 4.97 6.38 7.21 9.71
3 6.38 7.21 9.71 15.99
. . . . . . . . . . . . . . .

16 78.16 82.04 90.65 95.23
17 82.04 90.65 95.23 100



Table 3
RSME and average error percentage per project comparison between EFSIMT, SVM and ESIM.

Test case

Project 27 Project 36

EFSIMT SVM ESIM EFSIMT SVM ESIM

Lineara Quadraticb Linear Quadratic

RMSE per project 0.0231 0.0231 0.0362 0.0360 0.0323 0.0314 0.0558 0.0481
Average error percentage per project (%) 1.54 1.53 3.02 2.66 2.40 2.24 4.41 3.98
C parameter 44 44 1 0 31 31 1 0
c parameter 0.0030 0.0030 0.3333 0.7000 0.0109 0.0109 0.3333 1.0000
dfp parameter 0.9815 0.9821 – – 0.9815 0.9815 – –
r parameter 0.6032 0.8534 – – 0.7908 0.7908 – –

a Linear time function.
b Quadratic time function.
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SVMs, herein C and c, were set to 1 and 1
k, respectively,

where k represents number of input patterns.
Average RMSEs achieved by EFSIMT linear, EFSIMT

quadratic, SVMs and ESIM for both test cases were
0.0277, 0.0273, 0.0460, and 0.0421, respectively. The average
error percentages for both projects achieved by EFSIMT lin-
ear, EFSIMT quadratic, SVMs and ESIM were 1.974%,
1.887%, 3.715% and 3.320%, respectively. In comparing
the proposed system, the EFSIMT (using either linear or
quadratic functions) was found to perform better than either
SVMs or the ESIM. This is because the EFSIMT copes bet-
ter with time series data characteristics inherent to cash flow
data as well as with the complex relationships between input
and output variables and the uncertainty condition during
the construction phase. Moreover, it can be seen that the dif-
ferences between results obtained by EFSIMT linear and
quadratic function are not significant. This shows that there
is still room for improvement to find a better time function
to deal with project case flow prediction.

According to Kenley and Wilson (1986) and Kaka and
Price (1991) to ensure proposed system reliability, an
acceptable forecast range of error for the construction
industry should be within 3% of the contract amount.
Results obtained by EFSIMT, both linear and quadratic,
were within acceptable limits. In addition, these results
are more desirable than those obtained using the other
two methods, as average EFSIMT performance was signif-
icantly better than both SVMs and the ESIM. Therefore,
construction project managers may select and apply the
EFSIMT model to predict project cash flow during project
implementation.

5. Conclusion

This research proposed EFSIMT as a hybrid AI system
to facilitate a proactive approach to controlling project
performance focused on cash flow prediction. The EFSIMT

system was developed by fusing together FL, weighted
SVMs and fmGA. FL was used to address vagueness and
approximate reasoning; weighted SVMs were concerned
with fuzzy input–output mapping and focused on time ser-
ies data characteristics; and fmGA was deployed as an
optimization tool to handle FL and weighted SVMs search
parameters. The EFSIMT infused the advantages of several
current AI methods to enhance overall model effectiveness
and overcome weaknesses inherent in each individual
model. Moreover, by fusing FL and weighted SVMs, the
EFSIMT was able to overcome difficulties inherent in cash
flow problems, such as the complex relationship between
input and output variables and the uncertainty inherent
to the construction phase.

The EFSIMT model searches all possible MFs, defuzzifi-
cation parameters, and weighted SVMs parameters (i.e., C,
c, and r). The developed model reduced significantly the
level of human intervention required to determine MF
shapes and distributions through questionnaire surveys
and expert interviews. The developed model also success-
fully identified the optimum penalty parameter, kernel
parameter and lower bound of weighting data for weighted
SVMs. As such, the proposed system greatly decreases the
effort required to find optimum FL and weighted SVMs
parameters. This system may be used by professionals
without domain or AI knowledge. Hence, the EFSIMT

has great potential as a predictive tool for cash flow man-
agement to control project performance.

The level of accuracy of the EFSIMT was found to be
within acceptable limits. Moreover, EFSIMT model perfor-
mance was superior to both SVMs and ESIM. Simulation
results demonstrate EFSIMT validity when used for cash
flow prediction in construction projects. By applying
EFSIMT to cash flow problems, project managers can gain
advance knowledge of project cash flow trends. This model
can greatly assist project managers to control cash flow,
based on insight that gives project managers a better
opportunity to develop strategies that reflect actual condi-
tions in a quick and timely manner in order to ensure pro-
ject progress and profitability.
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