
Stability in ATM NetworksChengzhi Li�, Amitava Rahay, and Wei Zhao�AbstractIn this paper, we address the issues of stability inATM networks. A network is stable if and only if allthe packets have a bounded delay. We �rst considerATM networks with FCFS scheduling policy. We thenstudy networks with priority driven scheduling policy.For each network, we develop criteria for testing thestability of an ATM network and methods of derivingdelay bounds in a stable network.In previous work, the Cruz-Gallager-Parekh ringhas been a \benchmark" architecture to study the sta-bility problem. For example, Gallager and Parekhclaimed that the ring with size no more than fourswitches is stable when the total utilization of the linksis less than 100% [10]. We validated this result. Fur-thermore, we �nd that a ring with large number ofswitches is stable if the total utilization of the links isless than or equal to 73%.1 IntroductionIn this paper, we address the issue of stability incommunication networks. A network is said to be sta-ble if all the data packets experience bounded delayswithin the network. Obviously, unbounded packet de-lays will have a detrimental impact on the performanceof any distributed application communicating via thenetwork. Therefore, ensuring stability within the net-work has been a pivotal issue in the design and man-agement of communication networks. Network sta-bility has been a research problem studied by manyresearchers. For example, it was established that forsatellite packet switching using the ALOHA protocolif the network throughput is pushed much above 36%then the network can be potentially unstable [7].We choose ATM to address the issue of stability.ATM networks are expected to provide guaranteedquality of services (QoS). With the proliferation ofmultimedia applications, bounded delay has becomean important quality of service requirement. Hence,it is more important to ensure stability in ATM net-works.�Computer Science Dept., Texas A&M University, CollegeStation, TX 77840.yFujitsu Software Corporation, San Jose, CA 95134.

The objectives of this paper are to �rst develop cri-teria for testing the stability of an ATM network andthen once network stability is established, to deter-mine the delay bounds of all the connections in thenetwork.We �rst consider an ATM network in which �rstcome �rst service (FCFS) is the scheduling policy em-ployed at the multiplexors, (for example the outputlink schedulers of an ATM switch). We consider theFCFS scheduling policy because it is widely availablein practical networks. For networks with arbitrarytopology, we develop the stability criteria and an it-erative method to derive the delay bounds in a stablenetwork. We show that for a stable network the it-eration procedure converges. Further, we also showthat the criteria for stability in a FCFS based ATMnetwork also applies to a network using any work con-serving scheduling policy.The stability problem for ATM networks has beenaddressed by several researchers in the context ofa specialized ring topology (called Cruz-Gallager-Parekh ring)[1, 10]. This network presents (in somesense) the worst case scenario and becomes a \bench-mark" to compare the techniques and results in thestudy of stability. By applying theorems from �xedpoint theory and by utilizing the link transmissionconstraints we found that Cruz-Gallager-Parekh ringswith large ring size are stable if the total utilizationof the links is less than or equal to 73%. Our resultalso validates Parekh's claim that for Cruz-Gallager-Parekh ring's with ring size less than or equal to fourthe system is stable when the total utilization of thelinks is less than 100%[10].We also addressed the stability problem for a net-work with multiplexors employing a priority drivenscheduling mechanism. The stability of such networksdepends on the priority assignment mechanism em-ployed at the di�erent servers within the network. Wefound that one class of priority assignmentmechanism,namely a static, �xed, and globally distinct priorityassignment, will guarantee the stability as long as theutilization of the individual links is less than 100%.



2 Previous WorkConsiderable progress has been made recently to-wards solving the stability problem in ATM net-works. The key factor which causes instability inpractical ATM networks is the presence of cyclicinter-dependencies between the cell tra�c of di�er-ent connections. There have been several approachesto solve the problem. The �rst approach considersATM networks with specialized mechanism's (bothhardware and software) so as to prevent cyclic inter-dependencies between connections. Much of the pre-vious studies using this approach have concentratedon designing specialized scheduling policies for ATMswitches [5, 10, 15]. In [5, 15], non-work conserv-ing systems were studied where tra�c regulation andrestoration are used to ensure the network stability.In [10], system stability was ensured by considering aspecialized weight assignment for the PGPS schedul-ing policy in order to restore the connections tra�c atthe output of a sever.The other approaches deal with the problem us-ing information on network topology or applicationsemantics. For example, [1, 10] considered ATM net-works with the specialized ring topology. In [12], aCAC algorithm for real-time applications was devel-oped. The CAC algorithm addresses the tra�c depen-dence issue and determines if all the deadlines of real-time messages can be met. In this paper, we considergeneral ATM networks and establish stability criteriafor the networks with arbitrary topology and withoutdeadline speci�cations.3 Problem De�nitionIn this section, we formally introduce the problemof stability in ATM networks. First we present thepreliminary concepts and techniques which we employfor studying the problem. We will also introduce someof the notations and terminologies we use in the restof this paper.First, we develop an abstraction of the system.In an ATM network, hosts are connected to ATMswitches and ATM switches are connected to eachother using physical links. As an example, considerthe 4 switche ATM network shown in Figure 1. Al-though this example may not be representative of atypical ATM network, it is used to illustrate impor-tant concepts discussed in this paper. As shown inFigure 1, the switch itself consists of input ports, aswitching fabric, and output ports. An ATM cell ar-rives at an input port of a switch, is transported bythe switching fabric to an output port, and is trans-mitted along the physical link associated with the out-put port. We model the ATM network as a collection
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Swi tch 3Figure 1: An example of a four switch ATM network.of servers. A server is an abstraction of a networkcomponent that is traversed by a connection's cells.Therefore, the input ports, the switching fabric, theoutput ports, and the physical links can be modeledas servers serving ATM connections.The servers are classi�ed into two categories: con-stant servers and variable servers[1, 12, 13]. A con-stant server is the one that o�ers a constant delay toeach cell that uses it and does not by itself changethe tra�c ow characteristics of a connection. Forexample, physical links and the switching fabric areconstant delay line servers. The function of an inputport is to demultiplex the arriving cells based on theinformation in the cell header. This is achieved in con-stant time by the hardware associated with the inputport. Thus, we can also model the input port of anATM switch as a constant demultiplexor server. Thefunctionality of an output port of a switch is morecomplex. An output port may simultaneously receivecells belonging to di�erent connections competing fortransmission on the link associated with the outputport. Thus, cells may be bu�ered at an output portand transmitted in an order that is determined bythe scheduling discipline employed by the switch hard-ware. Note that an multiplexor server must be con-sidered as a variable server since the delay su�ered bya cell in this server varies depending upon the queuelength in the bu�er. Consequently, the tra�c charac-teristics of a connection at the output of this servermay di�er from that at the input.Figure 2 shows the same network modeled as a col-lection of servers serving four connectionsM1;M2;M3;
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Mult ip lexorFigure 2: Server representation of ATM network.and M4.Consider the connection M1 from Host 1 to Host 4shown in Figure 2. M1 traverses 9 delay line servers(5 physical links and 4 switching fabrics) and 4 de-multiplexor servers (input ports of 4 switches) all ofwhich are constant servers. M1 also traverses 4 multi-plexor servers (output ports of 4 switches) which arevariable servers. Recall that the constant servers serv-ing M1 only add a �xed amount of delay to M1's cellsand do not change M1's tra�c characteristics. Hence,their impact on M1 can be accounted for by simplysubtracting the total delay su�ered by M1 at theseservers fromM1's delay requirement. The same holdsfor other connections. In the rest of the paper, we as-sume that the delay requirements of connections aremodi�ed in such a way. Consequently, we eliminateall the constant servers from further consideration andfocus only on the variable servers in the remainder ofthe paper. Hence, now we can view a connection asbeing served by a sequence of variable servers only.We will often omit the pre�x `variable' when referringto variable servers to avoid repetitiousness. Further,we assume that each of these servers is given a uniqueidentity which is an integer.We use the above abstraction to construct aconnection-server graph. A connection-server graphis constructed as a labeled, directed graph with theservers as its nodes. A directed edge is introducedfrom server m to server n if there is a connection thatis served by server m followed by server n. The edgeis labeled by the connection that uses the servers inimmediate sequence. Figure 3 shows the connection-server graph corresponding to the system shown inFigure 2. The sources and destinations of connectionsare also shown in the connection-server graph. Theconnection-server graph is used to facilitate the dis-cussion of network stability later.

Host 3

Host 2

Host 1

Host 4

Host 4

Host 1

Host 2

Host 3

mux mux

mux mux

m
ux

m
ux

m
ux

m
ux

mux

M1

M2

M3

M4

Mult ip lexorServer 1

Server 2

Server 3

Server 4

Server 6

Server 7

Server 8

Server 5Figure 3: Connection-server graph representation.We will use the following notations concerning theset of connections in the connection-server graph.� N is the total number of connections in the sys-tem.� Mi is the ith connection in the system, where 1 �i � N .� M is the set of N connections competing for re-sources within the ATM network. That is,M = fM1;M2; : : : ;Mi; : : : ;MNg: (1)� K is the total number of servers in the system.� Lj is the number of links which enter server j.We assume that a link into server j is uniquelyidenti�ed by an integer in the range [1; Lj].� Fk;j(I) is the maximum number of cells that canarrive at server j over its kth input link in anyinterval of length I.� mi;j;k denotes the membership of connection Miin the kth link into server j. That is,mi;j;k = 8>><>>: 1; if the connection Mi entersserver sj by the kth link;0; otherwise: (2)� s(i; j) denotes the identity of the jth server in thepath of connection Mi.� Si is the total number of servers serving connec-tion Mi.� Hi is the sequence of servers serving connectionMi.Hi = < s(i; 1); : : : ; s(i; j); : : : ; s(i; Si) > : (3)



� �i;h;j de�nes the precedence relation for theservers in Mi's path.�i;h;j = 8>><>>: 1; if in the connection Mi's pathserver h precedes server j;0; otherwise:� Gi;j is the set of servers traversed by a cell of Mibefore arriving at server j.� Fi;j(I) is the maximumnumber of Mi's cells thatcan arrive at server j in any interval of length I.� di;j is the worst case delay experienced by a cellfrom connection Mi at server j.� di is the worst case end-to-end cell delay expe-rienced by a cell of connection Mi and is givenby di = di;s(i;1)+ di;s(i;2)+ : : :+ di;s(i;Si): (4)For many applications deployed over ATM net-works end-to-end cell delay is an important QoS pa-rameter. Therefore, determination of bounds on end-to-end cell delay is a pivotal issue in ATM networkanalysis. To e�ciently analyze the end-to-end delaysin ATM networks two important issues must be ad-dressed.1. System Stability: An ATM network is stable ifand only if for every connection Mi, Mi 2Mdi � D; (5)where D is a non-negative real number. ATMnetworks with arbitrary topology can have cyclesin their connection server graphs. The presenceof cycles in the connection server graph may leadto feedback dependency loops in the system. Dueto the presence of these loops the system maybe potentially unstable, i.e., connections in sucha system can have unbounded cell delays. Ob-viously, it is not a fruitful exercise to determinedelay bounds in a potentially unstable system.Therefore, determination of system stability is acritical step in the determination of bounds forconnection's cell delay.2. End-to-end cell delay bounds: This addresses theissue of deriving the end-to-end delays experi-enced by cells of every connection in a stable net-work. Since, we represent the connection as asequence of servers, the end-to-end cell delay of

a connection is the sum of the worst case delayit su�ers at every server along its route. There-fore, in order to derive the end-to-end cell delayof a connection we should derive the delay upperbound at the servers.Our goals are to �rst develop the criteria of stabilityin an ATM network and then to derive delay boundsat every server in the stable system. We analyze thesystem of servers represented by the connection-servergraph. However, such an analysis requires1. an uniform characterization of the tra�c at theinput of every server, and2. a systematic study of the scheduling policies em-ployed at the servers.In this paper, we assume that the connection Mi's celltra�c at the input of any server is characterized byFi;j(I). Fi;j(I) speci�es the maximumnumber of cellsthat can arrive at server j in any interval of length I.We further assume that the cell tra�c at the input ofconnection Mi is characterized by the piecewise linearmodel with parameters �i; and �i[1]. Hence, for anyconnection Mi, we haveFi;s(i;1)(I) = min(I; �i + �i � I): (6)The cell tra�c of many applications can be charac-terized by the linear model. Nevertheless, in a latersection we are going to extend our results to encom-pass applications with any other reasonable tra�c de-scription. The following theorem gives Fi;j(I), Mi'stra�c characterization at the input of server j, whenthe source tra�c of Mi is speci�ed by (6).Theorem 1 For any connection Mi, if Fi;s(i;1)(I) =min(I; �i + �i � I) and j 2 Hi; j 6= s(i; 1), thenFi;j(I) = 8>><>>: I; I � �i;j ;�i + �i �Pg2Gi;j di;g+�i � I; �i;j � I: (7)where �i;j = �i + �i �Pg2Gi;j di;g1� �i : (8)The proof of the theorem is given in [8].Theorem 1 implies that if the tra�c entering thenetwork is constrained by a continuous piecewise lin-ear function, so is the tra�c owing inside the net-work.



Since in an ATM network, cells from di�erent con-nections are multiplexed at the multiplexor and trans-mitted over its output link, it is useful to character-ize the aggregate cell tra�c over a single link. Thedescription of the aggregate cell tra�c over a link isgiven by the following theorem.Theorem 2 The aggregate cell tra�c over the kthlink at server j is given byFk;j(I) = 8>><>>: I; I � �j;k;PNi=1mi;j;k � (�i + �i �Pg2Gi;j di;g+�i � I); �j;k � I: (9)where�j;k = PNi=1mi;j;k � [�i + �i �Pg2Gi;j di;g]1�PNi=1mi;j;k � �i : (10)The proof of the theorem is given in [8].The results of Theorems 1 and 2 are important inanalyzing the delays at the servers in the network.We make use of Theorems 1 and 2 to derive the mainresults developed in this paper.The scheduling policy at a server determines the or-der in which cells from a connection are transmitted atthe output of the server. Hence, the server schedulingpolicy has a direct impact on the delays experiencedby a connection's cell at a server as well as on the dis-tortion of the connections tra�c within the network,i.e., the connection's tra�c may become more bursty.The increase in burstiness may perturb the tra�c owof other connections in the network, resulting in an in-crease in the cell delays and tra�c burstiness of thoseconnections. This scenario may be aggravated if theconnection-server graphs contains feedback loops, andmay lead the system to an unstable state in which thedelays of the connections become unbounded. In therest of the paper, we study two popular schedulingpolicies: First come �rst serve (FCFS) and prioritydriven scheduling. We develop criteria to ensure sys-tem stability and give expressions for the delay boundswith the above scheduling policies.4 FIFO DRIVEN SchedulingIn this section, we establish the stability criteriaand delay bounds for an FCFS based ATM network.Due to their implementation e�ciency and cost, ATMnetworks with FCFS servers are widely prevalent inthe market. An FCFS server transmits cells on itsoutput link in the order they arrive at its input. There-fore, the worst case delay experienced by any cell atthe server is the same for any connection traversing it.

We need some notations and de�nitions which willbe used in this section. For an FCFS based ATMnetwork let d�;j be the worst case cell delay at serverj. Let ~dFCFS be the delay vector for all servers in thesystem, i.e.,~dFCFS = (d�;1; d�;2; � � � ; d�;K)>K�1: (11)For anyvector ~x of size K, i.e., ~x = (x1; x2; : : : ; xK)>K�1we de�ne k~xk = maxi=1;2;:::;Kjxij: (12)Let � be the maximum of average link utilizations inthe network. For a system of N connections whoseinput tra�c is described by the piecewise linear func-tion, we have � = maxj LjXk=1 NXi=1mi;j;k � �i: (13)At server j, let Zj(~dFCFS ) be a function of ~dFCFSsuch thatZj(~dFCFS ) = C0;j + s=KXs=1;s6=jCs;j � d�;s; (14)whereC0;j = LjXk=1 NXi=1mi;j;k � �i +0@ LjXk=1 NXi=1mi;j;k � �i � 11A� PNi=1mi;j;lj � �i1�PNi=1mi;j;lj � �i ; (15)andCs;j = LjXk=1 NXi=1mi;j;k � �i +0@ LjXk=1 NXi=1mi;j;k � �i � 11A�PNi=1mi;j;lj � �i � �i;s;j1�PNi=1mi;j;lj � �i : (16)In (15) and (19) lj, 1 � lj � Lj , is the index of a linkat server j such that�j;lj = max(�j;1; �j;2; : : : ; �j;Lj); (17)where �j;k is given by (10). Furthermore, we de�neEs;j = mink=1;���;LjfPNi=1mi;j;lj � �i � �i;s;j1�PNi=1mi;j;lj � �i g; (18)



and~Cs;j = LjXk=1 NXi=1mi;j;k � �i +0@ LjXk=1 NXi=1mi;j;k � �i � 11A�Es;j: (19)4.1 Networks with Arbitrary TopologyIn this subsection, we consider an FCFS basedATM network with arbitrary topology. Due to the ar-bitrariness of the topology, a connection-server graphcan contain cycles even if the individual connectionpaths are acyclic. These cycles may cause cyclic de-pendencies among the tra�c of di�erent connections,which may lead the system to be unstable. The mainresult is given in the following theorems.Theorem 3 For an ATM network with arbitrarytopology and FCFS based servers if� < 1; (20)and � = maxj ( s=KXs=1;s6=j ~Cs;j) < 1; (21)then� the system is stable, and� ~dFCFS satis�es the following equation~dFCFS = ~Z(~dFCFS ); (22)where~Z(~dFCFS ) = (Z1(~dFCFS); : : : ; ZK(~dFCFS ))>K�1:(23)� Furthermore, ~dFCFS is bounded byk~dFCFSk � PNi=1 �i1� � : (24)The proof of the theorem is given in [8]. Theorem 3gives the criteria for stability and an equation for theworst case delay in an FCFS based ATM network witharbitrary topology. Equation (22) can be solved by us-ing a simple iterative procedure. Let ~d[0]FCFS representa vector at the beginning of the �rst iteration, and let~d[n]FCFS the vector at the end of the nth iteration. Be-fore the �rst iteration, vector ~d[0]FCFS is initialized asfollows. ~d[0]FCFS = (1; 1; : : : ; 1)>K�1: (25)

In the nth iteration, ~d[n]FCFS is computed as follows.~d[n]FCFS = ~Z(~d[n�1]FCFS ): (26)The question remaining is if ~d[n]FCFS converges to~dFCFS . In order to demonstrate the convergence ofthe procedure we need to determine the error between~dFCFS and ~d[n]FCFS , the vector at the end of the nthconnection. That is, for server j we need to establishthe di�erence between the value of d�;j computed atthe end of the nth iteration and the real value of d�;j.For the iteration procedure to converge, this di�erencemust become zero for large value of n.The next theorem gives an estimation of ~dFCFS atthe end of the nth iteration.Theorem 4 For an FCFS based ATM network inwhich � < 1 and � < 1, if the iterative procedurede�ned by (25) and (26) is used to solve (22) then atthe end of the nth iterationk~dFCFS� ~dnFCFSk � (�)n1� � �k~d[1]FCFS� ~d[0]FCFSk: (27)The proof of the theorem is given in [8].Note in (27) limn!1 �n1� � = 0: (28)Therefore, as n!1, the right hand side of (27) tendsto 0. Hence, the iterative procedure converges.4.2 Cruz-Gallager-Parekh RingIn this subsection, we study ATM networks witha specialized ring topology. This topology has beenused as an representative benchmark by Cruz, Gal-lager, and Parekh to study the problem of stabilityin ATM networks [1, 10]. Henceforth, we shall referto this topology as the Cruz-Gallager-Parekh (C-G-P)ring.The architecture of the C-G-P ring is described asfollows. The system consists of K 2� 2 switches andK connections, M1;M2; : : : ;Mi; : : : ;MK . Each serverhas a distinct identity id, where id = 1; 2; : : : ; 2�K andevery connection has an acyclic path which traversesK servers. For connection Mi, s(i; 1) = i ands(i; j) = 8<: 1 + (i + j � 2) mod K; 1 � j � K � 1;K + i; j = K: (29)Figure 1 shows an example of a C-G-P ring with 4switches.
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5 Priority Driven SchedulingIn this section, we study the stability problem inATM networks with priority driven scheduling for theservers. We also establish delay bounds in such net-works. In some ATM networks servers with prioritydriven scheduling policies are used to provide di�erentlevels of services. In priority driven scheduling, everyconnection traversing a server is assigned a priority.The server transmits the cells waiting in its queue inan order given by the priority of the connections asso-ciated with the cells. For example, if connection M1has a higher priority than connection M2, then M1'scell will always be transmitted before connection M2'scell. Thus, the worst case cell delay of a connection atthe server depends only on the tra�c of the connec-tions with a higher priority.We �rst present the following notations which willhelp in the analysis of priority based ATM networks.Let Pi;j be the priority assigned to connection Mi atserver j. If Pi;j is independent of time t, then the pri-ority assignment is said to be a static one. A priorityassignment is said to be �xed if for j 6= j0,Pi;j = Pi;j0: (33)In this paper, we assume a static and �xed priority as-signment. Given that the priority assignment is �xed,let Pi be the priority for Mi at all the servers. ~P isthe priority assignment vector for the set of N con-nections. ~P is given by~P = (P1; P2; : : : ; Pi; : : : ; PN )>N�1: (34)We further assume that the priority assigned toeach connection is globally distinct, i.e., for i 6= i0Pi 6= Pi0 : (35)It must be noted that if the connection priorities in astatic �xed system are not distinct then in the worstcase the performance of the static �xed priority basedsystem can reduce to that of a system using FCFSservers. In that case, the results presented in Sec-tion 4 are directly applicable. Without loss of gener-ality, we assume that in the system of N connections,M1;M2; : : : ;Mi; : : : ;MN , we haveP1 > P2 > : : : > Pi > : : : > PN : (36)The following theorem, gives the criteria for stabil-ity and the end-to-end delay in ATM network withstatic, �xed, and globally distinct priority assignment(SFGDP).Theorem 6 For an ATM network with arbitrarytopology and SFGDP based servers, if � < 1, then



� the system is stable and� the delay of Mi at server s(i; j), for Mi 2M and1 � j � Si, is given bydi;s(i;j) = PLs(i;j)h=1 Pi�1k=1mk;s(i;j);h � [�k1�PLs(i;j)h=1 Pi�1k=1mk;s(i;j);h � �k+�k �Pjk�1g=1 dk;s(k;g)+ �k � �i+�i�Pj�1g=1 di;s(i;g)1��i ] : (37)The proof of Theorem 6 are not given here due tospace limitations. An interested reader is referred to[8].Theorem 6 establishes the criteria for stability andgives the expression for the worst case delay expe-rienced by a connection in an ATM network withSFGDP servers. Because of our assumption (36), thedelay of connection Mi at its jth server given by equa-tion (37) is dependent only on the delays experiencedby connections M1; : : : ;Mi�1 and the delays experi-enced at previous servers. Therefore, equation (37)can be solved in a sequential order for i = 1 theni = 2 and so on. For a given value of i, the delaysat the servers are also computed in a sequential order,i.e., j = 1 then j = 2 and so on.6 ExtensionsRecall that the stability criteria established in theprevious sections were based on the following two as-sumptions.1. The source tra�c description function of all theconnections in the system is piecewise linear.2. The scheduling policy used in the servers withinthe network is either FCFS or SFGDP.In this section, we relax the above two assumptionsand establish the stability criteria for a general ATMnetwork. Speci�cally we extend our results to encom-pass systems in which the source tra�c descriptionfunction is not piecewise linear. We also extend ourresults to ATM networks with servers employing workconserving scheduling policies other than FCFS andSFGDP. The proofs are not given in this paper due tospace limitation. An interested reader is referred to[8].6.1 General Source Tra�cRecall that in Theorems 3, 5, and 6 we assumedthat the source tra�c of the connections were con-strained by the piecewise linear tra�c descriptionfunction. Although the source tra�c of many con-nections can be characterized by such piecewise linear

functions, it is useful to establish the criteria for stabil-ity in a system without this constrain. The followingtheorem establishes the stability criteria for a generalsource tra�c description function.Theorem 7 The criteria for stability given in The-orems 3 and 5 hold if the source tra�c satis�es thefollowing condition: 8i, Mi 2 M, there are positivereal numbers �i, and T such that for I > T ,F 0i;s(i;1)(I) � �i; (38)where F 0i;s(i;1)(I) is the derivative of Fi;s(i;1)(I) abovethe variable I.This theorem says that as long as the long term av-erage rate of the source tra�c is bounded, all the re-sults for stability established using the piecewise lin-ear function are also applicable for the general sourcetra�c function.6.2 Work Conserving SchedulingHere, we consider an ATM network which consistsof servers using any work conserving scheduling pol-icy. A server employing a work conserving schedulingpolicy always transmits a cell if its bu�er is not empty.The FCFS and priority driven scheduling policies areexamples of work conserving scheduling policy. In thefollowing theorem we establish the stability criteriafor an ATM network with servers employing a workconserving scheduling policy.Theorem 8 The criteria for stability given in Theo-rems 3 and 5 hold if the scheduling policy at the serversare work conserving.This theorem can be easily proved by observing thatfor a given source tra�c the length of the maximumbusy interval for any work conserving server is thesame. Now if the system using FCFS servers is stablethen the length of the maximum busy interval at theFCFS servers is bounded. Therefore, the length of themaximumbusy interval at the servers is also boundedif the system were to have used some other work con-serving scheduling policy at its servers. Further, sincefor any work conserving server the maximum queuelength at the server is no more than the length of itsmaximumbusy interval, the queue length at the workconserving servers is bounded when the length of itsmaximum busy interval is bounded. Therefore, whenthe system with FCFS servers is stable then the sys-tem with any other work conserving servers is alsostable. Hence the criteria for stability given in The-orems 3, 5, and 6 hold if the scheduling policy atthe servers are work conserving. Theorems 5 and 8



together generalize the claim made by Gallager andParekh [10] that that any C-G-P ring of 4 switcheswith work conserving servers is stable when � < 1.Our result indicates that when the ring size is large(� 5), the network with any work conserving schedul-ing policy is stable if � < p3� 1.7 Summary and ConclusionsIn this paper we addressed the stability problem inATM networks. We have focused on the developmentof criteria for testing the stability of an ATM networkand the determination of the delay bounds in a stablenetwork. The problem of stability in ATM networkswas studied by many researchers [1, 10, 12] However,our work di�ers from the previous work by making thefollowing contributions:We introduced two important results to analyzeATM networks. The �rst result, presented in The-orem 1, allowed us to express a connection's tra�c atthe input of the server in terms of the source tra�cof the connection as well as the delays su�ered in theprevious servers. The second result, presented in The-orem 2, allowed us to cahracterize the aggregate celltra�c over an ATM link, and utilize it to accuratelyanalyze the input tra�c at the servers.For FCFS based networks with arbitrary topology,we develop the criteria for network stability and an it-erative method to derive the delay bounds in a stablenetwork. We show that for a stable network the it-eration procedure converges. We also generalized theresult of stability in an FCFS based ATM network tothe one using any work conserving scheduling policy.In previous work, the Cruz-Gallager-Parekh ringhas been a \benchmark" architecture to study thestability problem. For example, Gallager and Parekhclaimed a C-G-P ring is stable if the total number ofswitches is no more than 4 [10]. We validated this re-sult. Furthermore, we found that a large size ring isstable if the total utilization of the links is less thanor equal to 73%.For ATM networks with priority driven schedulingpolicies we found that one class of priority assignmentmechanism, namely a static �xed globally distinct pri-ority assignment, will guarantee the stability as longas the utilization of the individual links is less than100%.We also showed that the main results on stabilityholds not only for piecewise linear source tra�c model(as assumed in most previous work) but also for gen-eral source tra�c as long its long term average rateexists.This work can be extended in several ways. Itwould be ineteresting to consider the stability prob-
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