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The key to the answer is the amount of opticalpassthrough that is possible in a given network. Suchpassthrough provides the means for potentially largesavings since it reduces the number of TDM line ter-minals needed. If this passthrough is provided viaan optical add-drop multiplexer, its cost is very lowin comparison to the TDM equipment it replaces.This still holds true (albeit to a lesser extent) even ifthe passthrough is supported via point-to-point WDMmultiplexers connected back-to-back via transponders.The amount of optical passthrough depends on thetra�c pattern itself, but also on how it is groomed.In other words, the tra�c can be grouped into light-paths so that the tra�c streams avoid being droppedat intermediate nodes. (Here, a lightpath is an opti-cal communication connection between two TDM lineterminals.) This means that a large fraction of thetra�c streams groomed through a lightpath shouldterminate where the lightpath terminates.As noted in [1], in order to optimize the cost of anetwork it does not su�ce to determine the lightpathsneeded for a given tra�c pattern. One also needs totake into account the higher layer that will use theselightpaths and its particular topological needs. This isespecially relevant for the higher layer being SONET|which is the most likely option, at least for the shortterm. Due to its stringent protection requirements,SONET's base topology is a ring (or a protected point-to-point system, which is equivalent to a ring). Fur-thermore, SONET rings are divided into two main ar-chitectures: bidirectional line-switched rings (BLSR)and unidirectional path-switched rings (UPSR) andthese architectures impose additional constraints onhow the lightpaths are used. SONET rings can alsobe interconnected and tra�c routed from one ring toanother. While this is beyond the scope of the opticalnetwork design, taking it into account can improve thegrooming and the overall cost of the network.In this work we take all of the above considerationsinto account while determining the grooming of low-speed tra�c streams into high-speed lightpaths. Asimpler form of this question has been discussed in anumber of recent works [2], [1], [4], [5], however, noneof these works provides a comprehensive frameworkfor dealing with the issue which takes into accountthe entire gamut of parameters with respect to theSONET architecture.In particular, [2], [1] break the entire problem into



two steps: (1) grooming the low speed tra�c into highspeed lightpaths; and (2) grouping the lightpaths intoSONET BLSR rings. While this approach serves tosimplify the problem, there may be a potential 20%cost savings in ADMs if both problems are consideredin one step.In [4], uniform tra�c patterns in UPSR networksare considered. An implicit assumption in [4] is thattra�c has to be serviced by a single UPSR from sourceto destination. While this is certainly an option, itis also possible to route tra�c between UPSR ringseither via digital cross-connects (DXCs) or by con-necting low speed (tributary) interfaces of the partic-ipating SONET ADMs back-to-back. The potentialcost savings of this added 
exibility is up to 37.5%, asdemonstrated in Section IV.BLSR rings are considered in [5] as well with theobjective to minimize ADM cost. Again, the uniformtra�c pattern is considered. However, no comparisonis made with UPSR networks, as we will do in Sec-tion V.A. Overview of the paperThe paper is structured as follows. In Section II weprovide a brief introduction to SONET architecturalaspects including the rings architecture, the intercon-nection patterns between rings, and the cost model.In Section III we describe the general network de-sign goal and the restricted design problem we arestudying in the current paper. In Section IV we ex-plore the use of UPSR rings to accommodate uniformtra�c. In particular, we compare our results to thoseof [4] and present a network designs that performsbetter than their bounds. The reason for the im-provement stems from the fact that we allow inter-connection of rings in support of the lower speed traf-�c whereas [4] assumes the low speed tra�c is routedthrough the same SONET ring from source to destina-tion. In Section V we explore the use of BLSR/2 ringsto accommodate uniform tra�c. We provide an ex-ample which demonstrates that the two step approachpresented in [2], [1] can lead to a 20% less cost-e�cientdesign. We also compare BLSR/2 with UPSR, andshow there exist a case where a UPSR is a better ap-proach while in other cases BLSR/2 performs better.In Section VI we revisit our earlier results and mod-ify them to support a mix of OC-12 and OC-48 rings.This demonstrates the merit of not using the highestpossible line rate on each lightpath. We also discusscriteria for using UPSR vs. BLSR rings and to mixthe two on a single WDM ring. We summarize thepaper in Section VII.II. SONET network architecturesA. Self healing ringsThe standard bodies have de�ned three types ofSONET self-healing rings in addition to point-to-point(linear) protected links (see e.g., [3] for a survey). Aunidirectional path-switched ring (UPSR), shown inFigure 1(a) is based on a pair of �bers between eachpair of adjacent nodes, each running half-duplex traf-�c. These �bers constitute two unidirectional counter-propagating \basic rings". Transmitter A sends data
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Fig. 1. The di�erent types of SONET self-healing ringsto C on one of the basic rings in the clockwise di-rection. C also sends data to A on that ring in theclockwise direction and at the same rate. In this way,A and C have full-duplex communication. Simultane-ously A and C both send another copy of the samedata on the second basic ring in the counter-clockwisedirection. The receiver of A receives 2 copies of thedata and selects the one that is better. If that copyfails, the receiver switches to the other copy.In Figure 1(b) is shown a two-�ber bidirectionalline-switched ring (BLSR/2). This ring comprises twounidirectional counter-propagating basic rings as well.In this case, to implement full-duplex communicationbetween A and B, A transmits to C along the shortestpath in the ring in the clockwise direction but C trans-mits to A in the counter-clockwise direction along thesame route on the other ring. (Thus, the transmis-sions for the full-duplex communication use the sameside of the ring which is how BLSR/2 is implementedin practice.) 50% of capacity in each ring is reservedto handle failures. If a link fails, the nodes at the endsof the link switch the tra�c on to the spare capacityon the other ring. The tra�c is looped back aroundthe ring back to the link after the fault.A 4-�ber BLSR (BLSR/4) as in Figure 1(c), is sim-ilar to a BLSR/2 except that it uses four basic rings (apair in each direction) and provides a higher degree ofprotection. Two of the basic rings are working ringsand the other two are protection rings. The tra�cis normally sent along shortest paths on the workingrings, up to the full utilization of these �bers (as op-posed to the BLSR/2 case). If a working �ber on a



Criterion UPSR BLSR/2 BLSR/4Protectionmechanism 1+1protection ringprotection ringand linearprotectionProtectedentity each con-nection(path)separately the entireline the entirelineMax work-ing capacity perconnection 100% ofline speed 50% 100%Max aggregateworking capac-ity in a ring ofN nodes 1� linespeed N� 50 %line speed N� 100 %line speedTra�c pattern Ideallyto a single-hub Ideally be-tweenclose bynodes Ideally be-tweenclose-bynodesTypicalapplication Accessring inter-o�cering Long dis-tanceinter-o�ceringManagement Easy Harder Similar toBLSR/2Cost X Slightlymore twice moreFig. 2. A comparison of di�erent SONET ring architectureslink fails, the nodes at the end of that link switch thetra�c to the protection �ber on the same link. If theprotection �bers have failed as well (or a node hasfailed), then the tra�c is switched to the protection�ber around the ring.A simpler form of SONET protection exists inpoint-to-point SONET links. Such links use a di-versely routed �ber to provide for 1+1 linear protec-tion. This protection is based on sending two copiesof the data on two disjoint routes. The receiving sidedetermines which copy is better and receives it, in sim-ilarity to UPSR. To simplify the presentation we as-sume this option to be identical to a two node UPSRand do not discuss it further. These SONET rings arebrie
y compared in Table 2.B. Ring interconnectionsA closer look at a SONET ADM and on how theseADMs are interconnected is provided in Figure 3. Init, a pair of OC-48 ADMs are depicted. The high-speed lines of these ADMs are 2.5 Gbps and are de-picted in bold lines. These lines are fed into lightpathsand are multiplexed together onto a �ber via WDM(not depicted). The tributary (port side) interfacesare of lower speed (155 Mbps in the �gure). The num-ber of port side interfaces corresponds to the amountof tra�c that can be add-dropped at the ADM. Alsodepicted in the �gure are four possible interconnectionpatterns in and between ADMs:� Connecting the ADM to lower-speed equipment,such as other SONET multiplexers, IP routers orATM switches | see the connection marked (a)in the �gure,
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Fig. 3. The interfaces of a SONET ADM and how they may beinterconnected (all interfaces comprise of a pair of simplexcables).� Connecting the tributary interfaces to each other,as depicted by interconnection (b),� Cross-connecting the tributary interfaces via adigital cross-connect as depicted in option (c),and� Passing a tra�c stream through an ADM withoutdropping it, as depcited in option (d).C. Cost modelAs for the cost model for the di�erent options,we assume the following rules, approximating realis-tic costs:1. The cost ratio between an OC-4n ADM and anOC-n ADM is 2.5. In other words, a 4-fold growthin the capacity corresponds to a 2.5 growth in thecost.2. The cost of a BLSR/4 is about twice the cost ofa BLSR/2. It follows that the cost of passing Xbits of tra�c is very similarwhether one is using aUPSR, BLSR/2 or BLSR/4. Given the similaritybetween BLSR/2 and BLSR/4 in both the tra�cthey can handle and the cost per bit, we ignoreBLSR/4 from now on.3. The cost of a lightpath is low w.r.t. the costof the terminating equipment. This is especiallytrue if optical passthrough is supported since therelatively high cost of transponders can be consid-ered as part of the cost of the terminating equip-ment (since they are needed only to terminate thelightpath),4. The cost of a tributary interface is low w.r.t. thecost of the line side interface. Again, this is accen-tuated with WDM because the added transpon-der costs can be considered part of the line sideinterface (for cost purposes only),5. The cost of cross-connecting tra�c through adigital cross-connect is non-negligible, however,given our static tra�c pattern assumption, wewill not be using this interconnection option. In-



stead we cross-connect rings by using the staticinterconnection type (b) as depicted in Figure 3.III. Design goalsWe �rst describe the general design goal and thenrestrict it to a more speci�c one, which enables us toprovide analytical results and reasonable comparisons.A. General goalGiven a physical topology comprising of sites inter-connected via WDM links, a tra�c pattern betweensites (projected or real tra�c, expressed as a numberof lower speed tra�c streams between the sites), andthe amount of expected dynamism in the tra�c, de-termine the following:1. The type of optical nodes at each site: an opticalline terminal (OLT), �xed optical ADM (OADM),switchable optical ADM or optical cross-connect(OXC),2. The set of lightpaths that are routed through theoptical network,3. The set of SONET ADMs and LTEs to terminatethe lightpaths,4. The protection strategy to be used (UPSR,BLSR, linear protection etc.),5. The line speed of each of the rings (OC-12, OC-48, or OC-192),6. How the SONET ADMs are interconnected toservice the given tra�c streams (back-to-back,via DXCs).The goal is to minimize the overall cost of the so-lution, including the following components:1. Optical nodes, including transponders, opticalampli�ers, optical switches, etc.,2. SONET ADM costs, including line and port in-terfaces, and3. Digital cross-connect costs.B. Restricted design problemWhile the above design goal is desired, it will notfacilitate simple analysis and comparison. Thereforewe focus on the following more limited goal, which isstill a reasonable approximation of the general goal.We will consider a single physical WDM ring com-prising of N nodes, where the nodes are numbered0; 1; :::;N � 1 going clockwise. Since we are only con-sidering UPSR and BLSR/2 systems, we assume thatthe physical WDM ring comprises two unidirectionalcounter-propagating basic �ber rings. Let W denotethe number of wavelengths in the network numbered0; 1; :::;W � 1. If the WDM ring is a WDM UPSRnetwork then each wavelength supports a UPSR ring.In other words, the WDM UPSR network operates asW UPSR rings. Tra�c between the di�erent UPSRrings may be cross-connected at nodes if the ADMsare available. Similarly, if the WDM ring network isa WDM BLSR/2 network then each wavelength sup-ports a BLSR/2 ring. Again, tra�c between di�erentBLSR/2 rings may be cross-connected at nodes if theADMs are available.The tra�c is assumed to be static and have a uni-form pattern. In particular, each pair of nodes have

r low speed (tributary) tra�c streams between them.Thus, they have full-duplex communication betweenthem. For example, if the low speed tra�c streamsare OC-3 then each pair of nodes will have r full du-plex OC-3 communication. Each wavelength has a linespeed indicated by a parameter g (for granularity). gis the number of low speed streams that can �t intoa line. For example, if each wavelength is a SONETOC-48 ring then g = 16 since 16 � OC-3 rate = 1 OC-48 rate (recall, OC-3 = 155 Mb/s and OC-48 = 2.5Gb/s). Notice that a UPSR ring (at a wavelength)can support g unidirectional tra�c streams on eachlink because transmission is at full rate in one direc-tion around the ring. On the other hand, a BLSR/2ring (at a wavelength) can support g=2 bidirectional(or full duplex) tra�c streams on each link becausetransmission on a link is at half rate (the other half isfor protection).The goal is to minimize the cost of the SONETrings, while neglecting the costs of the optical layer| this is a valid assumption as long as the num-ber of optical ampli�ers is low. Therefore it holdsfor metropolitan networks more than for long-distancenetworks. The cost of port side interfaces and the in-terconnection between them are also neglected herein.The primary cost of interest is the number of ADMs.IV. Grooming in WDM UPSRIn this section, we will describe tra�c grooming inUPSR WDM rings. We will describe the single-hubring which leads to e�cient use of ADMs. The archi-tecture assumes that low speed tra�c may be cross-connected at nodes, which make it more e�cient inutilizing ADMs. It will be compared to the results in[4], which assumes no cross-connection of low speedtra�c streams.Before discussing the single-hub ring, we presenta lower bound on the number of ADMs in a WDMUPSR ring.Theorem 1: If r � g then the number of ADMs ina UPSR WDM ring for the uniform tra�c is at leastmaxf�2N (N � 1) rg + r� ; Ng:Proof. The second term in the maximum is trivial,so for this proof we will only consider the �rst term.Consider a low speed tra�c stream. If it traverses onlyone lightpath then we say that it is fully supported bythe lightpath. More generally, if it traverses a multiplem lightpaths then we say that each lightpath supportsan amount 1m of it. (For example, if m = 3 then eachlightpath supports a third of it.)Now consider a lightpath. We will determine an up-per bound on the amount of tra�c streams it supports.Notice that some of the tra�c streams only traversethis lightpath. Let n1 denote their number. The restof the tra�c streams traverse other lightpaths as well.Let n2 denote their number, and notice that the light-path supports at most 12 of these streams. Thus, thelightpath supports at most n1+ 12n2 amount of tra�cstreams. This is at most r + 12(g � r) because n1 � r



(from the uniform tra�c assumption) and n1+n2 � g.Thus, the amount of tra�c streams per lightpath is atmost r+ 12 (g�r), which can be rewritten as (r+g)=2.The total number of tra�c streams is N (N � 1)r.Therefore, the number of lightpaths is at least 2N (N�1)r=(g+r). The lemma is proven because the numberof ADMs is equal to the number of lightpaths. 2The single-hub UPSR WDM ring architecture hasone node, say node 0, as the hub, where tra�c is cross-connected. The hub has ADMs at every wavelengthto cross-connect all tra�c going through it. The othernodes (i.e., the non-hubs) route their tra�c streamsto and from the hub. All tra�c streams go from theirsources to the hub, and from the hub to their destina-tions. Thus, each tra�c stream takes two hops, unlesseither its source or destination is the hub and then ittakes one hop. It turns out that if r is much less thang then the architecture has a number of ADMs that isclose to the lower bound in the theorem. Intuitively,this follows from the fact that if r is much less thang then an e�cient architecture has most of the tra�cstreams traversing two lightpaths.Each of the non-hub nodes have k = b(N � 1)r=gcwavelengths dedicated to it. On each of the k wave-lengths there are two ADMs, one at the non-hub nodeand the other at the hub. On these wavelengthsthe non-hub sends and receives g � k tra�c streams.Since the non-hub sends and receives (N � 1)r tra�cstreams, there may be some tra�c left over. In par-ticular, this amounts to Tf = (N � 1)r � g � k tra�cstreams being sent to and from the hub which we referto as the fractional tra�c for the non-hub.To e�ciently use resources, fractional tra�c fromdi�erent non-hubs share wavelengths (and the ADMat the hub). The number of non-hubs that can sharea wavelength is bg=Tf c. The number of wavelengthsused for fractional tra�c is�f = ( 0; if Tf = 0l (N�1)bg=Tf cm ; otherwiseNote that the number of wavelengths for the single-hub ring is (N � 1)k + �f ;where the �rst term is the number of wavelengths ded-icated to non-hubs and the second term is the numberof wavelengths for fractional tra�c. Also note thatthe number of ADMs for the ring is(N � 1) d(N � 1)r=ge+ ((N � 1)k + �f );where the �rst term is the number of ADMs at thenon-hubs and the second term is the number of ADMsat the hub.For example, consider the case when N = 6, r = 1,and g = 4. Each non-hub node must source and sink 5tra�c streams. Each non-hub node has its own wave-length that carries 4 tra�c streams to and from thehub. The wavelength has an ADM at the non-hubnode and hub only. Each non-hub node has one re-maining tra�c stream to and from the hub. Four of
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Fig. 4. ADM cost per node when g = 4 and r = 1.the non-hubs can share a wavelength to carry theirfractional tra�c. The wavelength has �ve ADMs: oneat each non-hub that uses it and one at the hub. An-other wavelength is used by the remaining non-hub forits fractional tra�c, and it has an ADM at the non-hub node and hub. Thus, the network uses a total of7 wavelengths, and a total of 17 ADMs.Figure 4 shows the average number of ADMs pernode versus N for the case when r = 1 and g = 4for the single-hub network. Also plotted is the lowerbound of Theorem 1. The lower bound curve is labeled\LB,switched". There are two other curves in the �g-ure which are taken from formulas in [4]. The curvelabeled \LB,unswitched" is a lower bound on the num-ber of ADMs assuming that tra�c streams cannot becross-connected. The curve labeled \Grouped" is thenumber of ADMs required by a network architectureproposed in [4]. We will refer to this architecture asthe Grouped architecture because it is based on thenodes being partitioned into groups, and then pairsof groups share wavelengths to communicate with oneanother. The Grouped architecture disallows cross-connected tra�c streams.As you can see in the �gure, the single-hub networkalways has less ADMs than the Grouped architecture,and frequently has less ADMs than the lower boundthat assumes no cross-connection. Of course, the priceto be paid using the single-hub ring is a large numberof wavelengths, which is approximately twice that ofthe Grouped architecture. For example, if N = 8then the number of wavelengths for the single-hub is14, while the number of wavelengths for the Groupedarchitecture is 8. What Figure 4 demonstrates is thatif ADM cost is dominant and wavelengths are plentifulthen cross-connection can lower network cost.Figure 5 shows the number of ADMs per node asa percentage of the lower bound (of Theorem 1) forr = 1 and g = 4. Figure 6 plots the average numberof ADMs per node when g = 16 and r = 1. Notice thatthe di�erence between the curves that allow and dis-allow cross-connection is greater, especially for largeN . For example, when N = 16, the number of ADMs
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Fig. 5. Percentage of ADMs per node over the lower boundassuming tra�c may be cross-connected, for g = 4 andr = 1.
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Fig. 6. ADM cost per node when g = 16 and r = 1.per node for \LB,unswitched" is 3, while the numberof ADMs per node for the single-hub network is 1.875.Thus, a network with cross-connection of tra�c, suchas the single-hub network, has a savings of 37.5% overany network without any cross-connection. Figure 7plots the number of ADMs per node as a percentage ofthe lower bound (of Theorem 1) for g = 16 and r = 1.V. Grooming in WDM BLSR/2In this section, we will consider BLSR/2 WDM ringnetworks. We will �rst give an example where two stepapproach to designing a network is less cost e�cient.Then we will compare BLSR/2 with UPSR.A. Two-step approach is not always coste�cientConsider a WDM BLSR/2 network with N = 5nodes, r = 1, and g = 8. If the low speed (full duplex)tra�c streams followed shortest hop paths, the num-ber of streams across any link would be 3. Since g=2

4 6 8 10 12 14 16
100

120

140

160

180

200

220

240
ADMs Compared with Lowerbound, g=16

Number of Nodes

A
D

M
s 

pe
r 

no
de

 (
P

er
ce

nt
ag

e 
of

 L
ow

er
 B

ou
nd

)

LB, unswitched
Single Hub    
Grouped       

Fig. 7. Percentage of ADMs per node over the lower boundassuming tra�c may be cross-connected, for g = 16 andr = 1.(= 4) streams can be supported on each wavelengthon each link, the number of wavelengths required tosupport the tra�c isW = 1, and the number of ADMsis 5.Now suppose the WDM BLSR/2 network were de-signed using the two-step approach. The �rst step isto �nd a virtual topology that will carry all the traf-�c, where the links of the topology can each carry g=2tra�c streams. The virtual topology must be a treebecause (a) a tree has the minimumnumber of links ofany connected topology, and (b) there is at least onetree (the star) that can carry the tra�c (in particular,one node is designated the star's hub and the othernodes send their N �1 tra�c streams directly to it ona virtual link).The second step is to layout the virtual topologyon the WDM BLSR/2 ring. Now suppose that thevirtual topology can be layed out on one BLSR/2 ring(i.e., on one wavelength). Since the virtual topologyis a tree, there must be some link in the ring withouttra�c. This implies there is a link with 2�3 = 6 tra�cstreams passing through it because it is between twosets of nodes, where one set has two nodes and theother set has the remaining three nodes. The linkcannot support 6 tra�c streams (its limit is g=2 = 4),so we can conclude that the virtual topology cannotbe layed out in a single BLSR/2 ring.The number of ADMs must be at least 6 because (i)each node must have at least one ADM, and (ii) theremust be some node with more than one ADM, other-wise nodes with ADMs at di�erent wavelengths (i.e.,di�erent BLSR/2 rings) cannot communicate. There-fore, the two-step approach can lead to twice as manywavelengths and 20% more ADMs. Note that thesearguments can be easily extended to integer multiplesof the above, yielding a more general result.B. BLSR/2 vs. UPSRWe will now compare the costs of UPSR withBLSR/2. One would expect that a well designedWDM BLSR/2 ring will have lower cost than a well



designed WDM UPSR ring because tra�c in BLSR/2is bidirectional and can take advantage of spatial reuseof bandwidth, while UPSR is unidirectional and doesnot allow spatial reuse. This would seem to be thecase for most instances. However, we have one exam-ple where UPSR does a little better than BLSR/2.Example 1: In this example we have a N = 4 andg = 2. We assume that the tra�c is nonuniform,which is a departure from the uniform tra�c patternassumption that we have made throughout the paper.In particular, nodes 0 and 2 have a full duplex tra�cstream between them, and nodes 1 and 3 have a fullduplex tra�c stream between them as well. A well de-signed WDM UPSR will require only one wavelengthand an ADM per node. A WDM BLSR/2 networkrequires at least two wavelengths since the two traf-�c streams will overlap at some link. Thus, a welldesigned BLSR/2 network will have two wavelengthsand an ADM per node. Thus, compared to BLSR/2,UPSR has the same number of ADMs (i.e., primarycost), but only half as many wavelengths (i.e., sec-ondary cost).For the remainder of this section, we will compareUPSR and BLSR/2 using the uniform tra�c. In gen-eral, for this tra�c, BLSR/2 is less costly than UPSR.To illustrate this for r = g=2, we will use the follow-ing lower bound on the number of ADMs required fora BLSR/2 ring. The proof of the lower bound willbe omitted because it follows the same arguments inthe proof of Theorem 1. (We should note that thereis another lower bound presented in [5] although nogeneral formula was given. However, the bound is dif-ferent since it can be checked that for the special caseof g=4 = r, their bound is tighter for small to moderateN , while our bound is tighter for large N .)Theorem 2: If r � g=2 then the number of ADMsin a BLSR/2 WDM ring for the uniform tra�c is atleast maxf�N (N � 1) r(g=2) + r� ; Ng:Notice that the bound in this theorem is di�erentfrom the bound in Theorem 1. In fact, if r = g=2and N is su�ciently large, a BLSR/2 WDM ring willhave smaller numbers of wavelengths and ADMs thanare possible by any UPSR WDM ring. To see thissuppose the BLSR/2 WDM ring has a single lightpathconnecting every pair of nodes. This is su�cient tosupport the tra�c because each pair of nodes has g=2tra�c streams between them. The lightpaths can bearranged into( N28 + N4 ; if N is evenN2�18 ; if N is oddwavelengths ([2] shows how this is done). ThisBLSR/2 WDM ring requiresN (N � 1)2 +� N2 ; if N is even0; if N is oddADMs.

4.0 8.0 12.0 16.0
N

0.0

20.0

40.0

60.0

W
av

el
en

gt
hs

BLSR/2
Lower Bound, UPSR

Fig. 8. Comparison of the lower bound on wavelengths forUPSR and the number of wavelengths for BLSR/2 whenr = g=2.Now for any UPSR ring, a lower bound on the num-ber of wavelengths is l rN(N�1)2g m = lN(N�1)4 m. In ad-dition, from Theorem 1, a lower bound on the numberof ADMs is l3N(N�1)2 m. For large N , BLSR/2 hasabout half the wavelengths and about three-fourthsthe ADMs of UPSR. Figure 8 compares, for moderatevalues ofN , the lower bound on wavelengths for UPSRand the number of wavelengths for the BLSR/2 net-work. Figure 9 compares, for moderate values of N ,the lower bound on ADMs per node for UPSR andthe number of ADMs per node for the BLSR/2 net-work. Notice that for these moderate values of N , theBLSR/2 network has signi�cantly lower numbers ofwavelengths and ADMs than any UPSR WDM ring.This shows that BLSR/2 can be signi�cantly bet-ter than UPSR in both wavelengths and ADMs, andit is possible in part because r was chosen to makethe bounds in Theorems 1 and 2 signi�cantly di�er-ent. However, if r is much smaller than g then thebounds become closer. Then if ADMs are the dom-inant cost, UPSR cannot be much more costly thanBLSR/2. However, BLSR/2 can be used to signi�-cantly lower the secondary cost of numbers of wave-lengths. For example, [5] presents some results of e�-cient network constructions for cases when N is odd.VI. Using SONET rings with di�erentline speedsIn this section we will consider WDM networks withSONET rings with di�erent line speeds, e.g., OC-12and OC-48. Note that the jump fromOC-12 line speedto the OC-48 is a factor of four, but the jump in cost



4.0 8.0 12.0 16.0
N

2.0

4.0

6.0

8.0

10.0

A
D

M
s 

pe
r 

no
de

BLSR/2
Lower Bound, UPSR

Fig. 9. Comparison of the lower bound on ADMs per nodefor UPSR and the number of ADMs per node for BLSR/2when r = g=2.is by a factor of 2.5. Thus, the cost per bandwidthdecreases by a factor of 5=8 = 0:625. (A similar factorcan be observed for OC-12 vs. OC-3 costs.) What mayprevent this potential decrease in cost is ine�cient useof the bandwidth. This could be due to lack of tra�cto utilize all the bandwidth or the network may notbe con�gurable to the tra�c pattern e�ciently.To simplify the discussion, we will only considerOC-12 and OC-48 UPSR SONET rings. We willalso assume that tra�c streams are at the OC-3 rate.Thus, if a SONET ring is OC-12 then g = 4, or if aSONET ring is OC-48 then g = 16. The WDM ringswill have a �xed line speed at all wavelengths (eitherall OC-12 or all OC-48), or have mixed line speeds(both OC-12 and OC-48). We will next compare costsbetween WDM rings with �xed line speeds. Subse-quently, we will consider a WDM ring with mixed linespeeds.To compare costs of WDM rings with �xed linespeeds, we will �rst derive lower bounds. We willemploy Theorem 1 which states that the number ofADMs in a WDM ring is at least l2N(N�1)rg+r m. (Notethat the bound is valid only when r � g.) Thus, alower bound cost for a WDM UPSR OC-12 ring is�2N (N � 1)rr + 4 � (1)if r � 4; and a lower bound cost for a WDM UPSROC-48 ring is 2:5�2N (N � 1)rr + 16 � (2)
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Fig. 10. Ratio of lower bound of cost of OC-12 �xed line speedover lower bound of cost of OC-48 �xed line speed.if r � 16. We can compare these lower bounds forthe range r � 4 (the case r > 4 is not consideredbecause then the bound for OC-12 does not hold).The ratio of the lower bound cost for OC-12 over thelower bound cost for OC-48 is plotted in Figure 10for r = 1; 2; 3; 4. The cost for OC-48 is often lessthan OC-12, and can sometimes be greater but thenonly slightly. An example when OC-12 is cheaper iswhen N = 9 and r = 4. Then the lower bound costfor OC-12 is 72, while the lower bound cost for OC-48 is 72.5. Also notice that for r = 4 and N = 9(and more generally for all odd N ), the lower boundcost for OC-12 can be realized by having an OC-12lightpath connect each pair of nodes and arranging thelightpaths as in [2]. We refer to this type of networkas a direction connection network. Thus, this is anexample when a network with �xed line speed of OC-12 will have lower ADM cost than any network with�xed line speed of OC-48.The comparison above was with lower bound costsfor OC-12 and OC-48. Figure 11 compares the lowerbound cost for OC-12 with an upper bound cost forOC-48 for r = 4, where the upper bound cost is real-ized by an OC-48 single hub network. Also shown isthe cost of the single-hub architecture for OC-12 forr = 4. (Note that the �gure has two additional costcurves to be discussed later.) In addition, note thatthe lower bound cost for OC-12 can be realized by thedirect connection network (for N odd).Intuitively, the cost curves are determined by thecost per bandwidth of OC-12 vs. OC-48, bandwidthutilization, and the amount of tra�c cross-connectionthat is required. Tra�c cross-connection will leadto ADM ine�ciencies because tra�c streams may beforced to drop before termination. In the �gure, the



4.0 6.0 8.0 10.0
N

3.0

5.0

7.0

9.0

11.0

13.0

15.0

17.0

C
os

t p
er

 n
od

e

Bound, OC-12, r=4
OC-48 Hub, r = 4
OC-12 Hub, r = 4
OC-48 Hub, r = 3
OC-12 Hub, r = 3

Fig. 11. Ratio of lower bound of cost of OC-12 �xed line speedover lower bound of cost of OC-48 �xed line speed.lower bound cost for OC-12 is the lowest cost sinceit corresponds to an OC-12 direct connection networkwith no cross-connection and high bandwidth utiliza-tion. Its bandwidth and ADM e�ciencies o�set thelower cost per bandwidth for OC-48. The highest costis for the OC-12 single-hub network, which has traf-�c cross-connection (and ADM ine�ciencies) and highcost per bandwidth.The �gure also shows the costs for the single-hubOC-48 and the single-hub OC-12 for r = 3. As ex-pected, the OC-48 single-hub is less expensive than theOC-12 single-hub. Furthermore, the cost of the OC-48 single-hub ring becomes comparable to the OC-12direct connection network (corresponding to the lowerbound cost for OC-48 when r = 4). This is due tothe fact that the OC-12 direct connection network isless e�cient in using its bandwidth [g = 4 for eachlightpath connection] for r = 3.Finally, we discuss a network architecture that hasa mix of OC-48 and OC-12 SONET rings. To simplifythe discussion, the network is assumed to be the single-hub architecture. The network will be designed similarto a single-hub ring with OC-48 line speeds, exceptthat its fractional tra�c may be assigned to OC-12SONET rings. In particular, each non-hub node hask = b(N � 1)r=16c wavelenths assigned to it. Eachof these k wavelengths is an OC-48 SONET ring withan ADM at the non-hub node and an ADM at thehub. On these wavelengths, the non-hub node sendsand receives 16 �k tra�c streams to the hub. Since thenon-hub sends and receives (N � 1)r tra�c streams,there may be some left over. This amounts to Tf =(N �1)r�16k tra�c streams which we refer to as thefractional tra�c for the non-hub.If the fractional tra�c of the non-hubs are han-

dled by SONET OC-48 rings then we have a single-hub WDM network with �xed line speed of OC-48.If the fractional tra�c of the non-hubs are handledby SONET OC-12 rings then we have a single-hubWDM network with mixed line speeds. The numberof OC-12 SONET rings (i.e., wavelengths) required isdescribed next. Each non-hub has k1 = bTf=4c OC-12 wavelengths, where each wavelength has an ADMat the non-hub and hub. The remaining tra�c isT1 = Tf � 4k1, and it shares a wavelength with othernon-hubs. The number of non-hubs that can share awavelength is b4=T1c. The number of OC-12 wave-lengths used for sharing is�1 = ( 0; if T1 = 0l N�1b4=T1cm ; otherwiseThen the total number of OC-12 ADM for the frac-tional tra�c is(N � 1) dTf=4e + ((N � 1)k1 + �1): (3)The �rst term is the number of ADMs at non-hubs,and the second term is the number of ADMs at thehub. Therefore, the total cost is2:5�2�k(N�1)+(N�1) dTf=4e+((N�1)k1+�1); (4)where the �rst term is the cost due to the OC-48 rings,and the rest of the terms are due to the OC-12 rings.Figure 12 shows the cost for the single-hub net-works for r = 4 with �xed line speed of OC-48, �xedline speed of OC-12, and mixed line speeds. Noticethat the mixed line speed network and the �xed OC-48 network have the lowest costs, and alternate beingthe lowest as N increases. To explain the cross-overs,we will provide an approximate calculation to predictwhen they occur. Recall that the di�erence betweenthe �xed OC-48 network and the mixed network isin the cost of supporting the fractional tra�c. LetTf denote the amount of fractional tra�c at a non-hub node. The approximate cost per non-hub node totake care of this tra�c in the �xed OC-48 network is2:5(1+ Tf=16), where the \2.5" term is the cost of anOC-48 ADM, the \1" term is the ADM at the non-hubnode, and \Tf=16" is the contribution of the ADM atthe hub (since approximately 16=Tf non-hub nodesshare a wavelength). The approximate cost per non-hub node to take care of the fractional tra�c usingOC-12 rings is 2 � (Tf=4) because each non-hub noderequires approximately Tf=4 OC-12 wavelengths, andeach wavelength has (approx.) an ADM at the huband non-hub. Thus, a cross-over should occur when2:5(1 + Tf=16) = 2(Tf=4), or Tf = 7:3. In Figure 12,Tf = 8 (approx. 7.3) when N = 7. In addition, Tf = 0(no fractional tra�c) when N = 5 and 9. Notice thatthe cost curves for �xed OC-48 networks and mixednetworks cross-over when N = 5; 7; 9.Figure 13 shows the costs for single-hub rings for�xed OC-48, �xed OC-12, and mixed line speeds forr = 2. Here, Tf = 8 when N = 5 and 13. AlsoTf = 0 when N = 9. Again, notice that the costcurves for �xed OC-48 and mixed networks cross-overat N = 5; 9; 13.
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Fig. 12. Cost per ADM of single-hub rings for �xed OC-48,�xed OC-12, and mixed line speeds, and r = 4.
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Fig. 13. Cost per ADM of single-hub rings for �xed OC-48,�xed OC-12, and mixed line speeds, and r = 2.

VII. SummaryIn this paper, we discussed a number of networkdesign and tra�c grooming issues in WDM ringsthat are particular to SONET architectures. We dis-cussed WDM for UPSR, and demonstrated that cross-connection can improve cost. We compared WDM forBLSR/2 with USPR to illustrate that BLSR/2 cantypically yield better designs, but not always. Finally,we explored how having the 
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