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Abstract—Wireless Sensor Networks (WSN) are vulnerable to
jamming attacks where an adversary injects strong noises to
interfere with the normal transmission. It is crucial to detect such
jamming attacks as fast as possible. Existing studies have shown
that an effective indicator of jamming is the packet delivery
ratio (PDR). However, current PDR-based schemes use the end-
to-end packet delivery ratio, which requires one to observe
communication for a long time before a good decision is made.
In this paper, we propose collaborative detection, which evaluates
the packet delivery ratio in an given area instead of a pair of
nodes. The intuition is that the attacker often jams an area of his
interest, not just two specific nodes. The benefit is that we can
detect jamming attacks in a much faster way. We have evaluated
the performance of our idea on TelosB motes. The results show
that we can effectively and quickly detect jamming attacks.

I. INTRODUCTION

Wireless sensor networks consist of autonomous sensors
to monitor the conditions in an area of interest and report
their observations to a base station for further analysis. They
have become a useful tool in civilian, industrial and scientific
applications such as border security, land slide detection, green
house monitoring. In hostile environments like border security,
the security of the sensor network has to be ensured.

Due to the shared medium of communication, wireless
sensor networks are vulnerable to Denial of Service (DoS)
attacks [2], e.g., the jamming attacks. A jammer hampers
the communication between benign nodes by attacking either
the network layer, the physical layer, or the Medium Access
Control (MAC) layer. In this paper, we focus on the MAC
layer jammers for wireless communication medium. A MAC
layer jammer does not adhere to the MAC protocol and emits
a radio signal which interferes with the normal working of the
network and causes a DoS attack. Depending on the power of
jammers, it can either cause a part of the network to fail or
even bring down the whole network.

Jamming causes many problems for real world applications.
For example, in border security, an intruder can jam the
communication and cross the border without being detected.
Thus, in hostile environments, it is essential to be able to detect
the place where the channel is jammed [9], [20], [18] or deliver
the messages out of the jammed area [19], [3], [9], [1].

In this paper, we focus on methods to detect the place
where jamming attacks are launched. To achieve this, we need
to first detect the jamming attacks. Once we notice that the
communication is jammed, we can send an alert to the base
station. Certainly, a node inside a jammed area may not be able
to send its alerts out since the packet reception of its neighbors

may have already been disrupted. However, the sensor nodes
on the edge of the jammed area can often get their alerts out
since some of their neighbors are outside of the jammed area
[18]; these nodes will be the ones who detect jamming attacks
and also report alerts to the base station.

The remaining problem is thus how to quickly detect
jamming attacks. Previous studies have shown that the nodes
being jammed will see a substantial drop in the packet delivery
rate (PDR) [20]. Hence, once a node realizes that its packet
delivery ratio drops significantly, a jamming alert can be
produced. However, current PDR-based schemes use the end-
to-end packet delivery ratio, which requires one to observe
communication for a long time before any good decision is
made. In this paper, we propose a collaborative detection
scheme. The main idea is to evaluate the packet delivery ratio
in an area instead of pairs of nodes since the attacker usually
jams the area of his interest, not just the communication
between some specific pairs of nodes. In other words, we
use observations from other nodes to speed up the jamming
detection. We have evaluated the performance of our protocol
on TelosB motes. The results show that we can effectively and
quickly detect jamming attacks.

This paper is organized as follows. The next section outlines
the related work. In Section III we discuss the network and
attack models. In Section IV we give a description of the
protocol. In Section V we evaluate the proposed scheme. In
Section VI we present the experimental results. In Section VII
we give our conclusion and some future work.

II. RELATED WORK

Detecting jamming attacks in wireless networks has at-
tracted a lot of attention recently [9], [20], [18]. In [9], the
authors proposed to build a model for the signal collision
rate when there are no attacks. Such model is then used to
detect if the network is under jamming attacks in hostile
situations. The paper provided a theoretical study on the trade-
off between the detection time, detection rate, and false alarm
rate. In our paper, we use real experiments to study the
performance of jamming detection. In [20], the authors studied
various jamming attacks on WSN and proposed a detection
method based on Received Signal Strength Indicator (RSSI)
and Packet Delivery Ratio (PDR). However, their protocol
requires a sensor node to observe the communication for many
rounds before a good decision is made. In our protocol, we use
the observations from multiple nodes to speed up the detection.
In [18], the authors proposed to locate the jammed area once



the jamming attacks are detected. They assumed the existence
of a jamming detection technique. In our paper, the focus is on
how to detect such attacks quickly. Several papers have studied
how to efficiently jam sensor networks. In [21], the authors
proposed an efficient jamming attacker model for situations
when the attacker has no knowledge about the target protocol.
In [9], the authors described jamming strategies that are easy
to launch but difficult to detect.

III. NETWORK AND ATTACK MODEL

We consider the network to be a static network, i.e., sensor
nodes do not change their locations after deployment. All
the nodes have limited supply of energy. We assume that
the communication in the network is protected by the shared
keys between sensor nodes. Many existing key establishment
schemes [13], [5], [10] can be used for such purpose. We do
not consider compromised nodes in the network.

We assume that the attacker’s goal is to disable the network
function for a period that is long enough to accomplish a task,
e.g., crossing the border without being caught. As a result, the
attacker will need to interrupt the communication dramatically
so that no or very few messages can get out of the jammed
area, e.g., the path for crossing the border. In addition, the
attacker has to jam the area that is large enough to cover all
possible nodes that may receive the reports from the nodes
that sense the intruders.

Due to the above reason, we believe that it is more interest-
ing to quickly detect jamming attacks that substantially reduce
the packet delivery rate. One example is the so-called constant
jammer [20]. This type of jammers continuously emits radio
signals to cause jamming. In this paper, we have implemented
a constant jammer using a TelosB mote that uses a CC2420
radio chip. We implemented it by disabling the Clear Channel
Assessment (CCA) bit. Our jammer continuously sends out a
packet irrespective of the activity on the channel. Note that
although our experiment is based on a constant jammer, our
method works on any jammer that substantially reduces the
packet delivery rate.
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Fig. 1. Influence of jammers on PDR

Figure 1 shows the influence of our constant jammer on the
communication between sensor nodes. The experiment focuses
on the reception of messages. In the experiment, three nodes
(a jammer, a receiver, and a sender) were placed in a straight
line with a distance of 10 inches from each other. The receiver
was placed in the middle. We carried out 100 trials with
the receiver node being under attack and another 100 trials
when the jammer is replaced with a normal node sending
out messages continuously to simulate the signal collision
that happens frequently in benign situations. In each trial, the
sender sent out 100 packets while the receiver node kept track
of the number of packets received. In the figure, the X-axis
represents the index of the trial and the Y-axis represents the
number of times the PDR was found to have that value in the
corresponding trial. Note that PDR here is the packet reception
rate for a receiver node. From the figure we can see that there
is a clear distinction in the number of packets a node receives
with and without jamming attacks.

IV. THE PROPOSED PROTOCOL

Our intuition is that an observation of packet loss over an
area leads to decide regarding the existence of jammer faster
when compared to observing the packet loss between a pair
of nodes. Specifically, we divide the time line into multiple
intervals and have sensor nodes periodically send out beacon
signals. We then observe the loss of messages within each
time interval for jamming detection. From Figure 1, we know
that there is a huge difference in the PDRs with and without
jamming attacks. As a result, for a given time interval, if a
node sees a significant drop on the number of beacons received
from neighbors when compared to what was observed in the
last time interval, we know that this node is jammed. Certainly,
frequently broadcasting beacon messages allows us to detect
jamming faster but consumes more energy and drains out the
batteries of the nodes faster. Hence, the length of time intervals
have to be adjusted to make a good trade-off between the
detection time and the energy consumption.

A. Decision Process

Each node maintains two arrays which (for the ease of un-
derstanding) we will call as Current and History. Current
contains the list of the nodes whose beacons was received in
the current time interval and the array History contains the
list of the nodes whose beacon was received in the previous
time interval. Each element in the array is either O or 1. 0
means that the beacon of the corresponding node has not been
received, and 1 means that the beacon of the corresponding
node has been received. Both arrays are initialized to all Os. We
assume that sensor nodes are organized into clusters. This can
be achieved by using some existing clustering algorithms [11],
[15]. Each cluster conducts jamming detection and reports at
most one alert in case of jamming.

The protocol carried out by each node in a cluster are as
follows. First, each node in a cluster broadcasts a beacon that
carries its ID repeatedly at each time interval. This helps the
nodes which receive this beacon to keep track of the number



of beacons they are able to receive within this time interval.
Each node broadcasts it’s beacon only once in each interval.

Second, when a sensor node receives a beacon message,
it marks the corresponding bit in the array Current as 1,
meaning that it has received the beacon from the corresponding
cluster member. At the end of each time interval, every sensor
node carries out a check to see whether there is jamming in the
network. If yes, an alert will be send to the base station. The
decision regarding the existence of jammers is made according
to the following: Let X,, denotes the number of nodes whose
beacon was received during the time interval ¢,,. An alert is
raised if X,, < 7 x X,,_1, where 7 is a threshold. The alert
will be send to the base station J times to ensure that the base
station receives it with a high probability.

At the end of each time interval, the content of array
Current is copied into the array History and the array
Current is then re-initialized to 0.

B. Threshold selection

The decision regarding the existence of jammer is based
on the comparison between the number of beacons received
by a node in two consecutive time intervals. A threshold 7 is
used in such comparison. Certainly, the selection of a good
T is important. In this paper, 7 is configured empirically,
i.e., through a set of real experiments. We use the results in
Figure 1. 7 is assigned a value which lies between the two
distributions. In this paper, we simply set 7 to 0.55, which
clearly separates the two distributions.

V. THEORETICAL ANALYSIS

In this section we will analyze the detection rate, false alarm
rate, and detection time. For the sake of presentation, we list
some important notations used in our analysis:

e N: Total number of nodes in a cluster.

e M: Total Number of jammed nodes in a cluster.

« p: Probability that a message is lost due to channel noise

or packet collision.

o §: Number of alert messages sent by a jammed node.

The detection of jamming will be done whenever a jammed
node is able to send an alert message out of the jammed
area and that message is successfully received by at least one
non-jammed node. There will be no detection if all the alert
messages are lost, which can happen if all the nodes in the
cluster and their neighbors are getting jammed. In this case,
we will resort to other clusters to do the detection. Thus,
for simplicity, we assume that the cluster is not completely
jammed, and at least one unjammed node is located within the
radio range of each jammed node. Given that the probability
that a message is lost is p, the number of alert messages
sent out by a node in case of detection is 4 and the number
of jammed nodes is M, the total number of alert messages
generated in case of jamming detection are M x . The
probability that all the alert messages are lost is thus at most
pM > Therefore the detection rate Rp can be estimated by
Rp = 1—pM>9 For example, if M =2,5 =5,and p = 0.3,
then the probability of detection is about 0.99999. In general,

0 should be large enough to give us a good trade-off between
energy consumption and detection. We can also see that the
length of time intervals has no impact on the detection rate.
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Fig. 2. The false alarm rate

A false alarm is an alert raised by a node in the network
without the presence of a jammer. Note that an alert should
be raised if a node receives less than 7 times the beacons it
received in the previous time interval. If this happens when
there are no jammers, the alert is a false alarm. Given that the
number of nodes in a cluster is NV, a node expects to receive
beacons from N — 1 nodes. If the channel loss rate is p, then
that node will receive (N — 1) x (1 — p) beacons on average.
The probability that a false alarm will be generated can thus
be estimated by the probability of X,, < 7x (N —1)x (1—p).
Therefore, the false alarm rate F'A can be estimated by

N—-1
(¥ 1)pneo -
i=(1-n)(N-)-p) ©

Figure 2 shows the false alarm rate for different values of N.
From the graph, we can see that increase in the channel loss
rate results in a higher false alarm rate.

The detection time is defined as the time difference between
the time when the attack was launched and when an alert was
successfully received by a non-jammed node. In our protocol,
the time at which a node receives a message is random as well
as the time at which jammer launches attack. For simplicity,
we assume that there are no packet losses without the presence
of the jammer. If the length of the time interval is ¢ time units,
we divide it into two sub intervals. The first sub interval lasts
for 7 X t time units, and the second sub interval lasts for
(1 — 7) x t time units. If the attack is launched during the
first sub interval, then the attack will be detected at the end of
the current time interval, and if the attack is launched during
the second sub-interval, then it will be detected at the end of
the next time interval. Thus, the average time for detection at
the end of current time interval will be ¢t — (¢ x 7)/2 and the
average time for detection completed at the end of next time
interval will be 2t — (¢ x (1 — 7))/2. Therefore,the overall



average detection time for the protocol can be estimated by

t 1—-
(rx (= ¢ ;T))+((1_T) X (2t — (t x (727))).
This equation can be further reduced to
(t7) (tr) tr*  tr? t
tT) 4t — 2T+t — — — — 42— .
(tr) + > T+ 5 5 5 + 5
Finally, the average detection time can be estimated by
3t
5 —t X T2.

We can see that our scheme can detect jamming attacks after
1.5 rounds of transmission on average, which is much faster
than the schemes in [20] where a node has to observe many
(e.g., 10) rounds of transmission to make a good decision.
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VI. IMPLEMENTATION AND EXPERIMENTS

The performance of our Protocol was tested on TelosB
motes [4] running TinyOS [6]. TinyOS is a free and open
source component-based operating system that targets embed-
ded systems like sensor nodes. TinyOS applications are written
in NesC, a dialect of the C programming language which has
been optimized for the memory limitations of wireless sensor
networks. TelosB motes use a CC2420 chipcon radio [16]. For
our testing, the jammer and the benign motes transmit at the
same power level. We assign the value of d to be 10, i.e. each
mote will send the alert message 10 times whenever it detects
jamming in the network. Each alert message will be sent with
a random time interval between O to 100 ms to reduce signal
collision.

The experiment was carried out inside the lab in an area of
900 sq. inches. The protocol was tested against one constant
jammer which was placed at various positions and at different

orientation to jam different number of motes for each position
and orientation of the jammer. The jammer was placed outside
the perimeter of the network. The range of the TelosB motes
is reduced in an indoor environment. We also further reduced
their range by making them transmit at the lowest power level
which is 1. The effective range of the motes transmitting at
power level 1 was ranging between 15-25 inches. 40 motes
which were running the protocol were arranged in a grid
topology as it made for an easier deployment. Each mote
was placed at a separation of 5 inches. The jammer was also
programmed to transmit at the same power level as the motes
which is power level 1. Figure 3 shows the network topology
and the jammer’s various position for testing the protocol.
Depending on the position of a mote in the network, the
number of neighbors for a mote varied from 6 to 14 motes.
Though the motes were not time synchronized, they were all
running at the same interval of time interval. Motes which
lies on the edge of the network were having less number
of neighbors and motes which lies inside the network were
having more number of neighbors. Tests were carried out to
record the detection time, detection rate, and the false alarm
rate of the protocol.
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Fig. 4. Detection time

To calculate the detection time, one of the non-jammed mote
was connected to the computer. Whenever that mote received
an alert message it would print the reception time on the
system. This gave us the time at which detection was complete.
To get the time when the attack was launched, another mote
was also connected to the computer which sent a message
to the jammer on reception of which the jammer starts the
attack on the network. That mote will print the time when the
jammer is launching the attack on the system screen. By taking
the difference between the two times we get the detection
time. For the detection time, the length of time intervals are
configured in five different ways, i.e., five sets of experiments
are conducted, each having different interval length. Figure 4
shows the box plot for the detection time for five different
time intervals which are 5 secs, 10 secs, 20 secs, 30 secs and
60 secs and a curve that represents the theoretical average
detection time for each of the time interval length. From the
figure, it is clear that, as the time interval increases the average



detection time increases. We can also see that the experiment
results are consistent with the theoretical analysis result.

In Figure 3, the motes next to the letters are jammers, and
each letter also indicates the position. When the jammer was
placed at different position with different orientation, different
number of motes were jammed. When the jammer was placed
at position A, 16 motes were jammed; at position B, 12
motes were jammed; at position C, 20 motes were jammed;
at position D, 8 motes were jammed; at position E, 6 motes
were jammed. Figure 5 shows the detection rate of the protocol
for each case. In experiments, 100 attacks were carried out
for each position of the jammer. Our protocol achieved 100%
detection rate when the jammer was placed at position E and
B. The lowest detection rate was 97% in case of jammer being
placed at position D. In the other two cases, i.e., when the
jammer was placed at A and C, the detection rate is 98%.
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Fig. 5. Detection rate

For the false alarm part, the motes were programmed to
transmit a packet, other than their beacon packet every 993
millisecond with a certain probability. Transmitting a packet
other than the beacon of the mote creates a situation where
motes will be running multiple protocols. We wanted to see
the impact of other protocols might have on our protocol.
Additional packets by the motes increases the traffic of the
network. With increased traffic, the chances of collision in-
creases which results in loss of packets. The jammer was
removed and only the 40 motes operated for 3 hours with
a time interval of 10 seconds, i.e., a total of 1080 intervals.
Interestingly, in all the cases with different probabilities for
the additional packet being transmitted, only once was an alert
raised in the network. Therefore, the false alarm rate of the
protocol is only 101W ~ 0.0009.

VII. CONCLUSION AND FUTURE WORK

Wireless Sensor Networks are being widely used in various
fields for different types of data collection and monitoring.
They are a useful commodity in various civilian, industrial and
scientific applications. Jamming attacks are one of the most
popular attacks on WSN to cause a DoS. There is a need for
the detection of these attacks quickly and accurately. In this
paper we show through experiments that an observation of

packet loss over an area gives us a faster detection of jamming
attacks. From the experiment we also found that the protocol

has a very low false alarm rate. In the future, we would like
to test our protocol against different attacker models.
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