IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 18, NO. 2, FEBRUARY 1999 101

Automatic Synthesis of Extended Burst-Mode
Circuits: Part | (Specification and
Hazard-Free Implementations)
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Abstract—We introduce a new design style calledextended scope of its applicationsspecification methqdtarget im-
burst-mode The extended burst-mode design style covers a wide plementation and synthesis methodThe design styleis a
spectrum of sequential circuits ranging from delay-insensitive general term which refers to a combination of all of these.

to synchronous. We can synthesize multiple-input change asyn- . . .
chronous finite state machines and many circuits that fall in Our goal is to develop a design style that aftains a good

the gray area (hard to classify as synchronous or asynchronous) cOmbination of expressiveness and implementability, which
which are difficult or impossible to synthesize automatically are conflicting goals. We will briefly survey existing design
using existing methods. Our implementation of extended burst- styles and zero in on a design style callextended burst-

mode machines uses standard CMOS logic, generates Iow-IatencymOde which has a reasonable combination of expressiveness
outputs, and guarantees freedom from hazards at the gate level.

In Part I, we formally define the extended burst-mode spec- and implementability.
ification, provide an overview of the synthesis methods, and
describe the hazard-free synthesis requirements for two different Translation Methods

next-state logic synthesis methods: two-level sums-of-products . .
implementation and generalized C-elements implementation. We ~ Several de_S|gn styles use hlg_h-lgvel Iangugges of concur-
also present an extension to existing theories for hazard-free rency as their user-level specification formalisms. Martin's

combinational synthesis to handlenonmonotonicinput changes. method [1] is based on Hoare'€SP Brunvand [2] uses

Index Terms—Asynchronous controller, extended burst-mode, 0¢cam Ebergen’s method [3] is derived frotrace theory The
generalized C-element, hazard-free synthesis. synthesis procedures typically involve syntax-driven transla-
tion [4] or algebraic transformation [5] of the specifications
into delay-insensitivgDI) or speed-independel(§l) circuits.

An advantage of the compilation methods over other meth-
ODAY’S system components typically employ the syneds is that complex concurrent systems can be described
chronous paradigm primarily because of the availabilitylegantly and concisely in high-level constructs without low-

of the rich set of design tools and algorithms and, perhapevel timing concerns, which makes it easier to modify and
because of the designers’ perception of “ease of design” anstify the system behavior. However, because it is difficult to
the lack of alternatives. Even so, the interfaces among thglize global optimization techniques during the translation
system components do not strictly adhere to the synchrongiecess, the automated synthesis often produces inefficient
paradigm because of the cost benefit of mixing modules opegsults. In general, the circuits generated using the compilation
ating at different clock rates and modules with asynchronotsethods tend to incur considerably more area than those syn-
interfaces. There is little doubt that todayteterogeneous thesized by other methods. Recently, some efforts have been
system concept at the board level will carry over to tomorrowigiade to address the optimization problems. Gopalakrisehan
systems-on-a-chip, because miniaturization does not make[6] use peephole optimizatiori.e., translate a group of DI
global synchronization any simpler. This paper addresses #edules intdburst-modespecifications and resynthesize using
problem of how to synthesize asynchronous controllers opergie 3D tool described in this paper.

ing in a heterogeneous environment, i.e., in a system composethere has been a concerted effort to synthesize commercial-
of components using different synchronization mechanismsscale circuits to demonstrate the practicality of these methods,

In this paper, we are mainly concerned with designinguch as the DCC error corrector chip developed at Philips Re-

correct and efficient asynchronous controllers. There are theggarch Laboratories by van Berlalal. [7] using a synthesis
factors that affect the quality of the final design and thgol called Tangramcompiler.

I. INTRODUCTION
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(interpreted free-choice Petri net), however, allowed only the STG, and that the state encoding is more flexible in the
limited mechanism to select alternative responses of the circunibtplementations. Its main practical disadvantage is that it does
Meng [9] extended Chu’s work and developed an automatiot allow input changes to be concurrent with output changes.
synthesis tool. More recent works in STG-based synthedike input choice mechanism is more flexible than the STG but
include methods of Lavagno [10], Vanbekbergen [11], arstill primitive. For example, it cannot handle choices between

Ykman-Couvreuret al. [12]. two sets of concurrent events if one set is a subset of the other.

In general, the strong suit of the STG is its ability to The extended burst-mode design style described in this
express concurrency. Its main weakness is the awkwardnpaper is a superset of burst-mode with two new features
in specifying input choices. That is, the mechanisms to guidéected don’t caresand conditionals Directed don't cares
the responses of the machine are limited. In a free-choigkow an input signal to change concurrently with output
STG specification, the machine selects the course of its futwignals, and conditionals allow control flow to depend on
behavior solely based on input transitions. The machine cantiog input signal levels, in the same way synchronous state
handle choices based on inplevels Vanbekbergen [11] machines regulate control flow. Thus this design style not
introduced thegeneralizedSTG which allows input choices only supports burst-mode multiple-input change asynchronous
based on signal levels. However, his synthesis method candesigns with added input/output concurrency, it also allows
guarantee the generatation of hazard-free circuits. Cortadela automatic synthesis ahy synchronous Moore machirie
et al. [13] extended the STG to handle internal conflicts, i.ewhich the synchronous inputs are represented as conditional
arbitration. Some graph-based methods, such as Varshavslsigmals, and the clock is the only nonconditional signal.
[14], Beerel's [15], and Kondratyeet al's [16], use state Moreover, this design style covers a wide range of circuits
graphsto avoid syntactic problems associated with STG’s. between burst-mode and fully synchronous.

Although most graph-based synthesis methods generate SlVe summarize the main contributions of the paper below.
circuits, some methods uskounded wire delay modela Extended Burst-Mode Design Styléhe extended burst-
circuit model in which the delay of each gate and wire hasode design style covers a wide spectrum of sequential
a lower and an upper bound. Lavagno’s method inserts fixeilcuits, which ranges from delay-insensitive to synchronous.
delay elements to avoid internal hazards, though it makes s significanttheoreticallybecause it is the first asynchronous
assumptions about the circuit’'s environment. Myers’s methaigsign style that subsumes fully synchronous designs. It
[17] uses an STG-like specification formalism callEdent- is significant practically because a wide range of practical
Rule Systempl]. His tool, ATACS, synthesizes very compactircuits can be specified in a common specification language
area-efficientgeneralized C-elemermircuits by exploiting all and synthesized using a single synthesis tool. For example,
known delays, both internal and external. it can synthesize multiple-input change asynchronous finite

state machines, including all burst-mode machines, and
many circuits that fall in the gray area (hard to classify
Asynchronous Finite State Machines as synchronous or asynchronous) which are difficult or

Asynchronous finite state machines (AFSM's) have bedmpossible to synthesize automatically. These include circuits
around for the past 30 years. The work on AFSM’'s wadéat require clocking with multiple clocks, circuits that require
pioneered by Huffman and others. Early AFSM’s [18], [19§locking on both edges of a clock signal, and circuits that
assumed that the environment operates in fundamental mo@gluire selective clocking.
that is, the environment generates a single input change antiazard-Free Next-State Logic Synthesis Requiremefitss
waits for the machine to stabilize before it generates the nddaper presents two different hazard-free next-state logic syn-
input change. Recent work in AFSM’s allows the multiplethesis methods: hazard-free two-level sums-of-products im-
input change fundamental mode operations. We focus Blgmentation and hazard-free generalized C-elements imple-
a recently introduced multiple-input change machine callégentation. Existing theories for hazard-free combinational
burst-modemachine. Burst-mode asynchronous finite stafé/nthesis are extended to handenmonotonidnput changes.
machines were first introduced by Daws al. [23] and for- 3D Automatic Synthesis Algorithmthis paper describes a
malized by Nowick and Dill [21], [22]. Burst-mode machinesomplete set of automated sequential synthesis algorithms:
have been implemented using a method developed at A@zard-free state assignment, hazard-free state minimization,
Laboratories calledMEAT [23], the locally clockedmethod and critical-race-free state encoding. Experimental data from a
[22], the 3D method [22], and th&/CLOCK method [25]. large set of examples are presented and compared to competing

A burst-modespecification is a variation of a Mealy ma-methods whenever possible.
chine that allows multiple-input changes in a burst fashion—in Finally, the 3D synthesis tool described in this paper was
a given state, when all of a specified set of input edg&§ed to design a significant portion of control circuitry for
appear, the machine generates a set of output changes !&#®l'S Asynchronous Instruction Length Decoder chip, a high-
moves to a new state. The specified input edges can apgegiiformance differential equation solver chip [27], a high-
in arbitrary order, thus allowing input concurrency, and theerformance small computer systems interface (SCSI) con-
outputs are generated concurrently. The advantages of a burst-
mode specification over STG specifications are that it is similar Although thedirected don't carewas not a part of the formal burst-mode

. . . . specification introduced in [21], a semantically equivalent feature called “long
to the synchronous Mealy machine with which deS|gnerS " was used in Postoffice controllers [26] and a part of the MEAT synthesis
familiar, that the input choice is more flexible than that obol [23] developed at HP Laboratories.



YUN AND DILL: AUTOMATIC SYNTHESIS OF EXTENDED BURST-MODE CIRCUITS: PART | 103

troller [28], and a low-power infrared communication chip
[29]. All the 3D controllers in the fabricated chips worked
correctly in first silicon.

This paper is divided into two parts. Part | describes the
specification formalism and the hazard-free implementations,
and Part Il presents automatic synthesis and experimental
results. Section Il of Part | describes a user-level specification
formalism, calledextended burst-modé&ection Il describes o
a target implementation style, call@D, and an overview of T9-1- A burst:mode specification.
how an asynchronous controller specified in extended burst-
mode is transformed into a correct implementation. Section . Controller Specification

precisely characterizes every possible hazard that can aris_eL) Burst-Mode SpecificationThe burst-modeis a speci-

in the 3D implementation of extended burst-mpde macmr.‘ﬁ‘%ation formalism [21], [22] for asynchronous finite state
For every type of hazard, a necessary and sufficient condlt(lﬁn

or at least a sufficient condition for freedom from hazar Sachlnes allowing muitiple-input changes. A burst-mode state

is stated and provedl.This section presents the notion ofmachme is specified by a state diagram that c_ontamsaflnlte set
: - R : of states, a number of labeled arcs connecting pairs of states,
generalized transition which is used for functional synthesis . . ”
a Sd a start state. Arcs are labeled with possible transitions
. . : i Prom one state to another. Each state transition consists of a
two different next-state logic synthesis methods: two-level . )
. . : nonemptyset of input edges (anput burs) and a set of output
sums-of-products implementation and generalized C-elemen ) o
implementation. edges (amutput burs}. Everylnput burst must be nonempty; |f
Automatic synthesis procedure and algorithms are presenpﬁd'cvzugs ngsq?ri,otgee ;naei?;iz]:ixtriirr:]?/\l/ril; I?htri:ezsi?\mlge s;)ate):. Fig. 1
in Part Il. Part Il describes the hazard-free state assignm ng oUtouts and pstate 0 as the start statp :fwd c_’
algorithm and proves the existence of a hazard-free impsé\f o rFi)sin ’(z’n%)'fallin daes of respectivel islasc
mentation for every legal extended burst-mode specification. € fyd ¢ g limit r? gt b ,t Trr)1 Y- I%)t
presents a state minimization heuristic and describes a critic I-;Jset b 0 tflm.' eacbllrszl; .urst. b t;?/a:—l— means tha
race-free state encoding algorithm. Finally, it reports the gRutpUL burstz+- 1S enabled by input burst.

perimental results, after describing how the 3D synthesis u eén ahg|vendstatle, wtr;]en all Lhe Inputs Irt] sothme Input burzF
Nowick and Dill's hazard-free combinational logic synthesis. ave changed value, the machine generates the corresponaing
output burst and moves to a new state. Only the specified

input changes may occur, but the order of arrivals may be
[l. SPECIFICATION arbitrary. In addition, there are two restrictions to the burst-
Smpde specification introduced by Nowick and Dill, i.e., every
flegal burst-mode specification must adhere to the following

This section describes a user-level specification formali
extended burst-modesing an example, followed by a forma ;
definition. The extended burst-mode is a powerful user intdffOPerties.
face for specifying a large class of controllers. Itis intended for @) Maximal set property:to prevent nondeterministic
designing asynchronous state machines and the machines that ~ state transitions. No input burst in a given state

fall in the gray area between asynchronous and synchronous, can be a subset of another in the same state. If,
although it is theoretically possible to specify any synchronous for example, the specified input burst for transition
Moore machine [30] and practically feasible to design small- from state 1 to 3 isc— instead ofa+c— and the
to medium-size synchronous Moore machines. machine’s environment lowerg first in state 1,
We start by introducing the burst-mode specification. The then the machine would need to make an arbitrary
first usage of “burst-mode” state machines can be traced back decision on whether to proceed to state 3 or to
to a packet routing chip calleBostofficedesigned by Davis, wait for b+. The specification in Fig. 1 satisfies the
Stevens, and Coates at HP Laboratories [26]. State machines maximal set property becauge+,c—} Z {4, c—}
in Postoffice were synthesized by an automatic synthesis and {b+,c—} € {a+,c—}.
tool called MEAT [23], [31]. However, the implementations b) Unique entry conditionto simplify hazard-free syn-
were not guaranteed hazard-free: a verifier was used to thesis. Every state must have a unigue entry point.
detect any hazards, and if they occurred, resynthesis was For example, the entry point to state Odécxy =
performed. Nowick and Dill at Stanford later restricted and 00 000 whether the transition is from state 2 or from
formalized the specification format used at HP Laboratories state 3.

(and coined the term “burst-mode”) and developed a set of2) Extended Burst-Mode Specificatiofig. 2 describes an
synthesis tools and algorithms to guarantee a hazard-feg@ended burst-mode specificatiohiu-fifo2dma with four
implementation [21], [22]. inputs Pk, cntgtl, fain, dackn) and two outputsftout, dreq).
Signals not enclosed in angle brackets and ending withr
“Note that not all hazard conditions are eliminated by the machine im- areterminating edge signal§'he signals enclosed in angle
plementation. In our method, some sequential hazards are removed p&%lckets areonditionals which are level signals whose values

constraining the response of the machine’s environment, i.e., by imposi ; k )
fundamental mode constraints. are sampled when all of the terminating edges associated
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ok—- fain— dackn+/ number of states, a set of labeled state transitions connecting
pairs of states, and a start state. Each state transition is labeled
with a set of conditional signal levels and two sets of signal
edges: an input burst and an output burst. Ariput burstis
a set of output edges, and aput burstis a nonempty set of
input edges (terminating or directed don't care), at least one
of which must becompulsory
In a given state, when all the specified conditional signals

fa‘;‘.giggggm_/ have stabilized and all the specified terminating edges in the
dreg- input burst have appeared, the machine asserts the specified

output changes and moves to a new state. Specified edges in

the input burst may appear in arbitrary temporal order. Each

signal specified as a directed don’t care may change its value
Fig. 2. Extended burst-mode specificatidnutfifo2dma. monotonically at any time, even while outputs are changing,
unless it is already at the level specified by the next terminating
edge. Output changes may be generated in any order.

fain+ /
dreq+ frout—

<cnigtl+>
fain® dackn-/
dreg-

fain— dackn+/
frout+

fain+ /
dreg+ frout-

with them have occurred. A conditiongk+) can be read

"if @ 1S high” and <a_>, can be read “"f‘? is low.” A state The conditional signals must stabilize to correct levels
transition occurs only if all of the conditions are met and aBefore any compulsory edge in the input burst appears and
the terminating edges have appeared. A signal ending with @it 6|4 their values until after all of the terminating edges

asterisk is airected don't carelf a is a directed don't care, a(ﬁ)%ear. The minimum delay from the conditional stabilizing

there must be a sequence of state transitions in the mac}*g e first compulsory edge is called thetup time Similarly,

labeled withax. If a state transition is labeled withx, the EE)e minimum delay from the last terminating edge to the

nditional change is called theold time Actual values of

etup and hold times of conditional signals with respect to the
ft compulsory edge and the last terminating edge depend
on the implementation. The period starting at the specified
. S setup time before the first compulsory edge and ending at the
current state from 2 to 5; éntgtl is high whendackn falls, specified hold time after the last terminating edge is called the

then I(_)werdreq ar]d change the state from 2 to 3." . sampling period Conditional signal levels need not be stable
A directed don’'t care may change at most once du”rajtside of the specified sampling periods

a sequence of state transitions it labels, i.e., directed don tThe next set of compulsory edges from the next input

cares arenonotonicsignals, and, if it does not change durlngburst may not appear until the machine has stabilized. This

'th|s sequence, it must change dur!ng .the state tra.ms't'.Pé'huirement—the environment must wait until the circuit sta-
its terminating edge labels. A terminating edge which s

ti diatel ded b directed don't : I (ijJizes before generating the next set of compulsory edges—is
not immediately preceded by a directed dont care 1S called, ajation of themultiple-input change fundamental-mode

compulsory since itmustappear during the state transition itenvironmental constraint
labels. In Fig. 2,fain is high when the machine enters state
2. It can fall at any point as the machine moves through stat@strictions

3 or through state 5, depending on the leveknfgtl, but it . . -
9 , G€P 9 : gtt, There is an additional restriction to extended burst-mode
must have fallen by the time the machine moves to states 4 or " ...~ . e o
S . specifications (as to burst-mode), caltdidtinguishability con-
0, because the terminating edigén— appears between states ~. . - s
straint, which prevents ambiguity among multiple input bursts
3 and 4 and between 5 and 0. . . ) . . ]
. . . . . emanating from a single state: For every pair of input bursts
The input signals are globally partitioned into level signals . ; "
» . ; and j from the same state, either the conditions are mutually
(conditionals), which can never be used as edge signals, an : ey
: L : . . exclusive or the set of compulsory edges inis not a
edge signals (terminating or directed don’t care), which can . . . .
. . : . supset of the set of all possible input transitionsjinThe
never be used as level signals. If a level signal is not mentione i . - :
. L second condition stipulates that the minimum set of input
on a particular state transition, it may change freely. If an ed@e ™. . L .
) . . L ansitions ini must not be a subset of the maximum set of
signal is not mentioned, it is not allowed to change.

input transitions allowed iry (by the extended burst-mode

siti-g:; following are some examples of labels on state traQémantics), which includes transitions on both directed don’t

cares and terminating signals.
* {ert){e2=)z + [z1+z2— means ‘ifc; =1 ande; = 0 For instance, the input bursts from state 0 in Fig. 3(a) are
whenz rises, then the machine raisesand lowersz,.”

. i ; ‘ legal becauséc+) and({c—) are mutually exclusive. However,
* xlara:Q—f/ler”means the machine raisesvhenz, rises yhe innut hursts from state 0 in Fig. 3(c) are illegal because the
and z, falls.

conditions arenot mutually exclusivand {6+} C {a+,b+}.

Moreover, the input bursts from state 0 in Fig. 3(b) violate

the distinguishability constraint because the set of all possible
An extended burst-mode asynchronous finite state machewges for the input burst+b+ is {a+,b+} and {b+} C

[32] is specified by a state diagram which consists of a finifg+, b+}.

following state transitions in the machine must be labeled wi
ax or with a+ or a— (the terminating edge for the directe
don't care). Consider the state transitions out of state 2. '?P
behavior of the machine at this point is: “dntgtl is low

whendackn falls, then lower the outpudreq and change the

Summary
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abxy = 0000 abxy = 0000 abxy= 0000 changes.®(I) andP(O) denote the power set of inputs and
<c +> the power set of outputs, respectively.) Given a state transition,
a+b+/ (u,v) € E, z; € transiy(u, v) iff in;(u) # in;(v)Vvin;(v) = .
X+

That is,z;+ is in the input burst iffin;(v) =1 A in;(u) # 1,
2;— is in the input burst iffin;(v) = 0 A in;(w) # 0, and
x;x IS in the input burst iffin;(v) = *. Similarly, z; €
transour(u, v) iff out;(w) # out;(v). That is,z;+ is in the
output burst iffout; (v) = 1Aout;(u) = 0, z;— is in the output
burst iff out; (v) = 0 Aout;(u) = 1. Finally, ctrans;y defines
abexy = 00001 abexy = 00001 the set of compulsory edge input changesansy(u, v) =
{z; € transin(u,v) | in;(w) # * Ain;(v) # =}

The unique entry condition is satisfied by the above def-
initions. The remaining requirements to ensure well-formed
specifications are as follows.

e Every input burst must contain a compulsory edge. That
is, for every state transitioffu,v), there existsz; €

11110 11000 11110 11000 transin (., v) such thatin;(w) # « Ain;(v) # *.

(a) no unique entry (b) unique entry « Every pair of state transitions emanating from the same

state must satisfy the distinguishability constraint. That

is, for every pair,(u,v), (u,w) € E, ctransiy(u,v) C

transix(u,w) implies that eithers = w or cond(u, v)

To simplify hazard-free synthesis, we assume thatitiigue and cond(u,w) are mutually exclusive, that is, there
entry conditionis satisfied, again as in burst-mode. The set ©Xists k& such that condi(u,v) # cond(u,w) A
of possibleentry pointsinto a state (input and output values ~ €ONdx(u, v) # * A condy(u, w) # *.
entering a state) from every predecessor state must be identical. FOr every sequence of state transitionsy> v; — --- —
This is a simplifying assumption that does not constrain the ¢» — w, With n > 1 andin;(u) = ini(w) # x, there
range of permissible behaviors since an extended burst-mode €XiStSk € 1,---,n such thatin;(vy) # =« Thatis, a
specification can always be transformed into an equivalent Seduence of directed don’t cares must be terminated with
specification satisfying the unique entry condition by dupli- a0 €dge that enables the signal to toggle.
cating some states.

For example, the set of valid entry points to state 1 from
state 0 in Fig. 4(a) is {01011, 01111}, but from state 3 to state lll. 1 MPLEMENTATION OVERVIEW

1 it is {01011}. Thus the unique entry condition is not met in In all sequential machines, the machine output depends not
this s_pecif_ication. A_spe_cification satisfying the unique entr(ymy on the inputs but also on the state of the machine, which
condition is shown in Fig. 4(b). keeps track of the history of input changes. All sequential
machines use feedback to store the state of the machine.
B. Formal Definition of Extended Burst-Mode In Huffman-mode state machines [18], [19], the state of the

The following formal definition of the extended burst-mod&'achine is stored only in internal state variables—primary
specification is adapted from the definition of the burst-mod@/tPuts do not store any state information. In our 3D machines,
specification in [22]. An extended burst-mode specification {OWEVer, primary outputs are used to store the state of the
a directed graph; = (V, E, C, 1,0, vy,cond, in, out), where machine whenever possible in order to minimize the number

V is a finite set of statesE C V x V is the set of state Of internal state variables. o ,

transitions;C = {c1,---, ¢} is the set of conditional inputs; A 3D asynchronous finite state machine is formally defined

I={zy, -z} is the set of edge input€) = {z1,---,2,} @ 4-tuple(X, Y, Z, 6) where

is the set of outputsyy € V is the unique start stateond + X is a nonempty set of primary input symbols;

labels each state transition with a set of conditional inputs;* Y is @ nonempty set of primary output symbols;

in and out are labeling functions used to define the unique * Z is a (possibly empty) set of internal state variable

entry cube of each state. The functioand: £ — {0, 1, +}! symbols;

defines the values of the conditional inputs. The functitn * ¢ : X x Y x Z — Y x Z is anext-state function

V — {0,1,%}™ defines the values of the edge inputs, and The hardware implementation of a 3D state machine (see

the functionout: V' — {0,1}" defines the values of theFig. 5) is a hazard-free network which implements the next-

outputs upon entry to each state. Note thaty 7 = §, i.e., state function, with the outputs of the network fed back as

conditional inputs remain level signals throughéiand edge inputs to the network. A 3D implementation of an extended

inputs remain edge signals throughatas well. burst-mode specification is obtained from tiext-state table
Labeling functiondransy andtransopr are derived from a three-dimensional tabular representatiofd.ofhe next state

graphG. transix: E — P(I) defines the set of edge inputof every reachablestate must be specified in the next-state

changes anttansour: £ — P(O) defines the set of outputtable; the remaining entries are don't cares.

(a)

Fig. 3. Distinguishability constraints.

b+c* ) x+ b+c* / x+

Fig. 4. Unique entry condition. (a) No unique entry. (b) Unique entry.
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Fig. 5. 3D asynchronous state machine. 00 (00700 / L0 10440 | oo
01 { // ™ ! Sn
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T I /{,//01 L1l lms,
] 10 A Ao o fokio
P weak L
H reset — e e e
f Eﬂ 7 Conflict
] (b)
: fhel Fig. 7. Example |. (a) Specification and (b) conflict during state table
-] construction.
<
Fig. 6. A generalized C-element with a sustaingt. and freget are sad
mutually exclusive butfsat # . RE™000 004011 010 110 11I-401 100
set reset 00 ﬁ 00 @é@ 104 10
_ 01 | 60 | 00 ! L aver A
Hazard-Free Network Implementations 1| 4
Each output of the next-state function can be implemented in 10 Q 1.9‘@‘[:}-04
on-set logic or in set/reset logic. The on-set logic can be two- i
level sums of products (SOP’s), two-level products of sums 00 | 8O | 00 01 |1
(POS's), or multilevel logic. The set and reset functions of 01 | 0% 00 | 01 | 01 014013 D1 | 01 Laver B
the set/reset logic can be SOP, POS, or multilevel logic as 1| b 01 Y
well. Both on-set and set/reset logic can be implemented using 10 0%
basic gates or complex gates. In this paper, we describe two re

ways of implementing the next-state function: two-level SOF; g Example | (next-state table before layer encoding).
and generalized C-element (an efficient form of set/reset logic
impllemen_ted.as a pseudostatic asymmetric ComP'eX gate. B} ilizes after falls (whend = 0), i.e., after the hold time
depicted in F|g._6) [33], [4], .[17]’ .[34]' The underlying theoryrequirement ford is met, the machine is i%s.
for hazard-free |mplemen.tat|0ns is first devgloped for the two- After the machine enterS,, the environment is allowed to
level SOP and then applied to the generalized C-element. changed. Thus the nexte should be 00 before falls, i.e., for
both sadRE= 11000 and 11100. When« falls, the machine

A. Example | raisesr. Thus the nexte for sadRE= 10xx0 should be 10,

A simple example is used to illustrate the synthesis amhich had been specified fdfy — S;.
operation of a 3D machine (see Fig. 7). We describe theNow we are ready to specify the next values ref for
desired machine behavior according to an extended burst-made — Ss3. Since the machine is to lower and raisec
specification and the next-state table entries needed to makel transitions toSs, if d = 1 when a rises, the nextre
the machine behavior conform to the specification. Fromshould be 01 forsadRE= 111xx. This is to insure that the
completed next-state table, we can extract the logic equatiangputs change monotonically regardless of the order of fed-
directly, because next-state tables describe the next valuebatk variable change§R—FE+). However, the nexte for
outputs and state variables for every combination of inpusadRE= 11 100 had been specified to be 01 durifg to S;.
outputs, and state variables. Such conflicts can be avoided by adding state variables,

In Sy (the initial state), the machine waits for an inputvhich can be viewed as transitioning betwdaygers of the
transition s+. Once s rises, the machine raises outptt next-state table (see Fig. 8). Conflicting entries can be placed
Becausel is an unspecified level signal, its value is undefined different layers. Our strategy, in this case, is to back
in Sp; hence, the output changet does not depend on it. up to the state following the input burst before the conflict
Thus the next values ofe for sadRE = 00x00 and for (sadRE= 11110) and change the internal state variable before
sadRE= 10xx0 are specified to be 00 and 10, respectivelynaking output changes. Thus, after the input bidst)a+ in
Whenr stabilizes to 1, the machine is if} . S1, the machine transitions to layét before changing and

In S1, the machine waits fon+. If d = 0 whena rises, e. Therefore, the nexte for sadRE= 11110 is specified to
then the machine lowersand transitions ts. Thus the next be 10, i.e., no change, in layet. In layer B, the nextre for
re is specified to be 00 fosadRE= 110x0. Once the machine sadRE= 111xx is 01.
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Sa
ZRE™ 000 001 011 010 110 111 101 100 s a q
000 (000-000 oooé@ 010 | 010
001 | 000|000 a ¢ s €
011 L 7
010 000 | 110 (01054010}
(a) (b)
100 | 000 | 000 101 ) . ) )
Fig. 11. (a)e in two-level anD-or and (b)e in generalized C-element.
101|000 | 000 | 101 | 101 [J01g4101) 101 | 101
111 101
110 101 switch functions of N and P stacks arecggt = sZ and
zre Creset = 5@, respectively.

Fig. 9. Example | (next-state table after layer encoding). ) )
B. 3D Machine Operation

sad There are three types of machine cycles in a 3D state
ZRE ™_000 001 011 010 110 111 101 100 machine.

000 (0 [ 0 olofolo :

oot llo | o Type I) an input burst followed by a concurrent output

011 and state burst.

010 olololo Type Il) an input burst followed by an output burst fol-
110 = N lowed by a state burst.

11 Type 1ll) an input burst followed by a state burst followed
101 by an output burst.

0
oo o)~ [ [\ L ) The selection of a machine cycle depends on the required
level of concurrency and the next-state logic synthesis method
used. Normally, Type | or Il is selected. Type Il is only used
to avoid dynamic hazards that may be present in two-level
AND-OR due to undirected don’t cares (undefined conditionals)
) .. and should be used in lieu of Type | or Il in those cases,
~ When the output burstr—c+) is complete, the machine isynich will be discussed in detail in Section IV of Part II.
in 53. Once inS, the machine awaits the input bufst-a—).  goth Type | and Type Il offer shorter latencies (input to output
During this input burstsa changes from 11 to 00 via 10 0rgejay) than Type III. The circuits implemented for Type I, in
01; the unspecified level signal may change anytime. The general have smaller area but longer cycle times (input to

next values ofre for sadRE= 11x01, 10x01, and01x01 are jrc it stabilization delay) than the circuits implemented for
specified to be 01, so that the outputs remain unchanged Type I.

until both s and o have fallen. After boths and a fall, the  ~ ¢ hower-ugf or after completion of the previous machine
machine concurrently lowersand transitions to layed. Thus cycje  the machine waits for an input burst to arrive. In a
the nextre for sadRE= 00x0x is specified to be 00 on both Type | machine cycle, when the machine detects that all

layers A and B. o , of the terminating edges of the input burst have appeared,
The resulting table (in Fig. 8) has two layers. Thus, just ong

= enerates a concurrent output/state burst (which may be
state bit is needed to encode the layers. The code value Cgrﬁpty) completing a two-phase machine cycle. In a Type

is assigned to layert and 1 to layer. We can complete || machine cycle, when the machine detects that all of the

the construction of the next-state table by adding the resultiggminating edges of the input burst have occurred, it generates
stqte bits to the next-st_ate entries as shown in Fig. 9. At_t_rgﬁ output burst (which may be empty). A state burst (which
point, all reachable entries of the next-state table are SpeCIflﬁgéy also be empty) immediately follows the output burst
next states of the remaining entries ai@n't cares completing the three-phase cycle. Note that an output burst
We can then synthesize the logic directly from the nextnaples a state burst in the “burst-mode fashion—the state
state table. Each output of the next-state function can Pgriaple changes are enabled only after all the changes of the
implemented as a two-leveiND-OR, which can be mapped g1yt purst have fed back. In a Type Il machine cycle, a
to a hazard-free multilevel circuit [35], [36]. For example, thgtate purst is enabled by the input burst and an output burst
two-levelAND-OR implementation(c = sZ+aZ) in Fig. 11(2) 5 enabled by the state burst. Note that the state assignment
is derived from a Karnaugh map efshown in Fig. 10. Of gcheme in Example | produced two types of machine cycles:
course, care must be taken to avoid hazards in the logic Whﬁ’be Ill for the transition froms; to Ss and Type | for the
translating a Karnaugh map to logic. _transition fromS; to S;. However, state assignment schemes

Each output of the next-state function can also be it generate a different combination of machine cycles can
plemented as a generalized C-element. Fig. 11(b) shows & |sed just as well.

generalized C-element implementation @f in which the

— | =

[ S R
—

Fig. 10. Example | (Karnaugh map fa): ¢ = sZ + aZ; eget = $Z;
€reset = Sa.

SMany alternative implementations for burst-mode circuits have been*An explicit reset signal is used, when necessary, to ensure that all primary
proposed elsewhere [37], [38]. outputs and state variables are initialized to correct values.
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oL @2 ®1 o2 \\]
()it i* 5= o+ h=bh+ o~ Fig. 13. Combinational view of the 3D state machine.
(SRR 99999909944 s X 1999944
i
) i] — 1) excited by the input changes during the input bursts
0 2) excited by the fed-back output changes during the output
s bursts (phase 2);
Bl B2 D3 @1 o 3) excited by the fed-back state variable changes during

the state bursts (phase 3).

Note that the machine is stable at the beginning of each phase.

. . . Therefore, the 3D machine synthesis procedure follows
Fig. 12 illustrates examples of two machine cycles (Typetﬁese steps:

and Type lll). The first machine cycle begins with input burst
(phase 1Xc¢+)i;1+i2*. The conditional signat stabilizes to 1 )
beforei, + fires. The directed don’t care signalmay remain

at 0 or change to 1. In the Type | machine cycle, this input
Ibnurtshteer_:_?gleesil;ar%(;r;(;]lijrrlreer::;(gluet ptlrt/izt?;i)ftuszrghs:gbglgs. the 3) ensure that the sequential circuit created by connecting
state burst (phase 2)-, which, in turn, enables the output fegdback paths are free of_hazards. )

burst (phase 3)o-+. In the second machine cycle, an input The first step of the synthesis procedure is to correctly
bursti; —i»-+ enables an output burst-, and no state burst is specify a next-state function that conforms to the specification.
required. Thus, for machine cycles not requiring state variabl®is Step must ensure that the specified function is free of

transitions, Type | and Type Il are indistinguishable. function hazardsthat is, for every set of input changes and
feedback signal changes with all the signals not specified to

change set to correct values, both the static and dynamic
IV. HAZARD-FREE IMPLEMENTATIONS behavior of every output is exactly as specified. In addition,
There are many implementation styles that can be usgis functional synthesis step must take measures to ensure
gl a hazard-free circuit exists for the specified function.

to synthesize asynchronous controllers—each has advant ) q f th hesi d . |
and disadvantages. This paper describes one particular imple: '€ S€CON step of the synthesis procedure is to correctly

mentation style called 3D, which is suitable for implementin ple_r_nen_t a next-s_tate circut from th_e next-state_ function
extended burst-mode machines. It is similar to Huffman-mod@€cified in the previous step. Thatis, this step mustimplement

machines [18], [19] in structure and similar to Mealy machingd Circuit free oflogic hazards _
[30] in functionality The last step of the synthesis procedure is to complete the

The main problem in ensuring the correctness of asyﬁi_rcuit construption by colnnecting outputs of the next—.state
chronous circuits is avoiding the possibility of hazards. Retwork to the inputs, thf_;\t is, creating feedback pa_ths. This step
hazard is broadly construed as a potential for malfunctidhUSt ensure that the _C'rcu't created_by connect_lng feedback
of the implementation. We review precise characterization BRtS S free obequential hazardshat is, the circuit behaves
various kinds of hazards and describe how each is avoided. feSPecified as a sequential machine. _
show that the 3D machine synthesis problem reduces to one I the remainder O,f this section, We examine the Sources
synthesizing hazard-free next-state circuits and then show hBa/hazarqs (sequennal ha}zards, functlon hazards, and Iog|.c
the various sources of hazards are systematically eliminateia"flzards) m_detall and provide _remed|es for each. The synthesis

Fig. 13 illustrates how the 3D machine can be viewed as,oéocedure itself and the algorithms are presented in Part Il.
next-state logic function during each phase (Type Il machine )
cycle is used in this example). Assume that no fed-back outgit S€duential Hazard
change arrives at the network input until all of the specified The correct operation of the 3D machine relies on the
changes of the output burst have appeared at the netwadsumption that all of the specified changes of the outputs
output. The same assumption applies to the fed-back stafethe next-state network excited by a set of changes at
variable changes and the state burst. These conditions whk network inputs are completed before the next set of
be met by inserting delays in the feedback paths as necessamanges arrives at the network inputs. A violation of this
The machine then can be viewed as a next-state logic functimsumption may result in sequential hazardthe hazard that

Fig. 12. 3D machine cycles (Types | and IlI).

specify a function-hazard-free next-state function that
can be transformed into a hazard-free circuit;

2) implement a hazard-free circuit from the specified next-
state function;
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glitch due to “fast” X
Fig. 14. Essential hazard in two-levelo-or. Fig. 15. Essential hazard in gC implementationfiédcellctrl.
exists regardless of the correctness of the underlying next-state finssout
circuit. Both the timing characteristics of the circuit itself and in Firsprod
the environment of the circuit can cause sequential hazards. mt : out
A comprehensive treatment of this topic can be found -
in [39]. In this paper, only a sufficient condition to ensure outf r%&‘
freedom from sequential hazards is stated. A solution to 7‘3““*5“
synthesize practical circuits which are guaranteed to be free outfprod,
of sequential hazards under a bounded delay assumption can svin | L Loutfot =
be found in [39].
1) Essential Hazard:We examine how the internal timing Tsvt—prod

of the circuits can introduce sequential hazards. It has been lov—svf
assumed up to now that no change at the network output is
fed back to the input of the next-state network until all the P

changes at the network outputs that are concurrently enabled

have taken place. However, this assumption may be violatedrig. 16. Timing requirements for minimum feedback delay.
feedback delays are short compared to the difference between

the maximum and minimum feedforward delays. The hazard

that arises due to the race between the arrivals of input edgsg, performance. Sometimes, it is possible to find tighter

and one or more fed-back output edges, enabled by the safpRstraints, i.e., reduce feedback delays, if the details of the
input changes, at the network input is callessential hazard jmplementation technology are known [39].

[19].
The possibility of an essential hazard duringda— 0
transition of an output in a burst-mode two-levelD-OR g tficient Conditions for Freedom from Essential Hazards
circuit is illustrated in Fig. 14. During the input/output burst ] ) .
(a+b+ — x+), y is specified to remain 0. However, df+ is ~ |f 3D machines are implemented in two-levehD-OR, a

fed back to the network input beforegoes low, then a 0-1-0 set of simple one?s?ded timing constraints can be used to
glitch may propagate to outpyt Thus, we need to make surecharacterize the minimum required feedback delay. We show

that the feedback delat, ) is sufficiently large to avoid below a set of timing constraints for Type Il machine cycles.
essential hazards. t»—, denotes the minimum delay from a transition of type
The possibility of an essential hazard duringpa— 1 (© @ transition of typey, while Z;._., denotes the maximum

transition of an output in an extended burst-mode gC circuit§€lay (see Fig. 16).

shown in Fig. 15. During the state transition from state 2 to 1, a) tinout + tout—outt > Liniit;

r, anda, are to rise and fall, respectively, triggered fy-. P) tin—out + fout—outt + Loutt—prod > Lin—prod;

However, if a, falls too fast and enables the fed-back output €) foutt—sv + tsv—svt > Toutt—iit;

A, to fall before the internal node, is pulled sufficiently @) fout—sv + tsv—sv + tsvi—prod > Toutt—prod-

low, then the gC gate may switch very slowly or may not Usually, these inequalities are satisfied without adding de-

even switch at all. lays, as should be clear by comparing the lengths of the
Essential hazards, in general, can be avoided simply pgths followed on each side of the inequalities. Note that the

inserting sufficient delay$n the feedback paths. Howeverrequirements for a Type | machine cycle are simpler, because

the delays in the feedback paths increase the delay constratate variable changes are concurrent with output changes: only

between last output change and next compulsory input charige first two inequalities are needed.

that must be obeyed by the environment of the circuit. Hence,If the 3D machines are implemented in gC, the one-sided

it is desirable to minimize feedback delays to improve sysiming constraint shown below can be used to determine the
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minimum required feedback delay combinationalfunction, although it may be implemented with
sequential circuit elements, such as generalized C-elements.
tin—out T tout—outf > Tin—>ﬁ
B. Function Hazard
whereout represents the internal node of the gC circuit. We A function hazards a nonmonotonic change, i.e., more than
can, of course, perform a detailed post-synthesis timing ana§fje change, of a combinational function during a multiple-
sis [39] to determine tighter bounds. However, for gC circuitgpyt change [40], [19]. Function hazards are problematic
in very high performance applications, even further reductiqfgcause they are present éwery gate-level implementation
in feedback delay may be desirable. We, therefore, introduc@fathe function, if inputs to functions have arbitrary delay.
simple remedy, which works for most gC circuits, to eliminatgonsequently, function hazards must be prevented before
feedback delay requirement altogether in Section IV.C.2.  ¢ombinational synthesis. We consider function hazards during
2) Environmental ConstraintsAn inherent feature of the mytiple-input changes in which some inputs are nonmono-
3D implementation is that parts of the circuit may still bggic, j.e., change more than once. We examine the implica-
unstable after a change at the network output has taken plagshs of allowing certain input changes to be nonmonotonic,
In some sense, this feature can help improve the performanfeine what a function hazard is in this setting, and explain
of the system by effectively making the stabilization of th@oy function hazards are avoided in the 3D implementations.
circuit and the reaction of the environment concurrent [27], 1) pefinitions: We summarize some definitions and con-
provided that the environment is slow to react to the changggpts from [41]-[44] that are used in the following subsections.

in the circuit outputs. However, if the environment reacts so a |ogic function f is a mapping from{0, 1}" to {0, 1, %}

. . . . ? 1 "

fast that the circuit detects the new input arrivals before the mintermof £ is ann-tuple [21, 22, -, ,] Wherez;, the
? ? ? ’

arrival of feedback variable changes, then the circuit mayye of theith input of f, is 0 or 1.
malfunction. Therefore, we must have the environment delayThe on-setof £ is the set of minterms for whiclf is one;

generating certain changes. This is called thedamental- he off-setof f is the set of minterms for whiclf is zero; the
mode environmental constraint. In practice, this is usuallyjc_setof £ is the set of minterms for whiclf is .

not a problem, because of the delays in wires between they c\pec, written aslcy, ca, -+ -, ¢, IS @ vector inf0, 1, +}7.
circuit and the environment and the time for the environme@t minterm [21,22, -, 2,] iS @ cube such that for every
to react are generally longer than it takes for the circuits foc 1 ... ,, 4, £ .

stabilize. In addition, not all the input signals have to meet p ¢ pe [a1, a2, -, a,] is said tocontain another cube
this constraint, because some signals are specified as dgq'ty, ... p 1iff, forall ¢in 1,---,n, a; = b; or a; = =.
cares in the extended burst-mode. Note that feedback signaig cube [ay, az,- -, a,] is said tointersectanother cube
cause all the primary outputs and state variables to “Iatcp;’l’b%,,,’bn] iff, for all 4in 1,---,n, a; = b; OF a; = *

their values, regardless of changes in don't care signals. lesbi — %
the fundamental-mode constraint under the presence of don'iy iteral is a variable or its complement. product term

cares is with respect to this “latching” time. _ is a boolean product of literals, andsam of productss a
Other forms of the environmental constraint required by,slean sum of product terms. We consider only product terms
the extended burst-mode 3D machine are ship timeand  gatisfying the restriction thato product term can have both
hold time requirements: all conditional signals specified tQ \ariaple and its complement as inpuWith this restriction,
stabilize must stabilize for some interval before any compykere is a one-to-one correspondence between product terms
sory (sampling) edge appears and must remain stable ugfly cubes, so we use the terrabe and product term
the output/state burst has been completed. This requiremeqh{grchangeamy_ Thus a product termzzz, is equivalent
similar to the setup and hold requirements on data signals Wjgh 5 cube[l, +,0,1, %, -+ -, #].

respect to clock of synchronous flip-flops. . An implicant of f is a product term which contains no
3) Summary:The following are the timing requirementsyt et minterms off.

imp(_)sed by the _synthesis method to guarantee correctness & .over C of a logic function f is a set of implicants of
the implementation. f such that every on-set minterm gfis contained in some

a) Feedback delay requirementfeedback variable cube ofC but no off-set minterm. A cover is isomorphic to a
changes are not fed back undil enabledoutput and sum-of-products implementation gf

state variable changes have been completed. If A = [a1,a2,---,a,] and B = [by,bo,---,b,], the
b) Fundamental-mode environmental constraim com-  transition cubeC' = [¢1, ca, - -, ¢,,] is determined so that, for

pulsory edges of the next input burst may arrive untfl = 1 ... ., ¢; = a;, = b, if a; = b;, and¢; = * if a; # b;.

the machine has been stabilized. The transition cub&”, denoted asA, B], is the smallest cube

¢) Setup and hold time requirementdl conditional sig- that contains both4d and B.
nals specified to be stable must be stabilized before anya trajectoryin [A, B] is a vector of minterms contained in
compulsory (sampling) edge appears and must remain B], denoted agm,,m»,---,m,], such that, for every
stable until the output/state burst has been completed.i, ... p — 1, the mintermsn; andm;, differ in just one
Assuming these timing constraints are met, we need orbit position.
analyze the hazards in the next-state circuit that result fromA combinational function has a function hazard if it changes
cutting feedback paths. Note that the next-state function igrere than once during a specified multiple-input change.
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Assume, for now, that all input changes are monotonic (we will 2) the value of every falling-edge inpyitin B’ is 0, if it

generalize it so that some input changes can be nonmonotonic

is x in B.

in the following subsection). There is a corresponding transptuitively, if edge signals have weight 1 and level signals have
tion cube for every multiple-input change. The transition culigeight 0, the trajectories fromi’ to B’ are the maximum-
contains all of the minterms in every possible trajectory of thgeight trajectories. If every don't care input is an edge signal

specified input changes. If the function changes its value mafe (17, A, B), [A’, B'] = [A,B] and A’ and B’ reduce to
than once along a certain trajectory, then there is a functigfinterms.

hazard. The following “classical” definition of function hazard | emma 1: For every mintermX in [A, B], all of the min-

adapted from [42] captures this notion precisely.

Definition 1: A combinational functionf contains aunc-
tion hazard during a multiple-input change from to B iff
there exists a pair of minterm& andY in [4,B] (4 # X
andY # B) such that

1) X € [A,B] andY € [X, B] and
2) f(A) # f(X) and f(Y) # f(B).

If f(A) = f(B), itis astatic function hazardthat is, a 1-0-1

or 0-1-0 function hazard. Otherwise, it isdgnamic function
hazard that is, a 1-0-1-0 or 0-1-0-1 function hazard.

2) Generalized Transitionlf some inputs are allowed to
change nonmonotonically during multiple-input changes, the
classical definition of function hazard is inadequate. We de-
velop a notion of generalized transition to remedy this defi-
ciency and to provide a vehicle to discuss functional synthesis

in analytical terms in Part II.

A generalized transitioff7, A, B) defines a set of alegal
trajectories i A, B], whereA is astart cube B is anend cube
and7 is a mapping from a set of input signals to a seingiut
types There are three types of inputssing-edgefalling-edge
andlevel Edge inputs must change monotonically;

terms in every legal trajectory from’X to B is contained in
[X,B].

Proof: We prove by contradiction. Assume that there
exists a legal trajectory such that one of the minterms in the
trajectory is outside ofX, B’].

1) [X,B] = [X, B]
[X, B] contains all of the minterms in every trajectory
from X to B, which contradicts the assumption.

2) [X,B] C [X,B]
Then there existy” contained in(X, B] — [X, B'] such
that Y can be reached fromX legally. Let X =
[T, @n], Y o= [yn, 0yl B = [b&,,b%], and
[X,B']=lc1, --,cy]. Foreveryiinl,--- ,n,c; =% or
¢; = b}, SinceY is not contained ifX, B'], there exists
an edge signaj such thaty; # = Ay; # b Ac; # =
c; # * implies thatz; = ¥’. This means thatj
has already reached the final value at paiht by the
definition of B’. Therefore,Y" cannot be reached legally
from X, which is a contradiction. O

During a generalized transitidfl’, A, B), each output signal

thereforgy assumed to change its value at most once. Furthermore, no

edge inputs change at most once in a legal trajectory. Leygli,t change is allowed it and B. If not, a function hazard

inputs must be a constant (0 or 1) or a don't care, whiGl gaiqg 1o be present. Below is the new definition of function
implies that each level input must hold the same value in b%zard adapted for generalized transitions.

A and B or be undefined in bottd and B. Level inputs, if
they are don'’t cares, may change nonmonotonically.

A generalized transition culjel, B] is the smallest cube that
contains the start and end cubg&sind B. Not all combinations

of T'and[A, B] are legal. For example, if inputis 0 in A but

1 in B, then: can neither be a level type nor a falling-edge

type. In summary:

1) if the value ofi is the same in botkl and B, i.e., both
0, both 1, or bothx, then: can be of any type;

2) ifi=0in Aandl or*in B, then: must be a rising-edge

type;
3)ifi = 1in A and0 or x in B, then¢ must be a
falling-edge type.
Open generalized transition cubefd, B) = [A, B] — B,
(A,B]=[A,B]— A, and(A, B) = [A, B) — A, respectively.
Note that[A4, B) = 0, if A C B. The start subcubed’ is a
maximal subcube ofA such that:
1) the value of every rising-edge inputin A’ is 0, if it
is = in A,
2) the value of every falling-edge inpytin A’ is 1, if it
is x in A.
The end subcube3’ is a maximal subcube aB such that:
1) the value of every rising-edge inputin B’ is 1, if it
is % in B;

Definition 2: A combinational functionf contains afunc-
tion hazard in (T, A, B) iff
1) there exists a pair of minterm&,Y in A such that

F(X) # F(V), or
2) there exists a pair of minterm&,Y in B such that
FX) # JY), or
3) there exists a paik,Y in (A, B) such tha” € [ X, B)
(or, equivalently,X € (4’,Y]) and f(4) # f(X) and
JY) # f(B).
The last criterion states that there is a function hazard if there
exist two mintermsX andY in a legal trajectory fromA to
B such thatf(A) # f(X) and f(Y) # f(B).

A generalized transitiof7’, A, B) is a static transition for
fiff f(A) = f(B); it is a dynamic transition forf iff
f(A) # f(B). No change in level inputs can enable output
changes directly, that is, at least one edge input must change
from 0 to 1 or from 1 to O in a generalized dynamic transition.

Examples of generalized transitions are shown in Fig. 17.
Fig 17(a), (b), and (c) shows rising-edge signals, and
is a level signal. Fig. 17(a) and (c) shows function-hazard-
free static and dynamic transitions, respectively. Fig. 17(b)
illustrates a 1-0-1 static function hazard, and Fig. 17(d) does
a 0-1-0-1 dynamic function hazard on the trajecto#¥s :

000 — 100 — 101 — 111.
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(a) function-hazard-free
static transition

(c) function-hazard-free
dynamic transition

(b) static function hazard (d) dynamic function hazard

Fig. 17. Hazards in generalized transitionsis a level signalia, b, andc
are rising-edge signals.

® O
1l
=

A"‘H““H

(a) (Hazard-free) generalized
transition

(b) Extended burst-mode
(generalized) transition

Fig. 18.
there existsX,Y in A U [A, B) such thatf(X)
burst-mode (generalized) transition.

(a) Generalized transition but not extended burst-
# f(Y); (b) extended

3) Extended Burst-Mode TransitiorAn extended burst-
mode transition is a generalized transition with the followin
requirements.

a) For every pair of minterm& andY in AU [A4, B),

JX) = f(Y).
b) For every pair of minterm& andY in B, f(X) =
f).

Theorem 1:Every extended burst-mode transition
function-hazard-free.
Proof: Considerf during an extended burst-mode tran
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: input bit vector
output bit vector /, X_inpu
state var bit vector

\ Vi
47NC
Layer C (00) {
Layer E (01) e i
W b
{ayerD11) /4
Layer F (10) f

Fig. 19. Critical race during a Type Il machine cycle.

aterminatingsignal in(7’, A, B). An edge signal whose value

is « in B is adirected don't caren (T, A, B). A level signal
whose value is: in (T, A, B) is anundirected don't careln a
dynamic extended burst-mode transition, the output is enabled
to change only after all of the terminating edges appear.

Another way of describing terminating signals and don’t
cares is as follows: Let minterm& = [--,z,,---] and
X' =[--,%,, -], wherex, andz; are the values of in X
and X’. s is a terminating signal iffX € B impliesX’' & B. s
is a don't care (directed or undirected) if € B < X' € B
or, equivalently, X € [4,B) & X' € [A, B).

A 3D machine cycle that requires no conditional signals to
stabilize has transitions corresponding to an input burst and
a concurrent output/state burst, if it is of Type I, or an input
burst, an output burst, and a state burst, if it is of Type Il or
lll. A 3D machine cycle that requires conditional signals to
stabilize has an additional transition for setting up conditional

mode transiti@)gnals. Each of these transitions by itself is free of function

hazards, since these are all extended burst-mode transitions.
However, as we have seen in Example | in Section llI-A, a
function-hazard-free next-state assignment requirement for one
transition may conflict with another transition. The 3D state
dssignment algorithm avoids this type of conflict by adding
state variables when necessary, as described in Part II.

4) Critical Race: If a transition between layers requires
multiple state bit changes (see Fig. 19), the machine traverses
intermediate layersH or F') before reaching the final staté)(
of the transition. In traditional asynchronous state machines

i418], [19], acritical race is said to be present if reaching the

final state depends on the order in which the state bits change.
In 3D machinessa critical race is said to be present if the

sition from A to B. SinceA C A U [A, B), for every pair transient states during a layer f[ransition have different next
of mintermsX andY in A, f(X) = f(Y) by requirement values of outputs_ gnd state \(arlables frolm those Qf the start-
1 of the definition of extended burst-mode transition. Thidiate of the transitionHence, in 3D machines, a critical race
contradicts criterion 1 of Definition 2. For every pair ofS SMPly @ manifestation of a function hazard during a state
minterms X andY in B, f(X) = f(¥) by requirement 2, burst. .We insure that the machine is free of critical races by
which contradicts criterion 2 of Definition 2. Finally, for all enc_odlng layers =0 that the next states of the transient states
in (A, B), f(X) = f(A) by requirement 1, which contradictsdu”ng Iayer.t'ransmons are the same as those of the start-state
criterion 3 of Definition 2. Thereforef is free of function of the transition.
hazards. O

A (hazard-free) generalized transition (but not an extendéd Logic Hazards
burst-mode transition) and an extended burst-mode transitiorHazards in next-state circuits can also be introduced by

are shown in Fig. 18.
An edge signal that changes from 0soto 1 or from 1 orx
to 0 during an extended burst-mode transition frdnto B is

the delay variations of physical gates and wires, even if the
next-state functions are completely and correctly specified,
i.e., function-hazard-free. In this section, we present two
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<8 2) a momentary 0 and a momentary 1 output may appear
-« Inverter during the input change fromt to B.

-'_‘— ] ‘DO—C@‘_ —I_I_ Pure delay model Below, we state and prove necessary and sufficient condi-
IL T Inertial delay model tions for hazard freedom for a two-levelD-OR circuit during
= =5 an extended burst-mode transition. Note thatgreduct term

refers to anon-setcube for the remainder of this section.
Lemma 2: A product term that does not intersect the gen-
eralized transition cubA4, B] remains O during a function-

Fig. 20. Delay models.

.o} hazard-free transitioT’, A, B).
] 4 Proof: Every product term that does not intersgdt B]
' has a literal whose value remains O during the input change.
I Allowed Thus a product term not intersectifg, B] remains 0. O
I Notallowed Lemma 3: A product term that containd’ (or B) changes
monotonically during an extended burst-mode transition

Fig. 21. Delay model used in 3D combinational synthesis.

(T, A, B).

Proof: First, consider the case in which a product term
different methods to implement hazard-free next-state logig:contains both4’ and the start-point of a trajectory in the
the two-levelanp-or implementation [43] and the generalizedransition (7', A, B). The initial values of all the literals of
C-element implementation [34]. are 1. Level signals are either constants or don’t care4’in

The existence of hazards depends on the delay assumptigns level signal is a don't care i, then it is a don’t care
in the circuit model used and on the models of the delay the cube that containd’; therefore, it does not appear as
itself. Many delay models have been proposed [19], [45], [4@d. literal in the corresponding product term. Since all other
Fig. 20 shows two commonly used examples:itteetial delay input changes are monotonic, values of the literals change
model which assumes that no input pulse of duration shorf@bnotonically from 1 to 1 or from 1 to 0. Thus the output
than the gate delay is transported to the output of the ga##.p changes monotonically.
and thepure delay model which assumes that a pulse of any Now consider the case in which the product tercontains
duration computed by the logic function of the gate is asserte@d put not the start-point. By the definition of’, at least
on the gate output. one monotonic change of an edge signal is needed to traverse
Our combinationalsynthesis method works faall delay fom A’ to a start-point in4 — A’; no additional change of
models, because we use a strategy to avoid multiple ingHE same signal occurs [al, B]. The value of the literal ip
changes to a delay before output, as shown in Fig. 21, for glhich corresponds to this input signal falls during a transition
primary outputs of next-state circuits. In addition, we assumg,m A’ to the start-point and remains 0. Thus the output of
that both the gates and the wires connecting gates in fi€emains 0 infA4, B] if the start-point of the trajectory is not
next-state network have finite but arbitrary delays. contained inp.

1) Two-LevelhND-ORImplementation:First, we consider  Thus the output of a product term that contaitischanges
the implementation of the next-state functions in tWO'lev%onotonically {—1,1—0 0r0— 0).

AND-OR logic. We develop a set of hazard-free covering ysing the same argument, the output of a product term that
requirements for the two-leveAND-OR implementation of .qntainsB’ also changes monotonicallp (- 0, 0 — 1, or

a logic function during an extended burst-mode transitio._, 1). 0

The hazard-free combinational logic synthesis for multiple Theorem 2: The output of a two-levehND-OR circuit is
monotonicinput changes is described in [40]-[43] and [47],574rd.free during 8 — 0 extended burst-mode transition.
The newresults presented here are simple extensions of the p. s No product term intersects the transition cube

theory in [43] to account for nonmonotonic input changegjnce the transition is function-hazard-free. Thus all the prod-
We apply these results to the 3D machine combinational 10gi¢; terms in the network remain 0 during the transition by

synthesis. Lemma 2 0
The following definitions of logic hazards are from [42] 10 0em 3: The output of a two-levelnb-OR circuit is

and [43]. hazard-free during & — 1 extended burst-mode transition

[?eflnltlon 3 A comblnafuonal network gontalns 8aliC it the circuit contains a product term which contains the
logic hazard during a function-hazard-free input change fror?ransition cube(A, B]

A to B iff Proof: (=) Assume that the circuit does not contain a
1) f(4) = f(B); . _product term that contairjsi, B]. In order for the transition to
2) a momentary pulse may be present during the inphg function-hazard-fredA, B is covered by more than one

change from4 to B. product term. During a transition from to B, one or more

Definition 4: A combinational network containsdynamic  product terms rise, one or more product terms fall, and the
logic hazard during a function-hazard-free input change frorest remain 0. If a falling edge of a product term precedes all
A to B iff rising edges, the output of the circuit may change from 1 to 0

1) f(A) # f(B); to 1, which is a hazard, contradicting the hypothesis.
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(<) The output of a product term that contaifd, B] i &
. . " S RAN Q0 01 11 10 00 0l 11 10
remains 1 during a transition from any point i to any 000 o101 1001200 001 Y oo o
point in B, because there is no literal in this product term that | I/ oob' (1) o | Required cubes
can change irj4, B]. Hence, the sum of products remains 1 51— Vo for r,

throughout the trajectory. O o160 o1g) 100%00[or0 |+ L) 0 [0 [ () 01
Theorem 4: The output of a two-leveAND-OR circuit is 1o 1001 100 o | o O 151
hazard-free during & — 0 extended burst-mode transition iff 1 ! Lo
‘ i —

every product term intersecting the transition cideB] also 101 TToor |/ 0
contains the start subcub#'.

Proof: (=) Assume that there exists a product tepm
that intersectgA, B] but does not contaid’. Consider a
trajectory from a point ind’ not contained irp to any point in (@) (b)

B. The initial value ofp is 0 sincep does not contain the start-Fig. 22. Required cubes for two-level SOP implementatiomof
point. The final value op is 0 because the final value of the

output of the network must be 0. Becaysentersecty 4, B, o f
p changes from 0 to 1 to 0 on some trajectories frafito B. ® /s
All other product terms that contaid’ fall during a transition
from A’ to B. Since the wire delay op can be arbitrary,
the output of the network may undergola— 0 — 1 — 0
transition. Thus the circuit is not hazard-free, which contradicts
the hypothesis.

(<) The final values of all the product terms are O,
because the final value of the output of the network must be (a) 0-1 transition (b) 1-0 transition
0. By Lemma 3' the prOdUCt terms that Conta“h Change - e e e . - -
monotonically during a transition fromd to B. Thus the
product terms that interse¢t, B] fall monotonically. The
product terms that do not intersdet, B] remain 0, by Lemma
2. Thus the output of the network changes monotonically, i.e.,

100 | 100 (1007 100% 001 [ olololo

zr,a, r,

0 @I Required cube
1 <> llegally intersecting cube

hazard free. O 5
Theorem 5: The output of a two-levelAND-OR circuit is R : e B=B N
hazard-free during @ — 1 extended burst-mode transition iff (c) 0-1 transition (d) 1-0 transition

no product term intersects the transition cyde 5] unless it rig. 23. Illegal intersection of privileged cube.
also contains the end subculi.

Proof: Exchange 0 and 1 and reverse trajectories in proof
of Theorem 4. a dynamic logic hazard is present in the implementation.of

The hazard-free covering requirements for two-leaeb- For instance, in Fig. 23(b), the outputef may glitch (0-1-0)

OR logic for extended burst-mode transitions can be sumnf% s rises momentarily before rises but the output of; is
rized as below. slow to change, and this glitch may propagate to the output.

" This observation leads to the notion of privileged cube.
a) For everyl — 1 transition:

h , q h B A generalized transition cubjed, B] for a1 — 0 extended
There exists a product term t at contajds B]. burst-mode transition is said to be pivileged cube[43],
b) For everyl — 0 (0 — 1) transition:

: [22] iff [A, B) contains more than one minterm. Likewise, a
Every prc/:duc/t term that intersecfsl, B] must also yeneralized transition cubiet, B] for a0 — 1 extended burst-
contain A" (5). mode transition is said to bemivileged cubeiff B contains
Each maximal subcube of4, B] needed to satisfy the more than one minterm. A cube that intersects a privileged
covering requirements above is calledrequired cubeof 1 _ ¢ transition cube must also contain the start subcube, and
[4, B] [43], [22]. Just one cube is required for(® — 1 a cube that intersects a privilegéd— 1 transition cube must
or 1 — 1 transition, whereas: cubes are required for aalso contain the end subcube. Otherwise, the cube is said to
1 — 0 transition enabled by terminating input edges. intersect the privileged cubidegally.
Fig. 22 illustrates the hazard-free covering requirements forTo summarize, a covel of a logic function f that
the example in Fig. 15. implements an output or a state variable of the 3D machine is
Suppose a generalized transition cybde B] for al — 0 free of logic hazards iff it includes all of the required cubes
extended burst-mode transition is intersected by a requiredd no cube inC intersects a privileged cube illegally.
cube ¢, (required for another transition). I&. does not  2) Generalized C-Element Implementatiofihe synthesis
contain A’ and cannot be expanded (by assigning 1 to donfiethod produces two-leveAND-OR circuits for both set
care entries) to containd’, then the implementation has aogic (fget) and reset logiq{ freget)- The N stack of the
dynamic logic hazard. Fig. 23 illustrates four examples a@feneralized C-elementin Fig. 6 is simply tivestack of a fully
illegal intersections of transition cubes. In each of these casesmplementary complexND-OR-NOT gate that implements
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riai F‘-L)",
ZRAN00 01 11 10 00 0L 11 10
000 | 010 | 100-4-400.|.001 1[0y o
00y 010 00, _
Oli‘l 010+ 1 Required cubes
010401 1007000 [010| ¢ | 1 [fo T oJ| 1 0o,
110 100 | 180 | 00 -
z | Q..
111 i j
101 J loot]/ 0
100 | 100 (1001063 001 [ 0 |Lo.l.o/ o
r.a,” r,
Fig. 24. Dynamic hazard in generalized C-elements. (a) (b)

Fig. 25. (a) K-map forfifocellctrl example in Fig. 15. (b) Required cubes

-— . . for gC impl tation ofr,.
Jset: the P stack of the generalized C-element is tlie or g& impiementation

stack of a full complementary complesiD-OR-NOT gate that
implementsjfyaget- FOr example, a gC implementation &f b) N stack is hazard-free for all specifiéd— 1 transitions;
for Eget = sZo and Eygget = 5a is shown in Fig. 11(b). P stack is hazard-free for all specifiéd— 0 transitions.

The hazard avoidance techniques used for two-lewsl- Requirement 1 is met by ensuring that the on-setfgf;

OR apply directly here, because of the way pull-down an@f,qset) is devoid of off-set (on-set) minterms ¢f To satisfy
pull-up stacks are implemented. As described below, the onlyguirement 2, we must ensure that, for eveérs 1 (1 — 0)
difference is that no special precautions are necessary to mak@sition of f, every product term offget (freget) that
static transitions hazard-free. A similar technique was usedimersectd 4, B] must also contaiB’ (A’). Hazard-free logic
optimize complex CMOS gates in [38]. A detailed comparisominimization in conjunction with the state assignment step
to [38] can be found in [34]. ensures that requirement 2 is met.

Extended burst-mode circuits implemented with generalizedAs in two-level synthesis, each maximal subcubéAf5]
C-elements as described above are hazard-free daringd needed to satisfy the covering requirement (requirement 2)
and 1 — 1 transitions. The output of a two-levelnp-or is called arequired cubeof [A4, B]. Fig. 25(b) illustrates the
circuit is hazard-free during & — 0 extended burst-mode hazard-free covering requirements for gC implementation of
transition, as shown in Theorem 2. Thus, whemindergoes 7, from thefifocellctrl example in Fig. 15. Note the absence
al — 1 transition, f,eset remains low, keeping thé stack of required cubes fod — 1 (0 — 0) transitions ofr,get
turned off. TheN stack, in the meantime, may be turned on droreset)- This is because the sustainers maintain the logic
off, but the sustainer maintains the old value of the gC outplgVvel once the logic is set (or reset). Note also the overlapping
Likewise, f is hazard-free during — 0 transitions. Note that Of 7,get @and7,reget- The overlapping region corresponds to
static hazards are possible in fully complementary MOS gatesreachable states.
if the N and P stacks are duals of each other: i.e., when the N
stack is turned off, the P stack is on and vice versa. Removing Feedback Delay Requirement

On t.he other hand, s_pemal steps must Lf’e tgken 0 av0|dAS discussed in Section IV-A-1, it may be necessary to con-
dynamic hazards. As in two-leveAND-OR circuits, for a

0 1 " be h d-f I . .struct robust circuits without the aid of feedback delays. Unlike
— 1 transition to be hazard-free, all on-set minterms 1f, . jo\e| anp-or circuits, the essential hazard occurs only

each trajectory of the transition must be covered by a S'ngﬁ%ring dynamic transitions involving multiple output changes

_cube, and every c_ube that inte_rsects the trajecto_ry must ailr?%c circuits. For example, consider the state transition from
include the endpoint of the trajectory, as shown in Theore@,io 2 o 1 in Fig. 15, during which, is to rise anda, is
5. Consider a transitionsb+ (o = b = 0andc =d =1 5 3 |n order to enable,+, A, (the fed-backa,) must be
initially), in which f is supposed to rise monotonically Whenhigh. However, ifa, switches too fastd, may fall beforer,

b rises, regardless of the behaviora@fSuppose that andb a5 switched. To prevent this, the product term to enable
change as shown in Fig. 24 starts to discharge whikeanda st not include4, as one of its literals.

are both high, stops whenfalls, and starts again whensNs A gyjficient condition to guarantee this is to include the
fully turned on (after th@nb output rises). Although itis very yansition cubes associated with the output bursts as required
unlikely that complex gates exhibit glitches as illustrated ig pes offset, if f is enabled to rise in the corresponding input
Fig. 24, it may be wqrthwhile to'avoid' any such possibilitiesbursts, and as required cubesfpfet, if f is enabled to fall in

The synthesis algorithm described in Part Il removes aye corresponding input bursts. For example, iberequired

possibilities of dynamic hazards. _ cubes forr, and the corresponding circuit implementation are
To summarize, for the output of a generalized C-elemeghown in Fig. 26.

to be hazard-free for a set of extended burst-mode tranSitionS{'his requirement_rebust Covering requirement for feedback

the following requirements must be met. delay removal in g&-reduces the don’t care space for logic
a) There are naeachablestates in which both P and N minimization. The resulting circuit implementation may be less
stacks are on. compact and may have longer latency but shorter cycle time.
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hazards and described how each is avoided in the 3D machine
implementation. We showed that the 3D machine synthesis
problem reduces down to one of synthesizing hazard-free next-
state logic and presented two approaches for next-state logic
synthesis: two-levehND-OR implementation and generalized
C-element implementation. We also presented an extension
to existing theories for hazard-free combinational synthesis to
handle nonmonotonic inputs. We showed that these methods
require different constraints to guarantee that implementations
are hazard-free. In Part Il of the paper, we will show how
the selection of the next-state logic synthesis method affects
the state assignment. We will present an extensive set of
experimental results and compare our results to competing

methods whenever possible.
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Fig. 26. (a) Required cubes for gC implementation ofwvhich removes the

feedback delay requirement. (b) The corresponding circuit implementation.
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rare cases, which is also discussed in Part Il.

Signal Placement and Decomposition of Series Stacks

In extended burst-mode circuits, the order of signal arrivalét
is largely predetermined, so the signal placement can be
optimized for performance. In our synthesis method, primary2l
input signals that enable an output to change, iegminating
signals, are placed at thep of the stack (farthest from [3]
Voo/Ground). Fed-back outputs and state variables are plac?ﬂ
at the bottom of the stack (nearest t&;,,/Ground), because
feedback signals do not enable outputs to change.

Although somewhat longer series stacks can be toleratdd
in extended burst-mode circuits than in conventional combifs)
national circuits, as demonstrated in actual fabricated chips
[27], larger circuits and deep submicron designs require
capability to decompose long stacks. The most straightforward
way to decompose a long stack is to partition the signals a
map every partition with more than one signal to a statir;,“
AND/NAND followed by a transistor. This decomposition is
hazard-free because each series stack correspondsateban [e]
gate in theAND-OR network that implementgggt Or fraset
and decomposingND gates recursively is hazard-free [19][10]
However, arbitrary partitioning is not allowed because it can
lead to dc-path problems during dynamic transitions. Theq)
details of legal decomposition of gC burst-mode circuits can
be found in [48]. [12]

3) Logic Minimization: For both static two-leveAND-OR
and pseudostatic gC implementations, we use exact algorithﬂnﬁ
for hazard-free logic, implemented in an automated logiC
minimizer [49], for hazard-free logic minimization.

V. CONCLUSION 4

We formally defined the extended burst-mode speciﬁcatioH5
presented an overview of the 3D synthesis, and discusse
hazard elimination strategies. Because the most difficult pro 0
lem in asynchronous circuit synthesis is avoiding hazards,
we reviewed precise characterization of various kinds of
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