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Special Issue on Parallel Algorithms, Scheduling and Architectures 
 

Guest Editorial 
 
Since applications of computing systems permeated in every aspects of our daily life, the efficiency of execution of 

parallel programs on distributed systems has become a critical issue in the research field of high-performance 
computing systems. In recent years, more and more researchers have recognized the fact that parallel algorithms, 
scheduling and architectures play an important role in improving the efficiency of computing systems, and hence 
continuously present their valuable research results in this field.  

In this special issue, we selected some excellent papers from the third International Symposium on Parallel 
Architectures, Algorithms and Programming (PAAP 2010), which was held in Dalian, China, December 18-20, 2010. In 
addition, we invited and selected some representative research papers in the broad area of parallel algorithms, 
scheduling and architectures.  

The paper titled "A Novel Differential Evolution with Uniform Design for Continuous Global Optimization" presents 
a uniform-differential evolution algorithm (UDE) which incorporates uniform design initialization method into 
differential evolution to accelerate its convergence speed and improve the stability. 

The paper titled "Leveraging 1-hop Neighborhood Knowledge for Connected Dominating Set in Wireless Sensor 
Networks" proposes an algorithm leveraging 1-hop neighborhood knowledge for connected dominating set, aiming to 
get a small connected dominating set, meanwhile, to minimize the consumption of energy and time. 

The paper titled “An Internet Traffic Identification Approach Based on GA and PSO-SVM" proposes an internet 
traffic identification approach which selects the best feature subset using Genetic Algorithm, and then calculate the 
correspondence weight of each feature selected by Particle Swarm Optimization (PSO). In addition, the traditional SVM 
algorithm is optimized by PSO algorithm. 

The paper titled "Efficient and Scalable Thread-level Parallel Algorithms for Sorting Multisets on Multi-core 
Systems" proposes a cache-efficient, thread-level parallel and scalable algorithm for sorting Multisets on single 
multi-core computer and the heterogeneous cluster with multi-core computers. 

The paper titled "A New Resource Scheduling Strategy Based on Genetic Algorithm in Cloud Computing 
Environment" presents a scheduling strategy on load balancing of VM resources based on genetic algorithm, brings in 
variation rate to describe the load variation of system virtual machines and introduces average load distance to measure 
the overall load balancing effect of the algorithm. 

The paper titled "Task Scheduling Based On Thread Essence and Resource Limitations" discusses a task scheduling 
model takes into account the essence of the threads in simultaneously-running applications by granting higher priority 
to applications during their critical-serial phases and also considers the limited resources of the system by reducing the 
number of context swithches when there are more ready threads than cores. 

The paper titled "A Game Theoretic Resource Allocation Model Based on Extended Second Price Sealed Auction in 
Grid Computing" proposes a model which focuses on the resource allocation problem in grids and cloud computing. 
This model introduces an analyst entity and designs analyst's prediction algorithm based on Hidden Markov Model and 
simulation results shows it performs better than traditional algorithms. 

The paper titled “A Performance Model for Network-on-Chip Wormhole Routers” presents a generic analytical 
performance model of single-channel wormhole routes by using the M/D/l/B queuing theory. 

The paper titled "Cocktail method for BitTorrent traffic identification in real time" proposes a cocktail approach 
consists of three sub-methods including application signature-based methods, message-based methods and 
pre-identification methods to identify BT traffic in real-time. 

The paper titled “A Context-Aware Routing Protocol on Internet of Things Based on Sea Computing Model” 
proposes a new routing protocol CASCR (Context-Awareness in Sea Computing Routing Protocol) for Internet of 
Things, combining with the Sea Computing model for Internet of Things and the routing protocol for wireless sensor 
network (WSN) based on context-awareness, and describes the work flow, data structure and quantitative algorithm of 
the CASCR in details. Through theoretical and experimental analysis, the CASCR has higher energy efficiency and 
longer lifetime than the congeneric protocols. 

The paper titled "An Energy-Aware Multi-Core Scheduler based on Generalized Tit-For-Tat Cooperative Game" 
proposes a game theoretic energy-aware scheduling algorithm for multi-core systems named GTFTES, which is 
designed to work in a resource-rich environment where resources always compete for tasks. Simulations results show 
that the proposed game can reduce the temperature difference between different groups of cores which effectively 
avoids the local hotspot of a processor. 

The paper titled "A Failure Self-recovery Strategy with Balanced Energy Consumption for Wireless Ad Hoc 
Networks" discusses a solution of self-recovery strategy with balanced energy consumption in wireless ad hoc networks 
with the failure cluster which is out of work. Also, to keep the original performance of the whole WSNs, the energy 
consumption of the node is minimized. 

The paper titled "An Attractive Force Model for Weighting Links in Query-Dependant Web Page Ranking" presents 
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a gravitation-like model for calculating the attractive force between papers. And then some features of web pages are 
taken into consideration while implementing an instance of the algorithm framework. 

The paper titled "An Improved HITS Algorithm Based on Pagequery Similarity and Page Popularity" proposes a 
weighted HITS algorithm which differentiates the importance of links with the querypage similarities and the popularity 
of web pages. It can avoid the problem of topic drift and enhance the quality of web search effectively. 

The paper titled “A Cooperative and Heuristic Community Detecting Algorithm” introduces the concept of 
community seed, vector and relation matrix. In terms of the relation similarity between free vertices and the existing 
communities, the authors put vertices into different groups. A minimum similarity threshold is proposed to filter which 
gives a method to find the vertices located at the overlapped area between different communities.  

It has been a great pleasure to run this special issue, which reveals important research results in the field of parallel 
algorithms, scheduling and architectures. We would like to thank Prof. Prabhat Mahanti, Editor-in-Chief of Journal of 
Computers, and Dr. George J. Sun, Executive Editor of Academy Publisher, for giving us the opportunity to organize 
this special issue and for their great help in the organization of this issue. We thank all authors for their submissions and 
all reviewers for their diligent work in evaluating these submissions. We sincerely hope that you enjoy reading these 
distinguished papers. 
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Abstract—Differential Evolution (DE) is a simple and 
efficient optimizer, especially for continuous global 
optimization. Over the last few decades, DE has often been 
employed for solving various engineering problems. At the 
same time, the DE structure has some limitations in the 
complicated problems. This fact has inspired many 
researchers to improve on DE by proposing modifications to 
the original algorithm. Population initialization is very 
important to the performance of differential evolution. A 
good initialization method can help in finding better 
solutions and improving convergence rate. In this paper, a 
uniform-differential evolution algorithm (UDE) is proposed. 
It incorporates uniform design initialization method into 
differential evolution to accelerate its convergence speed 
and improve the stability. UDE is compared with other four 
algorithms of Standard Differential Evolution (SDE), 
Orthogonal Differential Evolution (ODE), Opposition Based 
Differential Evolution(OBDE) and Chaos Differential 
Evolution(CDE). Experiments have been conducted on 23 
benchmark problems of diverse complexities. The results 
indicate that our approach has the stronger ability and 
higher calculation accuracy to find better solutions than 
other four algorithms.  
 
Index Terms—differential evolution, global optimization, 
uniform design method, orthogonal design method, 
Opposition Based, Chaos  Initialization 

 

I. INTRODUCTION  
Global optimization is the task of finding the 

absolutely best set of parameters to optimize an objective 
function. Generally, there are solutions that are locally 
optimal but not globally optimal. Consequently, global 
optimization problems are typically quite difficult to 
solve exactly. Using classical determinate direct search 
techniques may fail to solve such problems because these 

problems usually contain multiple local optima. 
The problem of finding a global minimum of the 

unconstrained optimization problem: 
min ( )

nx R
f x

∈
 

Where f  is a generally nonconvex, real valued 
function defined on nR . 

In recent years, the use of alternative approaches to 
solve complex optimization problems is very common. 
Evolutionary Algorithms (EAs) such as genetic algorithm, 
evolutionary programming, evolution strategy and 
genetic programming have received many interests from 
researchers and practitioners due to their competitive 
results when solving this kind of problems. 

Differential Evolution (DE) is a branch of evolutionary 
algorithms developed by Rainer Storn and Kenneth Price 
[1] for global continuous optimization problem. It has 
won the third place at the 1st International Contest on 
Evolutionary Computation. It shares similarities with 
previous EAs. For example, DE works with a population 
of solutions, called vectors, it uses recombination and 
mutation operators to generate new vectors and, finally, it 
has a replacement process to discard the less fit vectors. 
DE uses real encoding to represent solutions. Some of the 
differences with respect to other EAs are the following: 
DE uses a special mutation operator based on the linear 
combination of three individuals and a uniform crossover 
operator. It has several attractive features. Besides being 
an exceptionally simple evolutionary strategy, it is 
significantly faster and robust for solving numerical 
optimization problem and is more likely to find the 
functions true global optimum. 

Despite having several striking features and successful 
applications to different fields, DE has sometimes been 
shown slow convergence and low accuracy of solutions 
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when the solution space is hard to explore. Many efforts 
have been made to improve the performance of DE and 
many variants of DE have been proposed. 

The first direction for improvement is hybridization. 
Sun et al. [2] developed DE/EDA which combines DE 
with EDA for the global continuous optimization 
problem. It combines global information extracted by 
EDA with differential information obtained by DE to 
create promising solutions. The presented experimental 
results demonstrated that DE/EDA outperforms DE and 
EDA in terms of solution quality within a given number 
of objective function evaluations. Noman et al.[3] 
proposed a DE variant which incorporated a Local 
Search(LS) technique to solve optimization problem by 
adaptively adjusting the length of the search, using a hill-
climbing heuristic. Experimenting with a wide range of 
benchmark functions,the results show that the proposed 
new version of DE performs better, or at least 
comparably,to classic DE algorithm. He et al.[4] 
proposed a new binary differential evolution algorithm 
based on the theory of immunity in biology. The test 
results show the improvement of the searching ability and 
increment in the convergence speed in comparison with 
the other algorithms. Das et al.[5]introduced a stochastic 
selection mechanism to improve the accuracy and 
convergence speed of DE. The idea of a conditional 
acceptance function (that allows accepting inferior 
solutions with a gradually decaying probability) is 
borrowed from the realm of the Simulated Annealing 
(SA). The resulting hybrid algorithm has been compared 
with three state-of-the-art adaptive DE schemes. The 
experiment results indicate that the mixed algorithm is 
able to find better solutions on a six-function testbed and 
one difficult engineering optimization problem. Omran et 
al.[6] incorporated a hybrid of concepts from chaotic 
search, opposition-based learning, differential evolution 
and quantum mechanics, named CODEQ to solve 
constrained problems. The experiment results indicate 
that CODEQ is able to find excellent solutions in all 
cases. Zhang et al.[7] proposed a hybrid of DE with PSO, 
called DE-PSO which incorporates concepts from DE and 
PSO, updating particles not only by DE operators but also 
by mechanisms of PSO. The presented experimental 
results demonstrate its effectiveness and efficiency. 
Wang et al.[8] combined the self-adaptive mixed 
distribution based univariate estimation of distribution 
algorithm (MUEDA) and a modified DE (MDE) to form 
a new algorithm, named ED-DE. It solved Economic 
Load Dispatch (ELD) problem successfully. Coelho et 
al.[9]combined ant colony optimization(ACO) with a 
differential evolution method (MACO) for chaotic 
synchronization. Jia et al.[10] proposed a Chaos and 
Gaussian local optimization based hybrid differential 
evolution (CGHDE) to high-dimensional complex 
engineering problems. The randomicity of chaotic local 
search can explore in a wide search space to overcome 
the premature in the earlier evolution phase and Gaussian 
optimization can refine the optimum in the later run 
phase. The experiment results indicate that CGHDE is 
able to find excellent solutions than other algorithms. 

The second direction for improvement is dynamic 
adaptation of the control parameters. DE is sensitive to 
the two crucial parameters, to a certain extent the 
parameter values determine whether DE is capable of 
finding a near-optimum solution or not. So, recently, 
some studies focus on adaptive control parameters. 
Zaharie[11] proposed to transform F into a Gaussian 
random variable. Liu et al.[12] proposed a fuzzy adaptive 
differential evolution (FADE) which uses fuzzy logic 
controllers to adapt the mutation and crossover control 
parameters. Das et al. [13] proposed two schemes which 
are named DERSF and DETVSF to adapt the scaling 
factor F. Brest et al.[14] presented a novel approach to 
self-adapt parameters F and Cr. In their method, these 
two control parameters are encoded at the individual 
level. Nobakhti et al.[15] proposed a Randomised 
Adaptive Differential Evolution (RADE) method, which 
a simple randomised self-adaptive scheme is proposed for 
the DE mutation weighting factor F. Qin et al.[16] 
proposed self-adaptive DE (SaDE) which the trial vector 
generation strategies and two control parameters are 
dynamically adjusted based on their performance. Zhang 
et al.[17] proposed a new differential evolution (DE) 
algorithm (JADE) which the optional archive operation 
utilizes historical data to provide information of progress 
direction.Pan et al[18]proposed a self-adaptive DE 
algorithm, namely SspDE. It used an associated strategy 
list(SL),a mutation scaling factor F list (FL),and a 
crossover rate CR list (CRL) to be more effective in 
obtaining better quality solutions.  

The third direction for improvement is population 
initialization. Before solving an optimization problem, it 
usually has no information about the location of the 
global minimum. It is desirable that an algorithm starts to 
explore those points that are scattered evenly in the 
decision space. Population initialization is a crucial task 
in evolutionary algorithms because it can affect the 
convergence speed and also the quality of the final 
solution. Recently, some researchers are working some 
methods to improve the EAs population initialization. 
Leung et al.[19] designed a GA called the orthogonal GA 
with quantization (OGA/Q) for global numerical 
optimization with continuous variables. Gong et al [20] 
used orthogonal design method to improve the initial 
population of DE(ODE). Rahnamayan et al. [21-23] 
proposed two novel initialization approaches which 
employ opposition-based learning and quasi-opposition to 
generate initial population. Xu et al.[24] used chaos 
initialization to get rapid convergence of DE as the region 
of global minimum. Pant et al.[25] proposed a novel 
initialization scheme called quadratic interpolation to DE 
with suitable mechanisms to improve its generation of 
initial population. Peng et al.[26] used Uniform-Quasi-
Opposition to generate initial population of DE and 
accelerate its convergence speed and improve the 
stability. Ozer[27] used chaotic maps to generate 
sequences from different chaotic systems to construct 
initial population and proposed Chaotically Initialized 
Differential Evolution (CIDE). 
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In this paper, an improvement version of DE, namely 
Uniform-Differential Evolution (UDE) is presented to 
solve unconstrained optimization problem. UDE 
combines DE with uniform initialization. According to 
our previous study, uniform design generation can 
enhance the quality of initial population. The two 
experiments are designed and UDE is compared with 
SDE, ODE,OBDE,CDE. The experimental results show 
that UDE outperforms SDE, ODE, OBDE, CDE. 

The paper is organized as follows: Section 2 provides 
an overview of differential evolution, uniform design 
method, orthogonal design method, opposition based 
method and Chaos initialization method. Our proposed 
approach is presented in detail in Section 3.After that, in 
Section 4 the experimental design, the results are included. 
The last section, Section 5, is devoted to conclusions and 
future works. 

II. PRELIMINARY 

A. Differential evolution 
The DE algorithm in pseudo-code is shown in 

Algorithm 1. Each vector i  in the population at 
generation t , ix  called target vector will generate one 
offspring called trial vector iv . Trial solutions are 
generated by adding weighted difference vectors to the 
target vector. This process is referred to as the mutation 
operator where the target vector is mutated. A crossover 
step is then applied to produce an offspring which is only 
accepted if it improves on the fitness of the parent 
individual. Many variants of standard DE have been 
proposed, which use different learning strategies and/or 
recombination operations in the reproduction stage. In 
this paper, the DE/best/1/exp strategy is used. 

 

Algorithm 1.Procedure  of DE with best/1/exp 

1: Generate the initial population P , define ( )ix t  as the 
i -th individual of the t -th generation: 

1 2

max1, 2, , 1, 2, ,

( ) ( ( ), ( ), , ( ))
           ;

i i i in

M

x t x t x t x t
i t t

=
= =

 

where n is the number of decision variable, M is the 
population size, maxt is the maximum generation. 
2: Evaluate the fitness ( ( ))if x t  for the each individual.  
3: while the termination condition is not satisfied do 
4:   for i=1  to M  do 
5:     Select xbest , xp1，xp2  and i≠p1≠p2≠best. 
6:       j=randint(1,n)  
7:       L=0 
8:       i iv P=  
9:       repeat 
10:        1 2( )ij bestj p j p jv x F x x= + × −   
11:         j=(j+1) mod n 
12:        L=L+1 
13:      until ijrand [0,1)>CR or L>n 
14:      Evaluate the offspring iv  

15:      If iv  is better than ix  then 
16:           ix = iv  
17:      end if 
18:   end for 
19: end while 
20: F is the scaling factor, CR is crossover factor. 
 

B. Uniform design method 
Experimental design method is a sophisticated branch 

of statistics. The uniform design, proposed by Fang and 
Wang[29] in 1980,is one of space filling designs and has 
been widely used in computer and industrial experiments. 
The main objective of uniform design is to sample a 
small set of points from a given set of points, such that 
the sampled points are uniformly scattered. 

It defines the uniform array as n
MU q , where n  is 

factors and q  is levels. When n  and q are given, the 
population can be constructed by selecting M  
combinations from nq .The steps of initialization 
population are as Algorithm 2. 

 

Algorithm 2. Uniform Design Initialization 

1:  Find all the primer numbers 1 2( , , , )h h h hs=  which 
are less than M , where M is the size of population.  
2: The j -th column of the uniform array is constructed 
according to (1)  

                    [mod ]ij jU ih M=                               (1) 
where 1,2, ,i M= ; 1, 2, ,j s=   

3: Suppose n ( n s< ) is the number of the variables, 
randomly choose , ,il jnh h from the vector 

1 2( , , , )h h h hs= . A uniform matrix of 'M nU ×  is 
constructed. 
4: Generation of initial population 

After constructing the uniform array, it can generate 
the uniform population which scatters uniformly over the 
feasible solution space according to (2). 

'( , ) ( ) /ij j j jP i j U u l M l= × − +    
1,2, ,i M= ; 1, 2, ,j n=                 (2) 

where ju and jl are the maximum and minimum values 
of the variable j . 

 

C. Orthogonal design method 
Orthogonal design method [19,20] with both 

orthogonal array (OA) and factor analysis (such as the 
statistical optimal method) is developed to sample a 
small, but representative set of combinations for 
experimentation to obtain good combinations. OA is a 
fractional factorial array of numbers arranged in rows and 
columns, where each row represents the levels of factors 
in each combination, and each column represents a 
specific factor that can be changed from each 
combination. It can assure a balanced comparison of 
levels of any factor. The array is called orthogonal 
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because all columns can be evaluated independently of 
one another, and the main effect of one factor does not 
bother the estimation of the main effect of another factor. 

 

Algorithm 3. Orthogonal Design Initialization 

1: For k=1 to J do 

2:       
1 1 1

1

kQj
Q

− −
= +

−
 

3:        For i=1 to R do 

4:            ,
1 modi j j k

ia Q
Q −

⎢ ⎥−
= ⎢ ⎥
⎣ ⎦

 

5:        End for 
6:  End for 
7: For k=2 to J do 

8:  
1 1 1

1

kQj
Q

− −
= +

−
 

9:   For s=1 to j-1 do 
10:     For t=1 to j-1 do 
11:        For i=1 to R do 
12:            ,( ( 1)( 1) ) , ,( ) modi j s Q t i s i ja a t a Q+ − − + = × +  
13:        End for 
14:     End for 
15:End for 
16:End for 
17:Increment ,i ja  by one for all [1, ]i R∈  and [1, ]j C∈  
18:eval=0 
19:For i=1 to R do 
20:   For j=1 to n do 
21:      k= ,i ja  

22:        ( , )P i j = ( 1)( ),1
1

j j
j

u l
l k k Q

Q
−

+ − ≤ ≤
−

 

23:           ( [ , ]j jl u  is quantized Q-1 fractions) 
 24:   End for 
25:Evaluate ( , )P i j  and eval++ 
26:End for 
27:Sort the ( , )P i j  
28:Select the best M solution from ( , )P i j  to generate the 
first population 
 

D.  Opposition Based Initialization 
The concept of opposition-based learning (OBL) 

[21,22], in its earlier simple form, was introduced by 
Tizhoosh. The main idea behind OBL is the simultaneous 
consideration of an estimate and its corresponding 
opposite estimate in order to achieve a better 
approximation for the current candidate solution. As an 
advantage of opposite versus random points, purely 
random resampling or selection of solutions from a given 
population, has a higher chance of visiting or even 
revisiting unproductive regions of the search space. 

 
 
 

Algorithm 4. Opposition Based Initialization 

1: Generate uniformly distributed random population 0P  
2:    For i=0 to M do 
3:       For j=0 to n do 
4:       0 , 0 ,i j j j i jOP a b P= + −  
5: Select M fittest individuals from set the 0, 0{ }P OP  as 
the initial population. 
 

E. Chaos  Initialization 
Chaos is a kind of characteristic of nonlinear systems 

and it has been extensively studied and applied in many 
fields[24,27]. Although it appears to be stochastic, it 
occurs in a deterministic nonlinear system under 
deterministic conditions. Chaotic sequences have been 
proven easy and fast to generate and store, there is no 
need for storage of long sequences. Merely a few 
functions (chaotic maps) and few parameters (initial 
conditions) are needed even for very long sequences. In 
addition, an enormous number of different sequences can 
be generated simply by changing its initial condition. 
Moreover, these sequences are deterministic and 
reproducible. Recently, chaotic sequences have been 
adopted instead of random sequences and very interesting 
and somewhat good results have been shown in many 
applications. 

 

Algorithm 5. Chaos  Initialization 

1: Set the Maximum number if chaotic iteration, CI, 
according to the problem ,the population size M and i=0 
2:    While  i≤M  do 
3:    Randomly initialize chaotic variables taking into 
account the constrains , j=1,2,….,n and set counter k=0; 
4:      While (k<CI) do 
5:          Generate different chaotic variables j

kcm , 
j=1,2,.,n, using Logistic map. 
6:          k=k+1 
7:       End While 
8: Map the chaotic variables j

kcm  to feasible region 
according to equation 0 min max min

, ( )j
j i j k j jX X cm X X= + × − , 

j=1,2,.,n 
9:  Set i=i+1 
10:End While 

III. UNIFORM DIFFERENTIAL EVOLUTION 
The performance of DE is sensitive to the choice of 

control parameters. Based on our former research, the 
better choice of the parameters are 0.5F =  and 

0.9CR = .In order to avoid tuning the parameter 
F and CR , a parameter control technology is adopted 
according to the following scheme: 

 (0.5,0.02),  (0.9,0.02)F N CR N= =                (3) 
( , )N τ ε is a normal distribution that can generate values 

in the range of [ 3 , 3 ]τ ε τ ε− × + × . 
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Algorithm 6. Main procedure of Uniform Differential 
Evolution 
1: Initialization: construct the population P  by uniform 
initialization.  
2: Optimization using DE with Best/1/Exp. 

 Mutation 
Select the best individual xbest in the t -th generation 

and two different individuals xp1, xp2 from population 
where i≠p1≠p2≠best. 

 Crossover 
Crossover operation is used to increase the diversity ,  
 Selection 
Compare vi(t) with xi(t), select the vector which has a 

better fitness as the individual in the new generation : 
3: If stop criterion is met, go to step 4,else go to step 2 
4: Terminate 
 

IV. EXPERIMENTS 
In order to assess the performance of our proposed 

algorithm, a comprehensive set of benchmark functions, 
including 23 different global optimization problems 
f01~f23 [20,28],have been employed for performance 
verification of the proposed approach. The formal 
definitions of the test functions and their global 
optimum(s) are summarized in [30]. Generally, following 
characteristics are desirable to provide a comprehensive 
test suite: 

Functions 1 ~ 5 are unimodal problems and functions 
8~ 13 are multimodal. Functions 6~7 are two special 
problems exhibiting a step landscape and a noisy 
landscape respectively. Functions 14~23 are low-
dimensional functions which have only a few local 
minima. 

Two experiments are designed. For each test functions, 
it performs 50 independent runs for each algorithm with 
different random seeds. 

The first test compares the convergence speed of UDE 
with SDE, ODE,OBDE,CDE by measuring the number of 
successful runs and the mean number of function calls 
(NFC) of successful runs which are the most commonly 
used metrics. The test results of SDE and ODE come 
from the literature [20].  

In the first experiment, the parameters of UDE are as 
follows: 

 Population Size: NP=100. 
 Maximum number of NFC( NFCMAX ) is 500000. 
 The scaling factor F and probability of crossover   

CR of UDE use parameter control scheme as (3) . 
 Stopping criterions are   

| ( ) ( ) | 0.005best optimalf x f x− ≤ or NFCMAX  is reached, 
where ( )bestf x is the best solution in the current run, 

( )optimalf x is the globally minimal function value.  
The results are list in TableⅠ. From this table it can 

firstly be observed that ODE,OBDE and UDE can solve 
23 benchmark problems in all 50 runs, but SDE cannot 
solve function f05 and f07 in all runs and it traps in the 
local optima once and four times. CDE traps in the local 
optima six times on function f20.Secondly, UDE needs 

less mean NFEs of successful runs than SDE, ODE, 
OBDE,CDE in 17 test functions f02~f06,f10~f13, 
f15~f17 and f19~f23. Especially in functions f04,f05, 
f06,f20,f21,f22,f23, it can be found that UDE makes 
considerable reduction of the mean NFEs of successful 
runs . 

From these discussions, it can be concluded that firstly, 
the performance of UDE is better than other four 
algorithms; secondly, the uniform design can accelerate 
DE’s convergence speed. 

The second experiment compares the stability and 
calculation accuracy among the five algorithms. UDE has 
been compared with SDE, ODE,OBDE,CDE. The 
performance metrics have: (1)the mean NFEs(MNFEs)  
(2) the mean best function value(Mean best) (3)the 
standard deviation of the function values(Std).It performs 
50 independent runs for each algorithm on the benchmark 
problems.  

The parameters of UDE are as follows: 
 Population Size: NP=100 
 Maximum number of function calls is on Table Ⅱ 
 The scaling factor F and probability of crossover   

CR of UDE use parameter control scheme as (3) 
 
The mean results of 50 independent runs are 

summarized in Table Ⅱ. Results for SDE, ODE are taken 
from [20]. From Table Ⅱ, it can be seen that UDE needs 
less function evaluations than SDE, ODE,OBDE,CDE in 
6 functions(f06, f09, f11, f14, f15, f16). UDE can provide 
better mean best results than SDE, ODE,OBDE,CDE for 
7 functions (f03, f07, f10, f12, f13, f15, f20). Furthermore, 
UDE obtains smaller standard deviation than other four 
algorithms in 10 functions (f01, f03,f04,f10,f12, f13, f20, 
f21,f22,f23). 

The results of the mean function values indicate that 
UDE is able to obtain more accurate solutions .The 
results of the standard deviation of the function values 
present that UDE is more stable than other four 
algorithms. Also, these results demonstrate that uniform 
design initialization used in DE can be effectively worked 
and enhance the performance of DE and   accelerate the 
convergence speed and improve the stability and 
calculation accuracy of differential evolution. 

V. CONCLUSIONS 
In this article, it has presented a new variant of 

differential evolution algorithm (UDE) in which the 
initial population is selected using the uniform design 
initialization method. An adaptive parameter control 
technology is adopted .UDE has compared with other 
four algorithms of SDE, ODE,OBDE,CDE. According to 
the experiment results, it can conclude that uniform 
design initialization can enhance the capability of our 
algorithm and UDE is better and more stable than other 
four algorithms on the benchmark problems. 

Future work consists on extending the present version 
for solving some real life optimization problems and 
combining uniform differential evolution with other local 
optimizer.  
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TABLE I.  COMPARISON WITH SDE, ODE,OBDE,CDE AND UDE ON 1 23f f− . THE BETTER RESULTS OF  NUMBER OF 
SUCCESSFUL RUNS AND MEAN NFES OF SUCCESSFUL RUNS IN BOLDFACE. 

F 
Number of successful runs Mean NFEs of successful runs 

SDE ODE OBDE CDE UDE SDE ODE OBDE CDE UDE 

f01 50 50 50 50 50 53548 35235 16752 17274 16867 

f02 50 50 50 50 50 45912 36914 21344 21698 20547 

f03 50 50 50 50 50 144076 95520 47110 47720 46991 

f04 50 50 50 50 50 189680 126731 188408 199598 111897 

f05 49 50 50 50 50 236808 232171 310538 315624 227266 

f06 50 50 50 50 50 30286 20051 35816 36984 17521 

f07 46 50 50 50 50 328491 83072 161828 176882 129778 

f08 50 50 50 50 50 95590 42346 81452 79596 101567 

f09 50 50 50 50 50 168732 63763 194664 196318 77927 

f10 50 50 50 50 50 53784 36802 63386 64768 35341 

f11 50 50 50 50 50 51602 34010 59810 61448 32952 

f12 50 50 50 50 50 36290 23648 45312 46270 23595 

f13 50 50 50 50 50 50236 33409 50770 51794 21949 

f14 50 50 50 50 50 3702 3383 412 844 525 

f15 50 50 50 50 50 946 1124 1076 1458 868 

f16 50 50 50 50 50 998 1016 642 868 606 

f17 50 50 50 50 50 1356 1584 562 894 454 

f18 50 50 50 50 50 1556 1621 800 1054 808 

f19 50 50 50 50 50 1038 946 520 780 404 

f20 50 50 50 44 50 14504 4059 3278 4634 1193 

f21 50 50 50 50 50 5918 5473 5650 6440 4141 

f22 50 50 50 50 50 5066 5053 5444 6548 1959 

f23 50 50 50 50 50 5184 4782 1614 6332 1547 
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Abstract—To improve the efficiency of routing and broad-
cast and reducing energy consumption in the process of data 
transmission, calculating minimum connected dominating 
set is always used to construct virtual backbone network in 
wireless sensor networks. Calculating the minimum con-
nected dominating set (MCDS) of plane graphs is a NP-
complete problem. In this paper, an algorithm leveraging 1-
hop neighborhood knowledge for connected dominating set  
is proposed. First, the minimum forwarding set is calculated 
severally by each node in the entire network. Then any one 
node can start the process of broadcasting messages includ-
ing the information of minimum forwarding set in the net-
work. Finally, the connected dominating set of the entire 
network is achieved by exchanging information. The pro-
posed algorithm aims to get a small connected dominating 
set, meanwhile, to minimize the consumption of energy and 
time. The simulation results show that the algorithm has 
achieved its purpose with fast convergence, low transmis-
sion traffic and reasonable size of connected dominating set. 
 
Index Terms—Wireless Sensor Networks, 1-hop, Communi-
cation Coverage, Connected Dominating Set 
 

I. INTRODUCTION 

Constructing virtual backbone network in wireless sen-
sor networks has a wonderful performance in improving 
the performance of broadcast [1], reducing reduplicate 
data transmission, energy saving and bandwidth saving. 
Constructing a virtual backbone is identical with calculat-
ing connected dominating set in graph theory [2]. The 
virtual backbone of the network derived from a smaller 
connected dominating set [3]will not only benefit the 
design of energy-efficient routing,  but also save energy  
for the reason that non-dominating nodes without moni-
toring task could enter sleep (energy-saving) mode. 

 

As calculating the minimum connected dominating set 
(MCDS) of arbitrary graphs is a NP-complete problem, 
heuristic algorithms are usually used to calculate it ap-
proximately. There are two main heuristic algorithms: 
centralized algorithm [4-6] and distributed algorithm [7-
15]. Although the minimum connected dominating set 
can be calculated by centralized algorithms, it is difficult 
to get the entire topology structure of dynamic wireless 
sensor networks which is necessary for centralized algo-
rithms. Hence distributed algorithm is adopted in this 
paper. Typical distributed algorithms, such as Dai's algo-
rithm [13] and MISB algorithm [14] need two or more   
hops adjacent node information to calculate the minimum 
connected dominating set. As a result, more messages are 
exchanged for calculating the minimum connected domi-
nating set, leading to more energy consumption and time 
delay. 

To reduce energy consumption and message exchange, 
improve the efficiency of algorithm and get a smaller 
connected dominating set, a new algorithm, Leveraging 
1-hop Neighborhood Knowledge for Connected Domi-
nating Set in Wireless Sensor Networks (OHCDS),   
which is based on our earlier achievement OHDC algo-
rithm [15], is proposed in this paper. There are two stages 
in the calculating process of our algorithm OHCDS. In 
the first stage each node calculates the minimum forward-
ing set severally. In the second stage, the node checks out 
if it is a dominating node by broadcasting messages in-
cluding the information of minimum forwarding set, the 
process of which is similar to breadth-first search of 
graph. 

The rest of this paper is organized as follows. Section 2 
describes symbols used in this paper. Section 3 analyses 
the CDS problem from another view. Section 4 presents 
details of our algorithm. Section 5 presents performance 
evaluation. Section 6 concludes the paper.  

 

Manuscript received December 12, 2010; revised March 22, 2011; 
accepted April 3, 2011. 

II. SYMBOLS DESCRIPTION This paper is supported by Research Fund for the Doctoral Program
of Higher Education of China for New Teachers No.200806141110 and 
project CNGI of NDR No.CNGI-09-01-07.  Symbols used in this paper are shown in Tab.1. We as-

sume that transmission radius of all nodes is R, and all 
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nodes are randomly dispersed over a 2-dimensional geo-
graphical region. The communication region of the node 
v is ( )A v

E
V

. The whole wireless sensor network region is 
regarded as a connected graph G with V representing set 
of vertices and E representing set of edges. We get 

 if and only if vertices u, v are adjacent and 
. 

uv
,u v

TABLE 1.  SYMBOL TABLE 

Symbol definition 

G  
Equation denotes a graph G,  V  is the vertices 
set, and 

( , )G V E
E  is the edges set 

R  The transmission radius of node 

( )N v  The adjacent node set of vertex v 

[ ]N v  [ ] ( ) { }N v N v v   

( )C v  The circle with  as the center and a radius ofv R   

( )A v  The region of circle  ( )C v

( )A D  ( ) ( )
v D

A D A v


 , where  is a set of vertices D

( )Q v  The set of ( [ ])A N v ’s boundary intersection points 

( )B v  If , then is a circle at ( )v B v ( )C v ( [ ])A N v ’s boundary 

ab  Arc , whose direction is clockwise from to b  ab a

uv  The distance between node  and node  u v , ,u v V  

CDS  The connected dominating set of graph  ( , )G V E

III. PROBLEM STATEMENT 

If source node s broadcasts packet P, and all nodes in 
N(s), which is the adjacent node of s, forward this packet 
after they receive it, then all 2-hop adjacent nodes of s 
can receive the packet P. If we can obtain a forwarding 
set (.)F which satisfies (( ( ) { })) ( [ ])A F s s A N s   
( ( ( )))F s N s , then all 2-hop adjacent nodes of s can 
receive the packet P as long as all the nodes in F(s) par-
ticipate in forwarding. If all the nodes in the network cal-
culate their own forwarding set (.)F , and only nodes 
in (.)F  are designated to forward this packet P, then all 
the nodes can receive the packet P. These nodes which 
forward the packet form the connected dominating set 
CDS. 

In order to obtain a smaller CDS, first, this algorithm 
makes use of local communication coverage information 
to calculate the minimum forwarding set  of every 
vertex (algorithm 1 in section IV). Then, choose a source 
vertex s from V, and finally we can obtain an ideal CDS 
by broadcasting (algorithm 2 in section IV).  

min (.)F

Lemma 1. 
 ①. ( ( ) { }) ( [ ])A B v v A N v  , ②. min ( ) ( )F v B v . 

Proof : 
 ①. The boundary of region ( [ ])A N v

( )B v
is made up of the 

arcs whose center forms the set . Assume that 

( [ ]) ( ) { })A N v A B v v  (

( [ ])
 , then, the hole formed is 

inside region A N v . 
Assume that vertex c is a point inside the hole. If con-

nect vertex c and vertex v, ray vc  intersects circle ( )C v  
which is at the boundary of the hole at point a (a is out of 
line segment vc ). Since line segment vv R  , vertex v is 
inside or on the circle ( )C v . Moreover, point a is on the 
circle ( )C v . Then line segment va  is inside (C v ) . So 
each point of va  is inside or on circle . c is a point 
of 

( )C v
va means that c is inside circle  as well, hence 

point c is not inside that hole which contradicts the as-
sumption. So the assumption is not true. So there is no 
hole in

( )C v

( [ ])A N v , and ( ( ) ]{ }) ( [ )A B v v A N v   is gotten. 
②. We prove by the method of reduction to absurdity. 

From ① of lemma 1, we know that min ( )F v  must sat-
isfy min| ( ) | | ( ) |F v B v . Assume that mi ( )n ( )F v B v . Since 

( ( ) { }) ( [ ])A B v v A N 
( [ ])

v , we get  min( (A F v) { })v 
A N v min( (or ) { }) ( [ ])A F v v A N  v ( ) and min ( )F v B v  

min ( ) | | ( ) |)(| F v B v

min (
. Those two results contradict the pre-

conditions, so )F v = . ( )B v
■ 

From ② of lemma 1, we know the required min ( )F v is 
identical with . For convenience, we divide the CDS 
problem of graph G into two problems: 

( )B v

Problem A is how to calculate set ( )xB v  for each ver-
tex xv V of graph G. 

Problem B is how to calculate CDS of graph G start 
from source s. 

IV.  ALGORITHM IMPLEMENTATION 

A Solving Problem A 
Assume {( , ); ( , )} ( )k k k k kd x y u v Q vx 

)k

 with coordi-
nate ( ,kx y

( )k

, and it is the intersection point of circle 
and circle , which are both at the boundary 

of region 
C u ( )kC v

( [ ])xA N v , (k ku v B v(That is, ). ) ( )x xB v can  
be obtained by calculating ( )xQ v . 

Here we introduce a method to calculate ( )xQ v . If 

1 2, ,..., ( )i xu u u N v and 1 2 ...x xu v u v   i x C uu v , then , 
,  … , will be added to the obtained region in 

turn. 

1( )

2( )C u ( )iC u

In this algorithm, let xv  to be a reference vertex. The 
gray region in Fig.1 represents current region ( ( ))iA P u . 
We use to replace0u xv

i

, let the algorithm start from . 
Assume 

0u

1 2 ,..., )u u u, (N vx  and 1 2 ...x x iu v xu v u v 
))i

, 
thus we get current region ( (A P u  satisfies ( ( ))iA P u  

i

0j
( )jA u


  , in which . 

0

i

i j
j

u

( )P u 
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1( )iC u 

1iu 

xv

 
Figure 1. The process of adding circles 

In Fig.1, . ( ) { , , , }xQ v a e f d ( )xQ v will be updated 
and current region ( ( ))iA P u

1 ( ( )) ( )i i

will be expanded to   

1i( ( ))A P u  A P u A u   1iu  , if  ( )xN v and cir-
cle  is added to 1( iC u  ) ( ( i ))A P u  , then region 1( )iA u   
covers vertices e and f  in ( )xQ v

A P
( )

, so  vertices e and f  are 
no longer at the boundary of . Thus e and f can 
be deleted from

1( ( ))iu 

xQ v

( )

. Simultaneously, new points b and 
c, the intersection points of C u  and original region, 
are also at the boundary of new region.  Then b and c are 
added into set

1( )i

xQ v ( )xQ v,  and . { , ,a b c , }d
According to the thought above, each time a vertex u is 

picked from ( )xN v
))

, and is added to existing re-
gion

( )C u
( ( iA P u . If ( )A u  covers existing vertices in ( )xQ v , 

those vertices should be deleted from ( )xQ v . If added 
 brings new intersection points with boundary, those 

new points are added into set
(C u)

( )xQ v
(

. This process contin-
ues until all vertices in )xN v are added. Thus re-
gion ( [ x ])A N v  is formed, and the set of boundary inter-
section points ( )xQ v  is gotten. The set ( )xQ v is just we 
wanted. 

The correctness of this algorithm is ensured by lemma 
2. 

Lemma 2.  
Before adding , there is no hole in the already 

formed region 
1( )iC u 

( ( ))iA P u  which contents i added circles 
and ( )xC v . 

Proof :  
lemma 2 can be proved by lemma 1 easily.  

■ 
For convenience, the whole algorithm is divided into 

main algorithm and sub-algorithm. 
In this algorithm,  is the set to store vertices that 

already added and  is the set to store boundary in-
tersection points of already-existed region.  

( )iP u
( )iQ u

Algorithm 1: Calculating ( )xB v  of xv  

Input: set [ ]xN v . 

Output: set ( )xB v . 
1) Initialize 0( ( ))A P u   ,  and 0( )P u   0( )Q u   . 
2) Put xv into set . Add 0( )P u ( )xC v  to 0( ( ))A P u , and 

let 0 ))( (A P u ( )xA v . 
3) If xv

( (
, , , … ,  have been put into set P, then 

let
1u

))
2u

(i x

iu
( 1 2) ) ( ) ... ( )iA P u A v A u A u A u     . Choose 

vertex 1iu   which is the nearest point to xv  
in ( ) ( )x iP uN v  . 

4) Add  to region1( )iC u  ( ( ))iA P u , and 1( ( ))iA P u    

1( )i i( ( ))A P u A u  . 
5) If 1( i )A u 

1( )i

 covers some vertices in , calculate 
set by sub-algorithm, and then go to step 8). 

( )iQ u
Q u

6) If there is no vertex in covered by set( )iQ u 1( )iA u 

( )iP u
, 

then choose the nearest vertex  to  from . ju 1iu 

7) Calculate the intersection points of circle ( )jC u
)

and 
circle , and then put them into set . 1( iC u  ) ( iQ u

8) Let 1i i  , return step 3) until . ( ) ( )x iN v P u  
9) For each kd Q , put ,  associated with  into 

set 
ku kv kd

( )xB v . 
10) End. 

Theorem 1. According to the step 3) of the algorithm 1,  
a. adding a circle  to the current region 1( )iC u 

( ( ))iA P u  will always update set ( )xQ v  
b. added circle will intersect the boundary of 

region 
1( )iC u 

( ( ))iA P u at two and only two points . 

Proof :  
 (a) From step 3), it is known that, for 1iu    
( ) ( )x iN v P u , to ( ),ku P ui   satisfies , 

k=1,2,…,i. Thus by adding circle to
1i xu v 
( ( i

k xu v
))1( )iC u  A P u , the 

circle  can always intersects the boundary 
of

1( iC u 

( ( ))i

)
A P u . So set ( )xQ v


 can always be updated.  

 (b) We use broken circle S  to denote the maximum 
scope ( ( ))iA P u

S

can reach. There are only two situations 
when adding circle : ①circle  intersects 
with circle

1( iC u  ) 1( iC u  )
 ; ②circle  is tangent with circle1)( iC u S  . 

Fig.2 shows situation①. The gray part represents com-
munication region of reference vertex xv

( )

, and circle 
 is the circle to be added. Circle B is in the current 

region. Circle  intersects circle 
1)( iC u 

1)( iC u xC v at points a 
and b, and intersects circle  at points c and d. S

Assume that arc ae  is the part of circle  cut by 
circle B and circle

1( iC u  )
( )xC v , point a is the intersection point 

of  circle  and circle 1( iC u  ) ( )xC v

)

, point e is the intersec-

tion point of circle  and circle B, arc  is arc of 
circle B. If point e at the boundary of the current re-
gion ( ( ))

1( iC u ae

iA P u , then any circle in current region ( ( ))iA P u  
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intersects arc  at a point on arc , thus point e is the 
only point on arc  at the boundary of region

ac ae
ac ( ( ))iA P u

db

. 

Similarly, there is one and only one point of arc  at the 
boundary of ( ( )i )A P u . As arc is arc of circleba ( )xC v , 
that is, it is inside current region ( ( ))iA P u , then, it has no 
intersection point with the boundary of ( ( i ))A P u . So does 

arc  due to being out of circle . Hence circle  
has two and only two intersection points with the current 
region

cd S  1( )iC u 

( ( ))iA P u . The situation ② is equal to situation ① 
when there is only one intersection point. 

■ 

1( )iC u

xv

( )xC v

S 

 
Figure 2. intersects with circle 1( )iC u  S   

Step 6) and step 7) of algorithm1 deal with the situa-
tion that there is no vertex in ( )xQ v  covered by re-
gion 1( )iA u  . That is to find the nearest vertex to ju 1iu   
from  and calculate the intersection points of cir-
cle  and circle , then add them into 
set

( )iP u
)j

)
(C u

(
1( iC u  )

xQ v . So  ( )xQ v  is updated. The correctness of this 
algorithm is ensured by the theorem 2 followed. 

C

( )jC u

1( )iC u 

xv

 
Figure 3. does not cover the intersection points of boundary 1( )iC u 

Theorem 2. If 1( i )A u   does not cover any vertices in 
( )xQ v   after adding circle , and circle  is 

the nearest circle in 
1( iC u 

))i

) (C u )j

( (A P u

))

to circle , then the 
two intersection points of circle and circle  are at 
the boundary of 

1( iC u 

C u
)

1( )i

( ( iA P u . 

Proof :  

As shown in Fig.3, the gray part represents ( ( ))iA P u . 
Prove by method of reduction to absurdity. 

Assume circle is the nearest circle in ( ( ))iA P u to cir-
cle , and there is a circle C  so that its two inter-
section points with circle are at the boundary 
of . Circle 

1( iC u 

1( ( iA P u 

)

))



( )jC u  intersects circle  at 
points a and b. Circle C

1( iC u )

  intersects circle at 
points c and d which both at the boundary of

1

i

( iC u
( (

)
))A P u . 

Since only both point c and point d at the arc  of cir-
cle  ensures that points c and d are located at the 
boundary of

ab
1( iC u  )

( ( )i )A P u . Because circles and C( )jC u   are 
nearer to circle ( )xC v  than circle , points a and b 
are covered by circle C

1( i )C u
 . So circle is nearer to circle 

 than circle
C

1( )iC u  ( )jC u , which contradicts the assump-
tion. Hence there is no circle  like this.   C

■ 
Step 5) in algorithm 1 requires calculating updated set 
( )xQ v when 1( i )A u   covers some vertices in ( )xQ v , 

which is implemented by followed sub-algorithm. 
We assume that points , , ... ,  in kd 1kd  k md  ( )xQ v  are 

covered by 1( i )A u  . As points , , ... , dkd 1kd k m  are in-
side , according to theorem 1 the arcs among 
points , 

1( iC u 

kd
)

1kd  , ... , dk m  must be inside circle  
as well. So we can let adjacent to , 

1( )iC u

1kd 1kd  kd   adjacent 
to d 2k , … , 1k md    adjacent to  by arcs. k md 

d 

d 

kd
1kd 

2kd 

4kd 

3kd 

xv
1( )iC u 

 
Figure 4. Added circle covers multi-intersection points of boundary 

Let m=4, as shown in Fig.4 After adding circle , 1( )iC u 

1( i )A u   covers points , , , ,kd 1kd  2kd  3kd  4kd   in set 
( )xQ v . If we use b a to denote that point b is the 

intersection point of arc ab  and arc . If ab is arc of 
circle and is arc of circ ( )v , th )bc  
can also be written

( ,b

( ,b u

b )c

)v . 

bc
( )C u bc le C en ( ,b ab

 as

Definition 1. b associates and , if  b satisfies relation-
ship . 

u v
( , )b u v

Let arcs kd d , k kd d 1 ,, , ,2 3k kd d  3 4k kd d  4kd d 

2k

are 
arcs of circles respectively with , , , du k 1ku  uu  , 3ku  , 

4ku   as the center. Points kd , 1kd  , 2 , 3kd  , kdkd  4  can be 
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deno ip :
)

)

ted by relationsh as , )kd u u , 

1 1( , )k k kd u u   , 2 1( ,k kd u  kd ,
at d 

ve a common vertex ku ,  the 
ip of adjacent points. 

Definition 2. If adjacent intersection

( , )b u v

2 )ku  ,
ing th

 p

(k d

3 2 3( ,k ku u  

( , )k d kd u u  an
we define

 and 1kd

4 3 4( ,k k kd u u 

1( , )k k kd u u   
new relationsh



1 ha
. Consider

oints  have
the 

 
relationship ( , )k d kd u u  and 1 1( , )k k kd u u  , thus rela-
tionship of kd is defined as 

1 1( , )k k d kd d u u  , in which arc kd d ciates du , 1ku

 points  and kd 

1k  a
1

sso  . 

 the relations ong kd , dAccording to hip am 1k , 2kd  , 

3k  and 4kd  , the adjacent points can  m r 
ple, points kd  and 1kd

d
exam

be erged. Fo

  can be merged to be 

1 1( , )k k d kd d u u   re sentin rc 1k kd d   associates 

n 1 1( , )k k d kd d u u  and 1 2, )kd u u  can 

merg o be d . By the sa od, 

kd , 1kd  , 2kd  , kd  be finally merged to be 

4 4( , )dd u . If the whole 4k kd d

pre g

( ,k k dd u

3  and 4kd 

k ku

 that a

2 2 )ku 

 can 



du  and 1ku  , t

be ed t

one formula 

he 2 ( k 

me meth
k

k d   is 
regarded as a poi e derived that nt b, it can b 1( )iA u  on

d C u
rsectio

ly 
covers one point b, and we get that ( )dC u  an 4k  
are the right circles in current region e inte  
points with 1( )iC u   are at the boundary of region 1( )i

( )
nwhos

A u  .  
Let set Q  covered points temporarily, set H for to

int
 store

ermediate result. For convenience, let Q to denote 
( )xQ v  in this algorithm. 

ng on the above analysis, the sub-algorithm to up-Basi
date set ( )xQ v is as follows.  

Sub-algo . Update set rithm ( )xQ v in the case that bound-
ary intersection points are co  

Input: set ( )
vered

xQ v ,  and  vertex iu 1 . 
Output: up set ( )dated xQ v . 
1) Initialize set Q   , H   . 

ed po

t Q

Q

2) Pick an arbitrary int  unpick

e points in  

kd  fr
d u

Q 

kd ,

om set Q, an

are picked. 

1kd  , ... , k md

d 
cal

turn t

umi

culate the distance d between kd  an 1i . 
3) If d R , then put kd  into se  . 
4) Re o step 2), until all points in 
5) Le Q Q . t Q 

  to be6) Ass ng th  , 
pick an arbitrary point k id  (i=0  2…) fro, 1, m Q , an t 

vertices k iu   and k iv  w h associates with d

d p

k i

u

hic   into H. 
7) C se an unpicked point ( )d j ihoo k j    

{(
( )k i k ju u  

8) If k iu u

, ); ( , )}k j k j k j k jx y u v    from Q ,  
( )k i k i k jv v v   is true. 

y k jv

such th
) (

 of H b

at
( i k ju v 

, then 
) ku 

replace verte
k j

x
 

 k iu k  j  . 
If k i k ju v  , then replace vertex uk i of H by k ju  . If 

k jv ui k  , then f Hreplace vertex k iv   o  by k jv  . If 

kv i k jv  , t Hhen replace vertex k iv   o  by k juf  . 
 to step 7), until there is  eligible po

the vertices of H to be u and v, th
{( , ); ( , )}a x y u u {( , (b x u

9) Return
10) Let 

the points
int

 no int. 
 calculate en

1a a i and ); ,b b iy u 1)}  
ersected by ( )C u and 1( )iC u  , and {( , );c cc x y  

1( , )}iv u  an 1)}d {( , ); ( ,d dd x y v iu  b
11) If there is a t p

y ( )C v ) .  and 1( iC u 

 poin ( )iP u w
, 
b, c, d
 a

e arbitrary verte
efo

n a

dom

V, an

nk n
node

hose dis
f a, then n 

tan
delete the ce

x v 
u

ng 

bit to 
ss 

ve b

 s. B
d w

ce to cer-

in graph 
lating C

d to each 

node

0. 
bit of si

r

roa

lack no
hite n

tain one o
point which

tex

do

no

tio

pa

indicates c
ind

b, c, d is less th  rtai
ne of
til 

rding set of th G 
rithm re calc DS, 

thm pplie ver-

inati s and 

ink node s in set d set nk 

ma-

 

 3), dcast 

is selected to ode de 
onfirmed dominating , an ode 

an R
 a, 

there

1. B
1 has bee

 

 be si

 may be any o . 
12) Repeat step 11), un re only two points left 

of a, b, c, d.  Then put those two into set Q. 
13) End. 

B Solving Problem B 
The forwa

can be gotten by algo
we assume that algori

 in graph G and B(.) (. indicates arbitrary vertex in set 
V) has also been acquired already. 

While calculating CDS, special packet Pa is broad-
casted. Each node in the network sets its status bit ss for 
reducing the number of redundant 

minating bit cs for identifying dominating nodes. A 
node sets its ss to 0 if it has received packet Pa and sets 
its cs to 1 according to step 2) of algorithm 2. The steps 
of the algorithm 2 are following. 

Algorithm 2: Calculating CDS 
Input: B(.). 
Output: CDS. 
1) Initialize each node’s ss bit to 1 and cs 
2) Select a s
de s to 0. 
3) Node s broadcasts packet Pa (including the info
n of ( )B s  in head) to ( )N s and waits for receiving 

packet Pa (including status bit ss) from its neighbors. If
Pa has been received, s sets its cs to 1. If time is out, go to 
step 7). 

4) Each node in ( )N s  checks its ss, and if ss equals to 
0, then go to step 7). 

5) Each node in sets its ss to 0 and checks out if 
it belongs to ( )B s . If n then go to step 7). 

( )N s  
ot, 

6) The node in  takes the place of node s, and 
continue step  until all nodes in ( )N s ha

( )N s

cket Pa already. 
7) Put all nodes whoes cs equals to 1 in the connected 

dominating set. 
8) End. 

Fig.5 shows the topology of a network with 13 nodes, 
in ode 1 which n

icates non-dominating node. Nodes 1, 3, 4, 5, 9 and 11 
are selected to be dominating nodes successively. (Con-
sidering channel delay, retransmission caused by packet 
loss and distance between nodes in real networks, the 
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connected dominating set in Fig.5 is just one of the pos-
sible results.) 

 
Figure 5. The connected dominating set of the network with 13 nodes 

 
redundancy dominating nodes by setting ss. Node checks 
ou

a simple 

In algorithm 2, it effectively decreases the number of

t if it will participate in transmission only by some 
simple calculating, and if it will, then it should set its cs 
to 1. 

C Correctness Proof and Complexity Analysis 
According to algorithm 2, if ( , )G V E  is 

connected graph, then for arbitrary vertex xv except the 
initial node, there must exist a yv as the dominating node 
such that ( )x yv B v . Hence the set (CDS) calculated by 
our algorithm is connected. Moreover, for an arbitrary 
vertex xu , if  in the set V xu  does not broadcast packet Pa, 
then there must be a vertex xv  which is confirmed to be 
dominating node and ( )x xu N v  as shown in algorithm 
1 and algorithm 2. Thus CDS calculated by algorithm 
OHCDS is the connect ting set. 

The complexity of algorithm 1 is mainly caused by fol-
lowing three parts: 1) Order the adjacent vertices of 

ed domina

xv by 
the distance to xv . 2) Check out whether the circle 1( )C u   
added covers any boundary intersection points or no  if 
so, then go to sub-algorithm, 3) else choose a  

( )

i

t,
circ  le

jC u nearest to circle 1( )iC u  . 
Suppose that   indicates the degree of the node. If we 

QuickSort in the first adopt part, the complexity of this 
pa

Beca
plexity can be ignored. 

So

rt is 2( log )O   . In the second part, while judging if 
the added circle covers any boundary intersection points 
or not, th  times needed to judge increases line-
arly. Thus its complexity for this part is ( )O  . As the 
situation that at least two boundary intersection points are 
covered by the added circle is dealt with  in sub-
algorithm, its time complexity is from 2( )O  as worst to 

(1)O as best and ( )O   as average. Step 11) and 12) of 
sub-algorithm are to choose vertices so  their com-

ty can be ign . So the time complexity of the 
second task is 2( )O  . On account of picking vertex ju  
in ( )iP u , its comparing times increases linearly, so the 
time complexit e third task is ( )O  . 

use nodes communicate with each other by broad-
casting in algorithm 2, its time com

e aver

t

age

y of 

 that
plexi ored

h

 the time complexity of our algorithm OHCDS 
is 2( )O  . 

D rmanPerfo ce Bound Analysis 
d as follows: What is the 
ired to completely cover 

a 

vering problem. OHCDS gets approxi-
m

The covering problem is state
minimum number of circles requ

given 2-dimensional space? It is known that no ar-
rangement of circles could cover the plane more effi-
ciently than the hexagons with sides R arrangement 
shown in Fig.6. 

The best-case performance bound of OHCDS can be 
derived from co

ate hexagonal vertices by calculating the minimum 
forwarding set and constructing a connected dominating 
set. It is assumed that the area of the network A is large 
compared to the area of one hexagon 2R .The number of 
hexagons required to cover the entire network of area A is 

23 3 2
A
R

. The distance between two hexagon centers is 

han R and less than 2R, thus the best-case per-

formance bound of OHCDS is

greater t

23 3 2R
. 

The worst-case performanc  is

2A

e bound  determined by 
the maximum number of transmissions. When this situa-
tion occurs, a node transmits only 2R   distance, 
where   is an infinitesimal. Thus the worst-case per-

formance bound is
2

2

3 3( ) 2

A
R 

. Ignoring

2

 , we can get 

the worst-case performance bound is
2

8A

 

3 3( ) 2R
. 

 
Figure 6. Covering a plane with circles in an efficient way Experimental 

Results 

V. EXPERIMENTAL RESULTS 

To test the  (OHCDS), 
some simulati m OHCDS, 
D

performance of our algorithm
on is done among our algorith

ai's algorithm [13] and MISB algorithm [14] to compare 
their message number (communication traffic), conver-
gence time and the size of CDS. Message number indi-
cates how many broadcasting messages are needed by all 
of the nodes to accomplish the whole algorithm. Conver-
gence time indicates how much time has been spent since 
the algorithm beginning to the end. Assume that time-unit 
means broadcasting interval between adjacent nodes and 
this broadcasting interval is same between any two adja-
cent nodes in the network. Channel delay and retransmis-

12   

6 11   
2

5 1
9

7 10   
4

3
8

13   
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sion caused by packet loss and processing time of the 
node are ignored. We define convergence time as the 
number of broadcasting intervals since the algorithm be-
ginning to the end. The topology of the network is 
formed according to the following principles: 
 Nodes are randomly dispersed in a 1000 1000m m  
square area.  
 The communication range of each nod
 The size o

e is 150m. 
f network is from 100 nodes to 450 nodes 

umber, convergence 
tim

th those of Dai's algorithm and MISB. The 
re

with increment of 50 nodes respectively. 
 The simulation result is the average of 50 testing re-
sults with 8 different node groups. 

In the experiments, we compare these three algo-
rithms’ performances on message n

e and the size of CDS based on different node density 
and show results in Fig.7, 8, and 9. Experiments are as 
following. 

Experiment 1 Compare the message number of our al-
gorithm wi

sult is as Fig.7 shows. 
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Figure 7. Comparison of the message number among OHCDS algorithm, 

Dai's algorithm and MISB algorithm 

the message number of OHCDS is mainly in the process 
of

m with those of Dai's and MISB. To simplify the 
sim

adopts 
br

As OHCDS uses only 1-hop adjacent node information, 

 neighbor discovery and broadcasting in algorithm 2. 
The message number of neighbor discovery equals to the 
number of nodes, and the message number of broadcast-
ing in algorithm 2 equals to the number of nodes that 
broadcast messages including the minimum forwarding 
set information. For this reason, the message number of 
our OHCDS algorithm is less than the double number of 
nodes in the network. As Fig.7 shows, the message num-
ber of Dai's algorithm is about 20 times the number of 
nodes, while the message number of MISB algorithm is 
about 9 times the number of nodes. So OHCDS is much 
better. 

Experiment 2 Compare the convergence time of our 
algorith

ulation, we assume that the neighbor discovery time 
in our algorithm is 1. The result is as Fig.8 shows. 

Because algorithm 1 is executed severally, most of 
time is consumed by algorithm 2. Furthermore, it 

oadcasting diffusion in algorithm 2, so time spent 
would not be more than the maximum route length. How-
ever, time spent on MISB algorithm is about 5 times the 
route length. Fig.8 depicts the comparison of the conver-
gence time among these three algorithms with different 
node density. We can see that the convergence time of 
OHCDS approximately equals to that of Dai's algorithm 

with very low node density. However, with node number 
increasing in the network and node density increasing, 
the convergence time of Dai's algorithm increases rapidly, 
but the convergence time of OHCDS is almost invariant 
as the region is constant. We can also see in Fig.8 that the 
convergence time of OHCDS is one fifth of that of MISB. 
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Figure 8. Comparison of the convergence time among OHCDS algo-

rithm, Dai's algorithm and MISB algorithm 

Experim  algorithm 
with those of Dai's and MISB.  

m and MISB algorithm. 
W

ent 3 Compare the CDS size of our

As shown in Fig.9, the CDS size of our algorithm is 
between that of Dai’s algorith

ith node density increasing, the size of CDS of our al-
gorithm is increasing obviously. It is mainly because of 
using communication coverage method in algorithm 1. 
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Figure 9. Comparison of the CDS size among OHCDS algorithm, Dai's 

algorithm and MISB algorithm 

has the best performance on both message number and 
co

Comparing to th , there are a lot of 
advantages of our al ulating connected 
do

Summing up the above, we can see that our algorithm 

nvergence time and also get small CDS size. 

VI. CONCLUSION 

e other algorithms
gorithm due to calc

minating set using only 1-hop neighbor information. 
As simulation results show, less communication cost and 
less convergence time is achieved by our algorithm. Less 
message number means less energy consumption, and 
that less convergence time indicates faster calculating. 
Our algorithm can also get a smaller CDS size with lower 
node density. Meanwhile, our algorithm is low energy 
consumption and low convergence time, and it is appli-
cable to dynamic wireless sensor networks. As for static 
network, our algorithm achieves energy balance. The 
future work will focus on optimizing the CDS size on the 
assumption of keeping its present advantages. 
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Abstract—Internet traffic identification is currently an 
important challenge for network management. Many 
approaches have been proposed to classify different 
categories of Internet traffic. However, traditional 
approaches only focus on identifying TCP flows and have 
ignored the selection of best feature subset for classification. 
In this paper, we propose an approach to classify both TCP 
and UDP traffic flows using the Support Vector Machine 
(SVM) algorithm. In this approach, we select the best 
feature subset using Genetic Algorithm, and then we 
calculate the correspondence weight of each feature selected 
by Particle Swarm Optimization (PSO). In addition, the 
traditional SVM algorithm is optimized by PSO algorithm. 
The experimental results demonstrate that this approach 
can effectively select the feature subset from multiple 
attributes that can best reflect the differences among 
different network applications. Moreover, the identification 
rate is improved by the method of feature weighting and 
PSO optimized SVM algorithm.  
 
Index Terms—Traffic Identification, Genetic Algorithm, 
Particle Swarm Optimization, Support Vector Machine, 
Statistical Characteristics 

 

I.  INTRODUCTION 

With the rapid development of Internet technology, an 
increasing number of network applications have emerged. 
However, these applications may result in serious 
network and security problems. For example, some 
network applications may take up large bandwidth, 
congest network access, and reduce network performance 
greatly [1]. Also, some applications may leak users’ 
privacy [2]. To solve these problems, it is very necessary 
to identify and control Internet traffic flows effectively, 
which is of great significance to network management, 
traffic control and so on. 

Three major approaches have been proposed to 
identify Internet traffic flows: port based approach [3], 

Deep Packet Inspection (DPI) approach [4] and the 
statistical-based approach based on statistical 
characteristics of flows’ behavior [5-7]. However, these 
applications could have potential defects. For example, 
current network applications may use dynamic ports to 
communicate with each other, and network flows among 
these applications cannot be easily detected by port based 
approach. Some applications may encrypt their data 
during the communication. Therefore, the DPI approach 
cannot effectively identify the traffic flows for these 
applications. 

Recently, traffic identification approaches using 
statistical characteristics have attracted a lot of attention, 
and many algorithms such as machine learning and neural 
network have been used to classify different categories of 
traffic flows. However, there are still some areas not 
considered before. 

First of all, feature selection is one of the most critical 
steps in the problem of Internet traffic identification. We 
can classify different categories of applications is because 
there exist some discrepancies of their behaviors. 
However, researchers at present choose one or more 
features from a variety of characteristics to classify 
different traffic flows only based on the qualitative 
analysis of different features. Different researchers have 
different opinions on the importance of features of traffic 
flows.  

Secondly, although a few features have been chosen to 
classify different Internet traffic, not every feature has the 
same importance. Therefore, in order to improve the 
recognition rate, each feature selected could have a 
weight value representing its importance. 

Thirdly, previous works only focused on identifying 
TCP flows, and traffic flows using UDP protocol cannot 
be identified. 

Therefore, in this paper, we propose an approach to 
identify both TCP and UDP traffic flows using Support 
Vector Machine (SVM). The main contributions are 
described as follows: 

(1) In this approach we classify Internet traffic based 
on the statistical characteristics of traffic flows without 
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using any port or host information, and there is no need to 
inspect the signature of applications for privacy 
consideration. 

(2) The concepts of TCP session and UDP session are 
defined precisely in this approach, making the proposed 
algorithm can classify both TCP and UDP traffic flows 
effectively. 

(3) Quantitative methods have been used to choose the 
feature subset from multiple features by Genetic 
Algorithm (GA) that can best distinguish different 
applications, and a corresponding weight is assigned to 
each feature by Particle Swarm Optimization (PSO) 
algorithm. 

(4) SVM algorithm is used to classify different traffic 
flows, and we optimize the traditional SVM algorithm by 
PSO, which can improve the performance of SVM 
algorithm effectively.  

(5) The experimental results show that this approach 
can classify different Internet traffic at a high rate. A 
classification accuracy of 97% in the situation of training 
on one day of traffic from one site, and testing on traffic 
from that site for a day eight months later, which verifies 
the robustness and practicability of this algorithm. 

The rest of the paper is organized as follows. Section 
Ⅱ  briefly describes some related work in this field; 
Section Ⅲ describes the basic concepts and the system 
overview; Section Ⅳ  describes the feature subset 
selection algorithm based on GA; Section Ⅴ describes 
the calculation process of features’ weights and the PSO 
optimized SVM algorithm. Section Ⅵ  describes the 
process of data collection, and then presents and 
discusses the experimental results. Section Ⅶ presents 
the conclusion and future work.  

II.  RELATED WORK 

The identification of network applications through 
traffic flows is important to some certain fields, such as 
traffic control, quality of service and so on. Traditionally, 
network applications use default port to communicate 
with each other, and ISPs can effectively identify and 
classify network traffic [3]. In order to hide the traffic, 
some network applications have started using dynamic 
port for communication; some applications even use the 
TCP port 80 to communicate. 

To solve the above problems, a new method which rely 
on application payload signatures were developed, which 
is also called Deep Packet Inspection (DPI) [4]. This 
approach directly compares the stored signatures to the 
packets from applications to accurately classify them. 
This method has the advantages of accuracy and real-time 
[8]. In addition to signature-based methods, other 
payload-based methods are also proposed. ACAS uses 
the first N bytes of payload as input to train a machine 
learning model to classify flows [9]. However, as some 
applications’ protocols keep upgrading and new network 
applications emerge, also some applications even encrypt 
their data, making the DPI method not useful any more. 

Given the shortcomings of port and signature based 
approaches for detecting Internet traffic, many 
researchers classify network traffic flows based on the 
statistics of features of different traffic flows. Karagiannis 
first proposed the identification method based on 
statistical characterization [10], and after that there were a 
few methods based on the statistics of traffic flows [11-
14]. These methods collect and make statistics of traffic 
flows, such as the distribution of packet size in a flow, the 
duration of a flow, the interval of arrival time of each 
packet. Sebastian first introduced the machine learning 
method to the traffic recognition, and used the 
unsupervised Bayesian learning algorithm for traffic 
classification [15]. Then a lot of network traffic 
identification algorithms appeared using the algorithms in 
machine learning, such as Support Vector Machine [16-
17], decision tree algorithm [18] and neural network 
algorithm [19-20]. 

The identification methods based on the statistical 
characteristics of traffic flows have played an significant 
role in classifying different categories of network 
applications, however, the previous works mainly 
focused on the identification of TCP traffic flows, and 
UDP traffic flows were not considered [19,21]. Moreover, 
little work has been done on the selection of attributes of 
traffic flows. 

Ⅲ. PRELIMINARIES 

A. Basic Concepts 
A packet transmitted in the network is the 

manifestation of a network application. However, a single 
packet carries too little information and has little effect on 
the performance of traffic identification. Therefore, a 
single packet should be combined with other relevant 
packets to form a session, and traffic flows can be 
classified by the form of a session. 

Definition 1 (TCP Session Flow): If host A and host B 
communicate with each other through TCP protocol, and 
their corresponding communication ports are portA and 
portB. Suppose p is a TCP session flow, and then p 
includes all the data packets transmitted between portA 
and portB. In particular, these data packets transmission 
are initialized after a SYN packet has been sent, and are 
ended before the first FIN packet will be sent. 

Definition 2 (UDP Session Flow): If host C and host D 
communicate with each other through UDP protocol, and 
their corresponding communication ports are portC and 
portD. Suppose p is a UDP session flow, and then p 
includes all the data packets transmitted between portC 
and portD within time t. 

TCP session flow and UDP session flow are 
collectively referred to as session flow in this paper. 

Definition 3 (Feature Vector of Network Traffic): 
Suppose ( )s p is an attribute of session p, then 

T
1 2( ) [ ( ), ( ), , ( )]D

Dp s p s p s p= R  is the feature vector of 

D attributes of session p. ( )D pR  is called the feature 
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vector of network traffic. 
There were 246 per-flow features used for 

classification in [19]. Most of these features can only be 
used for classifying TCP traffic flows, while having no 
use for UDP protocol. However, many more network 
applications are using UDP protocol for transmission 
nowadays, such as P2P applications. So it is also 
important to classify UDP traffic flows. In this approach, 
we analyzed the characteristics of many Internet traffic 
session flows and selected 45 features to identify 
different network applications using both TCP and UDP 
protocols. All the features of a session are shown in 
Appendix A. 

Definition 4 (Network Identification Model): Network 
traffic identification model is a 6-tuple of 
( , , , , , )D dQ qδ ϕR R , and it subjects to the following 
requirements: 

1) Q is a finite set, { | }Q a a is network protocol=  
2) DR  is feature space of D-dimension, representing 

the original feature vector 
3) dR  is feature space of d-dimension, representing 

the feature vector after the feature selection process 
4) : ( )D dδ δ →R R  is the selection operator, choosing 

the most important features from the original feature 
vector 

5) ( )d qϕ →R , ϕ is classification operator, q is the 
network protocol of feature vector dR  after classifying, 
and q Q∈ . 

B. Traffic Categories 
Fundamental to classification work is the idea of 

classes of traffic. In the present data set, traffic was 

classified into common groups according to the way how 

they transmitted their packets. The traffic was classified 
into 10 categories in [19], however, as P2P technology 
has been widely used in recent years. Therefore, we 
classify Internet traffic into 12 categories as listed in 
Table 1. 

C. Particle Swarm Optimization (PSO) 
PSO is an evolutionary computation technique 

developed by Kennedy and Eberhart in 1995, which 
searches for the best solution by simulating the 
movement and flocking of birds [22]. PSO is an 
optimization tool, providing a population-based search 
procedure in which individuals called particles change 
their positions with time. In a PSO system, the group is a 
community composed of all particles, and all particles fly 
around in a multi-dimensional search space. Each particle 
flies with a certain velocity and finds the global best 
position after some iteration. At every iteration period, 
each particle adjusts its velocity vector based on its 
momentum and the influence of its best position in 
history as well as the best positions of all particles, then a 
new position is computed by the velocity and its position 
in the last iteration. 

Suppose the dimension for a searching space is n , the 
total number of particles is m , and the population is 
presented as ( )1, , , , T

i mX = x x x  , the position of the 

ith particle is presented as vector ( )1 2, , , T
i i i inx x x=x  . 

The velocity of the ith particle is presented as vector 

( )1 2, , , T
i i i inv v v=v  , and the best position of this particle 

being searched until now is denoted as 

( )1 2, , , T
i i i inp p p=p  , the best position of the whole 

population being searched until now is denoted as 

( )1 2, , ,
T

g g g gnp p p=p  . The rule of adjusting the 
velocity and position of a particle is described as: 

( ) ( )( 1) ( ) ( ) ( ) ( ) ( ) ( )
1 1 2 2

t t t t t t t
id id id id gd idv w v c r p x c r p x+ = + − + −  (1) 

( 1) ( ) ( 1)t t t
id id idx x v+ += +                             (2) 

where 1, 2,i m=   represents the number of particles, 
1, 2,d n=   represents the searching space of this 

problem, t  is the current evolution generation, 1r  and 2r  
are random numbers between 0 and 1, 1c  and 2c  are the 
acceleration constants with positive values, w  is the 
inertia weight [23-24]. The general steps involved in PSO 
are illustrated in Algorithm 1, in which the function ()f  
is the fitness function. 

D. Support Vector Machine (SVM) 
The purpose of SVM classification is to find optimal 

separating hyper-plane by maximizing the margin 
between the separating hyper-plane and the data. Give a 
set of data { } 1

, m
i i iT y

=
= x , where ix  denotes the input 

vectors, { }1, 1iy ∈ + −  stands for two classes, and m 
represents the number of training data [25-26]. 

SVM attempts to identify a hyper-plane, which 
functions as a separating plane for classification of data in 

TABLE I.   
NETWORK TRAFFIC CATEGORIES 

Classification Example Applications 

WWW Web 

P2P (File Sharing) eDonkey, BitTorrent 

P2P (Multimedia) Sopcast, PPStream, PPTV 

P2P (Instant messaging) Skype, MSN 

ATTACK Worm, Virus 

MULTIMEDIA Windows Media Player 

GAMES WOW 

MAIL IMAP, POP, SMTP 

INTERACTIVE ssh, klogin, rlogin 

DATABASE postgres, sqlnet 

BULK ftp 

SERVICES X11, DNS, LDAP 
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a multidimensional space. The hyper-plane ( )f x  is 
presented as: 

( ) 0, 1, 2,i if w b i m= + = =x x               (3) 

where w  denotes the weight vector, and b  denotes the 
bias term. w  and b  are used to define the position of 
separating hyper-plane. 

The separating hyper-plane should satisfy the 
following constraints: 

( )( ) 1, 1, 2,i i i iy f y w b i m= + ≥ =x x           (4) 
Positive slack variables iξ  are introduced to measure 

the distance between the margin and the vectors ix  that 
lying on the wrong side of the margin. Then, the optimal 
hyper-plane separating the data can be obtained by the 
following optimization problem: 

( )

2

1

1Min , 1,2,
2

s.t. 1
0

m

i
i

i i i

i

w C i m

y w x b

ξ

ξ
ξ

=

+ =

+ ≥ −

≥

∑ 

             (5) 

where C  is the error penalty. 
By the Lagrangian multiplier, , 1, 2,ia i m=   is 

introduced, the previous mentioned optimization problem 
is transformed into the dual quadratic optimization 
problem as below: 

( )
1 , 1

1

1Max
2

s.t. 0, 0, 1, 2,

m m

i i j i j i j
i i j

m

i i i
i

L a a a a y y x x

a y a i m

= =

=

= −

= ≥ =

∑ ∑

∑ 
          (6) 

Therefore, the linear decision function is created by 
solving the dual optimization problem, which is defined 
as: 

( )
, 1

( ) sign ,
m

i i i j
i j

f x a y b
=

 
= + 

 
∑ x x               (7) 

In most cases, the data are not linearly separable, and 
are consequently mapped to a higher-dimensional feature 
space. Therefore, if the data cannot be classified clearly 

in the current dimensional space, then the SVM will map 
them to a higher dimensional space for classification. In 
order to construct the feature space, the non-linear 
mapping function ( )xφ  is used. Then, the non-linear 
decision function is expressed as follows: 

( ) ( )
, 1

sign ,
m

i i i j
i j

f x a y K b
=

 
= + 

 
∑ x x              (8) 

( ) ( ) ( ),i j i jK x x x xφ φ=                         (9) 

where ( ),i jK x x  is called the kernel function. Several 
kernel functions help the SVM in obtaining the optimal 
solution. The most frequently used kernel functions are 
the polynomial, sigmoid and radial basis kernel function 
(RBF). The RBF is generally applied most frequently, 
because it can classify multi-dimensional data. 
Additionally, the RBF has fewer parameters to set than a 
polynomial kernel. Therefore, in our approach, the RBF 
kernel function is used in the SVM to obtain optimal 
solution. It is presented as: 

( ) ( )2, expi j i iK x x x yγ= − −                (10) 

Here, C  and γ  should be set appropriately. Parameter 
C  represents the cost of the penalty. The choice of the 
value for C  influences the classification outcome. if C  
is too large, the classification accuracy rate is very high in 
the training phase, but very low in the testing phase. If C  
is too small, the classification accuracy cannot be 
satisfied. Parameter γ  is more important, because its 
value affects the partitioning outcome in the feature space. 
An excessively large value for parameter γ  results in 
over-fitting, and a disproportionately small value will 
lead to under-fitting. In this approach, we use PSO 
algorithm to optimize these two parameters. 

E. Approach Overview 
The training and testing processes of the identification 

system are presented as follows: 
(1) Capture all the packets and reorganize the packets 

into traffic session flows according to definition 1 and 
definition 2, then divide the traffic flows into training set 
and test set. 

(2) Calculate the features’ statistics of traffic flows 
according to Appendix A. 

(3) Feature selection by GA. 
(4) Feature weighting and SVM algorithm optimized 

by PSO using the data in the training set. 
As both TCP and UDP flows are classified by this 

algorithm, but there are biggish distinctions between TCP 
and UDP protocols in the form of transmission. So in this 
approach, two SVM models are used for training and 
classifying TCP and UDP flows. One is for TCP flows 
and the other is for UDP. There are two SVM models 
after the training process, and for a traffic session flow to 
be classified, first check if it is TCP or UDP protocol, and 
then classify it using the corresponding SVM model. 

The system overview is shown in Figure 1. 

Ⅳ. FEATURE SELECTION PROCESS 

Algorithm 1 Particle Swarm Optimization 
Initialize population 
for gen = 1 : maxgen do 
    for i = 1 : m do 
        if f( ix ) ﹤ f( ip ) then 
            ip ← ix  
        end if 
        if f( ip ) ﹤f( gp ) then 
            gp ← ip  
        end if 
    end 
    update the velocity and position of each particle 
according to (1) (2) 
    if minimum error criteria is attained then 
        break; 
    end if 
end 
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A. Separable Criterion Based on Class Distance 
Definition 5 (Selection of Traffic Feature): Suppose 

T
1 2[ , , , ]D

Dr r r= R  is the feature vector of a traffic flow, 
selection of traffic features means choosing a subset dR  
in vector DR such that T

1 2[ , , , ] ,d
i i idr r r d D= ≤R , and 

features selected can make the separable criterion of 
different traffic flows reach the maximum value. 

Separable criterion function is used to classify different 
traffic flows, and in the pattern recognition field, different 
classes could be separated is because every class is in 
specific region of the feature space. Moreover, the 
smaller the distance of samples in the same class and the 
larger the distance of samples of different classes are, the 
better the classification result is. This scheme is called the 
separable criterion. 

Set BdJ
dω

=  as the separable criterion function, and Bd  

represents the sum of distance of samples of different 
classes, dω  represents the sum of distance of samples in 
the same class. If Bd  increases and dω  decreases, the 
separable criterion function J  gets larger, making 
different classes classified much easier. 

In a D-dimensional feature space, set D∈r R , and 
( , )i jδ r r  represents the distance between two samples in 

feature space. Suppose there are N samples 
{ }, 1, 2, ,l l N= r  belonging to c classes, and the pattern 
of class i is defined as follows: 

( ){ , 1, 2, , }, 1, 2,i
i k ik N i cω = = =r            (11) 

Defines: 
( )im : The mean vector of pattern of samples in class i 

m : The mean vector of pattern of all samples. 
Then: 

( ) ( )

1

1 , 1, 2, ,
iN

i i
k

ki

i c
N =

= =∑m r                    (12) 

1

1 N

l
lN =

= ∑m r                                 (13) 

The sum of pattern distance of the same class dω  and 
the sum of distance of different classes Bd  are defined 
respectively as: 

( ) ( )

1

1( ) ( , ), 1, 2, ,
iN

i i
i k

ki

d i c
N

ω δ
=

= =∑ r m        (14) 

( ) ( )

1 1 1

1( ) ( , ),
iNc c

i i i
i i i k i

i i ki

N
d Pd P P

N Nω ω δ
= = =

= = =∑ ∑ ∑ r m (15) 

( )

1
( , ),

c
i i

B i i
i

N
d P P

N
δ

=

= =∑ m m                (16) 

Then the separable criterion function J  is presented as: 

( )

1

( ) ( )

1 1

( , )

1 ( , )
i

c
i

i
iB

Nc
i i

i k
i ki

P
dJ
d P

N
ω

δ

δ

=

= =

= =
∑

∑ ∑

m m

r m
           (17) 

B. Feature Selection by Genetic Algorithm 
The GA is a search heuristic that mimics the process of 

natural evolution. This heuristic is routinely used to 
generate useful solutions to optimization and searching 
problems [27]. In the problem of network traffic 
identification, as there are many features, it is necessary 
to select the optimal subset which can best classify 
different protocols, therefore, we choose GA here as a 
selection operator. 

(1) Fitness function 
Every individual in the population corresponds to a 

solution in the optimization problem, in this approach, in 
order to classify different traffic flows better, the value of 
separable criterion function should be as large as possible, 
therefore, we use the function J  mentioned before as the 
fitness function: 

        

( )

1

( ) ( )

1 1

( , )

1 ( , )
i

c
i

i
iB

Nc
i i

i k
i ki

P
dFitness J
d P

N
ω

δ

δ

=

= =

= = =
∑

∑ ∑

m m

r m
    (18) 

Euclidean distance is used here as the measurement of 
distance between two samples. 

(2) Encoding and decoding 
In GA, every solution to the problem is encoded to a 

chromosome, and a feature may be selected or not in the 
feature selection process. In order to select a combination 
of d features from the original D-dimensional features. A 
binary string of D bits is used to describe the feature 
combination. Digital 1 means this feature is selected, 
while digital 0 means not. At last, the bits with value 1 in 

 
Figure 1. System Overview 

Feature 1 Feature 2 Feature 3 … …

1 0 1 … …

Feature D

1

…

 
Figure 2. Encoding Method 

JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012 23

© 2012 ACADEMY PUBLISHER



the binary string indicate the features selected as the input 
of classification process. The binary string is shown in 
figure 2. 

(3) Initial population 
Set N as the number of individuals in population, then 

the initial population is defined as 0 { }, 1,2, ,iP i N= =x  , 
every ix  represents a solution, and it is a binary string of 
D bits as defined before. While generating the initial 
population, set d bits to 1, and these d features make the 
fitness function the largest d values, and then set the other 
D-d bits to 0. This algorithm is presented in algorithm 2 
as below. 

4) Genetic operations 
We use tournament selection method as the selection 

operator and the two-point crossover operation as the 
recombination of chromosomes. Its specific operation is 
as follows: First set two cross points randomly at the 
chromosome of parent population, then exchange the 
chromosome at the two cross points of two individuals. In 
order to improve the locality search ability of GA to 
avoid prematurity, mutation operator is imported in the 
genetic process. In this approach, as the number of 1 and 
0 representing the features doesn’t change, inversion 
operator is used as the mutation operator, it operates as 
follows: a new binary string is generated by choosing 
randomly two gene positions and inversing the substring 
between the two positions in a chromosome. The network 
traffic feature selection algorithm based on GA is 
presented in algorithm 3. 

5. FEATURE WEIGHTING BY PSO-SVM 

In this approach, we use the PSO algorithm to optimize 
the parameters C  and γ  of SVM as well as the weights 
of the features selected by GA in the previous process. 

In the previous section, a subset of features are 
selected for classification by GA, however, not all the 
features selected have the same importance. In order to 
increase the identification rate, each feature selected is 
assigned a weight value iw , which represents the ith 
feature’s importance. In this approach, we set the limit of 

a weight’s value as [0, 2]iw ∈ ,. 
Definition 6 (Weighted Feature Vector): Suppose a d-

dimensional feature space T
1 2[ , , , ]d

dr r r=R  , the 

weighted feature vector dWR  is defined as: 
T

1 1 2 2[ , , , ]d
d dw r w r w r× × ×WR =            (19) 

In this approach, we use SVM to classify different 
categories of Internet traffic, therefore, two decision 
variables, designated C  and γ  are required. For the 
feature weighting process, if d weights will be calculated, 
then 2+d decision variables must be adopted. Therefore, 
the encoding strategy is presented as follows: 

( )1 2, , , , , dParticle C w w wγ=                (20) 
To get the highest recognition rate, every feature’s 

weight iw  will be calculated. The training data is used for 
training the SVM model, and the fitness function is 
defined as: 

correctN : The number of traffic flows identified 
correctly 

totalN : The number of all traffic flows 

Algorithm 2 Generating Initial Population 
Inputs: training data, D: feature space, d: feature 
subset space 
Outputs: the initial population InitPop with d 
features set 
InitPop = zeros(1, D); /* Create the D-bit binary 
string representing the features to be selected, and 
all bits are set to 0 */ 
for i = 1 : D do 
    fit[i] = the fitness value of ith feature 
end 
index = findmax(fit, d); /* index represents the 
array index of the largest d elements in array fit */ 
InitPop[index] = 1; /* Set 1 to the corresponding 
features */ 
return InitPop 

 

Algorithm 3 Feature Selection by GA 
Inputs: training data, D: feature space, d: feature 
subset space 
Outputs: feature subset of d-dimensional 
Population initialization: population size N, 
probability of crossover cP , probability of 
mutation mP , maximal evolution generations GEN 
t←0 
Generate the initial population ( )P t  using 
algorithm 2, and calculate the fitness value of each 
individual 
while t≤GEN do 
    use tournament selection operator to select the 
largest N individuals of ( )P t  by their fitness value 
    according to mutation probability cP  and then 
use mutation operator to produce N intermediate 
individuals from the previous N individuals 
selected 
    calculate the fitness value of the N intermediate 
individuals, and choose the smallest mN P×  
individuals, modify these individuals using the 
mutation operator 
    compete the N intermediate individuals against 
the original individuals in population ( )P t , and 
select the largest N individuals according to their 
fitness values as the individuals of population 

( 1)P t +  
    t←t+1 
end while 
Find the largest individual by fitness value from 

( )P t , the bits with value 1 of the binary string 
indicate the features selected as the measurement 
of classification 
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correct

total

N
Fitness

N
=                        (21) 

SVM is used as the classification method here and the 
distance of different classes is measured according to the 
weighted feature vector as defined in definition 6. 

The feature weighting calculating algorithm is 
described in algorithm 4: 

Ⅵ. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Experiment Design 
The data collection environment is presented in figure 

3. 
In a data collection process, all the testing machines 

are running network applications belonging to one 
specific category, so all the traffic flows collected belong 
to only one class, and these flows are collected by the 
data collection server through port mirroring method. 
Total up to 40000 flows are collected for a specific traffic 
category. Following these steps, all the traffic flows 
belonging to the 12 classes listed in Table 1 are collected, 
so that one data set contains 12*40000 traffic flows. 

In order to verify the effectiveness of the method 
proposed in this approach, two separate data sets are 
collected. The first data set was collected from February 
8th 2010 to February 14th 2010, and the second data set 
was collected from October 8th 2010 to October 14th 
2010. These two data sets are separated by eight months, 
and are denoted as set 1 and set 2 respectively. 

The experimental process is described as follows: 50% 
of the data is chosen randomly from set 1 as the training 
data, and the data in set 2 is used for testing. This 
experiment is repeated ten times; using different 
randomly chosen training sets of the same size, the mean 
and standard deviation across the repeated experiments 
are calculated. For some applications in table 1, they use 
both TCP and UDP packets to transmit, such as P2P file 
sharing applications. The identification rates of these 
classes are computed as follows: 

Suppose the proportion of TCP flows in one specific 
class is _tcp p , the proportion of UDP flows is _udp p , 
they can be computed from the 40000 flows collected. 
And the identification rate of TCP and UDP flows are 

_tcp r  and _udp r  respectively, therefore, the 
identification rate for this class is presented as: 

_ * _ _ * _rate tcp p tcp r udp p udp r= +       (22) 
where _ _ 1tcp p udp p+ = . 

B. Determination of Interval Time in UDP Session 
As described in definition 2, the UDP session flow 

includes all the packets transmitted within time t, and the 
determination of t has great influence on the 
identification rate as well as the computation performance. 
If t is too small, the number of packets collected is also 
too small to form the information which has the property 
of statistical characteristics. If t is too large, the packets 
collected will take up a significant amount of system 
resources. We tested the value of t from 20 seconds to 

 
Figure 3. Data Collection Environment 

Algorithm 4 Feature Weighting Based on PSO 
Inputs: training data, d-dimensional features 
Outputs: weights of d features, C  and γ  of SVM 
Initial operation, set the current iteration t=0, and 
then set the maximal iteration GEN, 1c , 2c  
Generate m particles 1 2, , , mw w w  in the (2+d)-
dimensional searching space, they constitute the 
initial population ( )W t , and , 1, 2,i i m=w   is the 
solution in the (2+d)-dimensional space 
Generate the initial velocity of every particle as 

1 2, , , mv v v , set the global best solution gp  and 
the individual best solution ip  of m particles to 0 
Every particle in population ( )W t  is a weight of a 
feature, parameters C , γ . SVM is used here to 
train the data in training set 
while t≤GEN do 
    for i = 1 : m do 
        compare the fitness value of particle i 

currentp with its best solution ip  so far, if 

current ip p> , then i currentp p= , and record the value 
of current particle iw  
        compare the fitness value of particle i currentp  
with the global best solution gp , if current gp p> , 
then g currentp p=  and record the value of current 
particle iw  
    end 
    update the velocity and position of every 
particle in population ( )W t  and get new 
population ( 1)W t + , compute the new fitness of 
every particle 
    t←t+1 
end while 
Output the best global solution gp , which is the 
largest recognition rate with d features selected 
return the value of the particle with fitness value 

gp  as the weights of d features and parameters C , 
γ  
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300 seconds, and the identification rate of UDP sessions 
are presented in figure 4. 

Through experiments, when t is larger than 100 
seconds, the identification rate becomes steady; therefore, 
we set t=100 seconds as the interval time. 

C. Feature Selection and Weighting Processes 
According to the experiments, for TCP flow, with 

different number of features d, we obtain two results. 
Figure 5 shows the result without weighting method and 
the result with weighting method optimized by PSO-
SVM algorithm. 

 By the algorithm of GA and PSO for feature selection 
and weighting, for TCP traffic flow, we obtain the best 
recognition rate when the number of features is 18, and 
the largest 5 weights and their corresponding features are 
shown in Table 2. 

For UDP traffic flow, with different number of features 
d, we also obtain two results. Figure 6 shows the result 
without weighting, and the result with weighting method 
optimized by PSO-SVM algorithm respectively. 

For UDP sessions, we obtain the best recognition rate 
when the number of features is 25, and the largest 5 
weightings and their corresponding features are shown in 
Table 3. 

D. Identification Rate Comparison 
With the optimal value of d, and the corresponding 

weights of features selected, the identification rates of all 
the classes are shown in Table 4. 

The average identification rate of the PSO optimized 
SVM algorithm, the traditional SVM algorithm without 
weighting method and the Bayesian neural network in [19] 
are listed in Table 5. 

Besides choosing 50% of the data in set 1, we also 
choose 0.1%, 1% and 10% of the data in set 1 for testing. 
As we can see from Table 5 that the identification rate of 
PSO optimized SVM algorithm increases 12.6% 
compared with the traditional SVM algorithm, proving 
that the optimized algorithm is effective for improving 

 
Figure 4. Identification Rate of UDP Session Using Different 

Time t 

 
Figure 5. Identification Rate of TCP Flow by SVM 

TABLE II.   
THE FEATURE SUBSET AND WEIGHTS OF TCP FLOWS 

Description of Features Weights 

Mean of time interval that a host receives 
packets in a session 1.95 

Ratio of number of packets received and 
sent in a session 1.68 

Ratio of bytes received and sent in a 
session 1.56 

Variance of time interval that a host 
receives packets in a session 1.54 

Number of packets a host sends in a 
session 1.38 

 

 
Figure 6. The identification rate of UDP flow by SVM 

TABLE III.   
THE FEATURE SUBSET AND WEIGHTS OF UDP FLOWS 

Description of Features Weights 

Ratio of number of packets received and 
sent in a session 1.67 

Ratio of bytes received and sent in a 
session 1.56 

First quartile of time interval that a host 
receives packets in a session 1.45 

Mean of the first five packets‘ time 
interval a host sends in a session 1.24 

Variance of the first five packets‘ time 
interval a host sends in a session 1.18 
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the recognition. Compared with the methods in [19], we 
can see that the method in this approach also improves 
the identification rate, and more importantly, the method 
proposed in this work can classify both TCP and UDP 
traffic flows, therefore, it is more competitive. 

Ⅶ. CONCLUSION AND FUTURE WORK 

Internet traffic identification is a research focus in 
recent years, and more and more researchers applied the 
algorithms in pattern recognition and machine learning to 
the problem of traffic identification. However, due to the 
lack of selection criteria of traffic attributes, some 
important attributes are not selected as the criterion for 
classification. The existing methods are mainly based on 
qualitative analysis of network protocols, and then choose 
one or more features as the criterion for classification. In 
this way, the essential differences among different 
protocols may not be found, thus influencing the 
recognition rate. 

This novel Internet traffic identification algorithm with 
feature selection and weighting method based on GA and 
PSO-SVM proposed in this paper fills the gap in this field. 
We use intelligent computation methods to select the 
feature subset which can best classify different network 
applications, and then calculate the corresponding 
weights of each feature selected. According to the 
experiments, this algorithm has a high recognition rate. 
More importantly, this algorithm can dynamically adjust 
the feature subset selected and modify their 
corresponding weights with the change of behaviors of 
network applications, having the ability of adapt to the 
constantly changing protocols. The algorithm proposed in 
this paper has good scalability and availability, and it can 
classify both TCP and UDP traffic flows. In the future 
work, we will adopt some other classification algorithms 
such as neural network and so on. Secondly, the port and 
signature based approaches still have effects for some 
network applications, if these two methods can be 
combined with the statistical-based traffic classification 
approach, the identification performance will get better. 

The original conference paper of this paper named “A 
Novel P2P Identification Algorithm Based on Genetic 
Algorithm and Particle Swarm Optimization” has been 
published on “Third International Symposium on Parallel 
Architectures, Algorithms and Programming, 2010”. 

APPENDIX A  

All the features of a session are described below: 
Feature description 

Duration of a session 
Number of packets a host receives in a session 

Number of packets a host sends in a session 
Total number of packets in a session 

Bytes of payload a host receives in a session 
Bytes of payload a host sends in a session 

Total number of bytes in a session 
Mean of time interval that a host receives packets in a session 

Mean of time interval that a host sends packets in a session 
Variance of time interval that a host receives packets in a session 
Variance of time interval that a host sends packets in a session 

Maximum of time interval that a host receives packets in a session 
Maximum of time interval that a host sends packets in a session 

Minimum of time interval that a host receives packets in a session 
Minimum of time interval that a host sends packets in a session 

First quartile of time interval that a host receives packets in a session 
First quartile of time interval that a host sends packets in a session 

Median of time interval that a host receives packets in a session 
Median of time interval that a host sends packets in a session 

Third quartile of time interval that a host receives packets in a session 
Third quartile of time interval that a host sends packets in a session 

Mean of packet length that a host receives in a session 
Mean of packet length that a host sends in a session 

Variance of packet length that a host receives in a session 
Variance of packet length that a host sends in a session 

Maximum of packet length that a host receives in a session 
Maximum of packet length that a host sends in a session 

Minimum of packet length that a host receives in a session 
Minimum of packet length that a host sends in a session 

First quartile of packet length that a host receives in a session 
First quartile of packet length that a host sends in a session 

Median of packet length that a host receives in a session 
Median of packet length that a host sends in a session 

Third quartile of packet length that a host receives in a session 
Third quartile of packet length that a host sends in a session 
Ratio of number of packets received and sent in a session 

Ratio of bytes received and sent in a session 

TABLE IV.   
THE IDENTIFICATION RATES OF ALL CLASSES 

Classification Identification Rate 

WWW 99.4±0.4% 

P2P (File Sharing) 97.5±0.3% 

P2P (Multimedia) 93.5±0.5% 

P2P (Instant messaging) 95.5±0.7% 

ATTACK 97.7±0.4% 

MULTIMEDIA 95.4±0.4% 

GAMES 95.2±1.1% 

MAIL 99.1±0.4% 

INTERACTIVE 97.8±0.3% 

DATABASE 97.2±0.8% 

BULK 99.1±0.5% 

SERVICES 97.9±0.8% 

AVERAGE 97.1±0.5% 

 

TABLE V.   
THE COMPARISON OF THREE ALGORITHMS  

Training Set Testing 
Set 

Traditional 
SVM 

Algorithm 
Without 

Weighting 

Bayesian 
Neural 

Network 
[19] 

PSO 
Optimized 

SVM 
Algorithm 

0.1 of Set 1 Set 2 74.4±1.5% 88.3±
0.9% 86.9±0.4% 

1% of Set 1 Set 2 76.8±0.4% 91.9±
0.9% 93.2±0.8% 

10% of Set 1 Set 2 82.5±0.7% 93.1±
1.3% 94.9±1.2% 

50% of Set 1 Set 2 84.5±1.4% 95.3±
0.9% 97.1±0.5% 
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Mean of the first five packets‘ length a host receives in a session 
Mean of the first five packets‘ length a host sends in a session 

Variance of the first five packets‘ length a host receives in a session 
Variance of the first five packets‘ length a host sends in a session 

Mean of the first five packets‘ time interval a host receives in a session 
Mean of the first five packets‘ time interval a host sends in a session 
Variance of the first five packets‘ time interval a host receives in a 

session 
Variance of the first five packets‘ time interval a host sends in a session 
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Abstract—By distributing adaptively the data blocks to the 
processing cores to balance their computation loads and 
applying the strategy of “the extremum of the extremums” 
to select the data with the same keys, a cache-efficient and 
thread-level parallel algorithm for sorting Multisets on the 
multi-core computers is proposed. For the sorting Multisets 
problem, an aperiodic multi-round data distribution model 
is presented, which the first round scheduling assigns data 
blocks into the slave multi-core nodes according to the given 
distribution order and the other rounds scheduling will 
distribute data blocks into the slave multi-core nodes by 
first request first distribution strategy. The scheduling 
technique can ensure that each slave node can receive the 
next required data block before it finishes sorting the 
current data block in its own main memory. A hybrid 
thread-level and process-level parallel algorithm for sorting 
Multisets is presented on the heterogeneous cluster with 
multi-core nodes which have different amount of processing 
cores, different computation and communication 
capabilities and distinct size of main memory. The 
experimental results on the single multi-core computer and 
the heterogeneous cluster with multi-core computers show 
that the presented parallel sorting Multisets algorithms are 
efficient and they obtain good speedup and scalability.  
 
Index Terms— Multisets Sorting, Parallel algorithms, 
Multi-core computers, Heterogeneous clusters, Multi- level 
cache, Shared L2 cache, Thread-level parallelism, Selection, 
Aperiodic multi-round distribution 
 

I. INTRODUCTION 
 
Some classical parallel sorting algorithms on various 

computing models were introduced in [1]. Recently, 
many researchers pay more and more attention to parallel 
sorting algorithms with GPU processors and multi- core 
processors. Purcell et al [2] developed a bitonic parallel 
sorting algorithm by the advantages of high 
computation-intensive and high bandwidth for GPU 
processors. Algorithm GPUTerasort [3] executes sort 
operations by SIMD instructions to obtain data 
parallelism, and it can lower memory latency and 
improve cache access efficiency by overlapped pointer 
and fragment processor memory accesses. Greb and 
Zachmann [4] applied a bitonic tree to rearrange data to 

reduce the number of comparing data, and presented a 
GPU-Abisort algorithm. Sintorn and Assarsson [5] 
proposed a hybrid parallel GPU-Sorting algorithm, which 
achieves higher speedup.  

Cell machine is a kind of processors adopting 
heterogeneous multi-core architecture frame, it has a 
master processing core Power PC and eight SIMD 
processing cores. Gedik et al [6] proposed a so-called 
Cellsort three-level parallel merge sort algorithm on the 
Cell BE machine, the first level of which is an optimized 
SIMD bitonic sort algorithm, the second level is an 
optimized in-core bitonic merge algorithm and the third 
level is responsible of sorting a large amount of the data. 
Since algorithm Cellsort wanted to access the data in 
main memory several times, its obtained speedup is small. 
Keller and Kessler [7] improved algorithm Cellsort and 
presented a method to merge the data stored on the 
continued level nodes of the merge tree such that the 
merged sequences were not written to the main memory, 
but they were directly outputted to SIMD processing 
elements for next merge. Ramprasad and Baruah [8] 
designed an optimized radix sort algorithm which can 
ensure the load balance among the processing cores on 
the Cell Broadband Engine. Sharma et al [9] implemented 
six parallel algorithms for sorting integers on Cell 
processors and analyzed their speedups. Inoue et al [10] 
designed a so-called AASort parallel sorting algorithm on 
the multi-core SIMD processors, which can utilize fully 
SIMD instructions and multi-core thread-level parallelism, 
and eliminate the nonalignment memory access. Because 
algorithm AASort must access main memory several 
times in the merge sorting stage, it obtained small 
speedup. Chhugani and Macy [11] implemented 
efficiently a sorting algorithm on multi- core SIMD CPU 
architecture, which can reduce cache access latency by 
multi-core characteristics, increase computational density 
by vectored SIMD technique, balance the loads among 
multi-core processors in use of data decomposition, and 
eliminate the restriction of bandwidth by using multi-way 
merge. Li and Zhong et al [12] presented a multi-round 
scheduling technique for divisible loads on the 
heterogeneous cluster systems with multi-core computers. 
Zhong and Qu et al [13] proposed an aperiodic 
multi-round data distribution strategy and a parallel 
Multisets sorting algorithm on the heterogeneous clusters 
with multi-core computers.  

According to the property of input Multisets sequence 
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and multi-core architectures, this paper extends our work 
[13] to study further the Multisets sorting problem on the 
multi-core systems, propose the efficient and scalable 
parallel sorting Multisets techniques on single multi-core 
computer and the heterogeneous cluster systems with 
multi-core computers respectively. The remainder of this 
paper is organized as follows. By considering impact of 
multi-level caches, different number of processing cores 
and parallel threads, section 2 first presents a 
cache-efficient and thread-level parallel algorithm for 
sorting Multisets on single multi-core computer, and then 
proposes a novel aperiodic multi-round data distribution 
model by applying the divisible loads principle [14] and 
design a hybrid process-level and thread-level parallel 
sorting Multisets algorithm on the heterogeneous clusters 
with multi-core nodes. Section 3 evaluates the execution 
time, speedup and scalability of the presented algorithms 
on single multi-core computer and the heterogeneous 
clusters with multi-core computers, respectively. Section 
4 concludes the paperand gives further research direction. 

 
II. PARALLEL SORTING MULTISETS ON MULTI- 

CORE SYSTEMS 
 
Multisets is a special input data sequence and Sorting 

Multisets [15,16] is one kind of the data sorting issues. 
Definition 1 Multisets is a special data sequence of size 

n, which includes only k distinct keys, 0<k<<n. 
For example, let nl_s be a set which is consists of 
people’s age, nl_s is one kind of the dataset Multisets. 

Definition 2 Sorting Multisets is to sort the data 
sequence for Multisets. 

A. Cache-Efficient Thread-Level Parallel Sorting 
Multisets on Single Multi-core Computer 

Definition 3 The so-called extremums are defined as 
the maximum and minimum in a maximal-minimal 
element sequence which is composed of all the maximal 
and minimal elements in the given several data 
sequences. 

By applying the two-tiered mode, we design a 
cache-efficient and thread-level parallel sorting Multisets 
algorithm, short for algorithm CETLPS- Multisets, on 
single multi-core computer. The first tier of algorithm 
CETLPS-Multisets is a local parallel sorting on the 
shared L2 cache, it sorts the data subsequence whose size 
is proportional to the usage size of the shared L2 cache. 
The second tier is an efficient thread-level parallel 
algorithm to merge the sorted subsequences in order to 
achieve better communication performance among the 
processing cores. To reduce the time to exchange data 
between main memory and the shared L2 cache on the 
multi-core computer and decrease the time to merge the 
sorted subsequences, algorithm CETLPS-Multisets 
selects the data with the same keys by picking up 
recursively the extremums in the subsequences and 
assigns dynamically these data with the same keys to the 
processing cores to balance their computing loads, and it 
also applies the data blocking technique to minimize the 
time to access the main memory.  

We assume that the Multisets sequence to be sorted has 
n data X[1~n],the key of X[i] is X[i].key, i=1~n.The 
distinct k keys in X[1~n] are represented as K1, K2, …, 
and Kk respectively, where 0<k<<n. The number of the 
data with key Kr is se[Kr], where 0<se[Kr]≤n, r=1~k, and 

∑
=

k

r
rKse

1
][

=n. Suppose that the multi-core computer has 
p processing cores, and Pj is the j-th processing core, 
j=1~p; the usage space of shared L2 cache can store C 
data, and a data block in the shared L2 cache contains M 
elements, where M < C. The input sequence for Multisets 
with length n is partitioned into n/M data blocks. 

The memory bandwidth and cache design can 
influence significantly the performance of multi-core 
parallel algorithms. Therefore, we must minimize the 
time to access the main memory to design an cache- 
efficient and thread-level parallel sorting Multisets 
algorithm on multi-core computer. We divide the input 
data sequence for Multisets into several data blocks, 
which each block contains M elements. In the local 
sorting stage, we sort each block by the strategy of “the 
extremum of the extremums” and “selection”, find the 
number of the data whose keys are equal to the maximal 
and minimal keys in each block respectively, and obtain 
the values of corresponding to the maximal and minimal 
keys. We merge in parallel the data with same keys by 
multiple threads to reduce the size of the data to be 
merged in the main memory and the number of 
exchanging data between the main memory and shared 
L2 cache in the merge stage. 

The cache-efficient and thread-level parallel sorting 
Multisets algorithm on single multi-core computer, short 
for CETLPS-Multisets, is described as follows.  

Algorithm CETLPS-Multisets 
Begin 

(1) i=1. 
(2) The i-th data block with M elements from the main 

memory is read into the shared L2 cache. The data block 
in shared L2 cache are divided into p subsequences and 
they are distributed to p processing cores, which each 
processing core receives one subsequence. Each 
processing core sorts its subsequence and then writes the 
sorted subsequence to its local L1 cache. 
(3) Processing core Pj executes the optimal selection 

algorithm using multiple threads to find the maximum 
maxj and minimum minj from the keys of the sorted 
subsequence in its local L1 cache, and Pj writes maxj 
and minj to its local L1 cache, j=1~ p. 

(4) One processing core executes the optimal selection 
algorithm using multiple threads to find maximum 
MAX from {max1,max2,…, maxp} and minimum MIN 
from {min1,min2,…,minp}, and then writes MAX and 
MIN to the shared L2 cache. 

(5) Processing core Pj partitions the sorted subsequence 
in its local L1 cache into three parts XL[j], XM[j] and 
XE[j],where the key of each element in XL[j] is equal 
to MIN, the key of each element in XM[j] is equal to 
MAX, and the key of each element in XE[j] is not 
equal to MIN and not equal to MAX, j =1~p. MIN is 
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represented by v_min[i], the number of the data with 
key MIN in all the subsequences on p processing 
cores is denoted by c_min[i]. Similarly, MAX is 
represented by v_max[i], the number of the data with 
key MAX in all the subsequences on p processing 
cores is denoted by c_max[i]. v_min[i], 
c_min[i],v_max[i] and c_max[i] are written to the 
shared L2 cache, j=1~p.  

(6) p processing cores combine XE[1], XE[2],…, and 
XE[p] in their local L1 caches into a sequence  XE, 
and XE is stored on the shared L2 cache.  

(7) i=i+1. if i≤n/M then goto step (2). 
// The following is to merge data in shared L2 cache 

(8) for i=1 to ⎡ ⎤ Mnk /2/ do 
do steps (8.1),(8.2),(8.3) and (8.4) in parallel 

(8.1) v[i]←v_min[i];  
(8.2) c[i]←c_min[i]; 

(8.3) v[2n ⎡ ⎤ 1/2/ +− iMk ]←v_max[i]; 

(8.4) c[2n ⎡ ⎤ 1/2/ +− iMk ]←c_max[i]; 
 endfor 
// The following is to merge data in the main memory 

(9) for i=1 to ⎡ ⎤ Mkn /2/2 do 
for j=1 to c[i] do 
   if i=1 then s←0 else s←s+c[i-1]; 

X[s+j].key←v[i]; 
    endfor 
  endfor 

End. 
For each iteratiive execution in the local parallel 

sorting stage, only one block is read into the shared L2 
cache, the blocks are not overlapped each other. 
Therefore, any one element for Multisets is read from and 
written to the main memory only one time. On the other 
hand, we can obtaine the data with same keys in a data 
block and their amount in the local paralle sorting stage. 
In the parallel merge stage, according to the obtained data 
with same keys and their amount, the size of the data to 
be merged can be greatly decreased and the time to 
exchange data between the main memory and the shared 
L2 cache can be remarkably reduced. Hence, we can 
merge efficiently the data by parallel miltiple threads. In 
other words, CETLPS-Multisets is a cache-efficient 
thread-level parallel algorithm for sorting Multisets.  
B. Fast and Scalable Parallel Sorting Multisets on 

Heterogeneous Clusters with Multi-core Nodes 

  We suppose that the heterogeneous multi-core cluster 
consists of one master node with multi-core processor 
and d slave nodes with multi-core processors, and its 
logical topology is star structure. Master node D0 is 
responsible for receiving n input data for Multisets 
including only k distinct keys and distributing these data 
to d slave nodes, k<<n. Master node D0 communicates 
with other slave nodes in serial transfer mode. In other 
words, master multi-core node is allowed to send data to 
only one slave multi-core node at the same moment, and 
only one slave node is permitted to return the sorted 

subsequence to the master node at the same time. We also 
assume that both of master node and slave nodes can 
execute simultaneously computation and communication. 
That is to say, master node can merge its received sorted 
subsequences while it sends data block to slave nodes or 
receives the sorted subsequence from slave nodes, and 
each slave node can sort its received data while it 
receives the data from master node or returns the sorted 
subsequence to master node.  

For convenience, let Li denote a communication link 
from master node D0 to slave node Di, nLati represent the 
required time to start one communication in link Li. We 
suppose that the wanted time to transfer a datum is 1/Bi 
and the required time to transfer Ni data is nLati+Ni/Bi in 
link Li, where Bi denotes the transfer rate and cLati 
denotes the required time that slave node Di starts a 
computation, the required average time that slave node Di 
sorts a datum is 1/S and the required time that slave node 
Di sorts Ni data is cLati+Ni/Si, where Si represents the 
computation rate, i=1~d. BUF represents the total 
capacity of the main memories on d slave nodes, size n of 
the input data for Multisets is not greater than BUF, and 
size Ni of the data distributed to slave node Di is not 
greater than capacity bufi of the main memory on slave 
node Di, i=1~d. 
  Let Cmax be the execution time to sort completely the 
input sequence for Multisets of size n on the 
heterogeneous clusters with multi-core nodes. 

B.1. Single-round Data Distribution Model and 
Parallel Sorting for Multisets  

Figure 1 describes the procedure that master node 
distributes data blocks for Multisets to the slave nodes 
using single-round distribution mode and the slave nodes 
sort their received data blocks in parallel on the 
heterogeneous clusters with multi-core nodes. 

From Figure 1 we can see that for the large-scale input 
sequence for Multisets, if master node distributes data 
blocks to slave nodes in use of single-round data 
distribution mode, there will be two limitations. The first 
one is that the size of the data distributed to the salve 
node may be more than its storage capability. The second 
one is that the amount of data scheduled to the salve 
nodes must be increasing each time, and the computation 
and communication execution can not beimplemented in 
parallel. In other words, the required communication time 
will be increased. Therefore, we must study to present a 
more efficient data distribution strategy to sort in parallel 
the input Multisets sequence. 
B.2. Aperiodic Multi-round Data Distribution Model and 
Parallel Sorting for Multisets 

To design an efficient and scalable parallel algorithm 
for sorting Multisets on the heterogeneous clusters with 
multi-core machines, the issues to be solved are to how to 
partition properly the input data into several data blocks, 
how to ensure that each salve node can carry out 
sufficiently its computational capability and master node 
can communicate efficiently with slave nodes, and how to 
insure that each multi-core node can overlap computation 
and communication operation. 
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Figure 1 Procedure of distributing data with single-round and parallel sorting Multisets on heterogeneous multi-core clusters
Secondly, each salve node on the heterogeneous 

multi-core cluster has different size of main memory 
space. For the large-scale input data for Multisets, if 
master node distributes all the input data into the slave 
nodes in single round scheduling mode, the amount of the 
data to be assigned to each slave node may exceed its 
usable memory capacity, and the size of the data 
scheduled to each slave node will be remarkably 
increased. At this time, it is difficult to overlap 
computation and communication operations, and the 
communication overhead will be enhanced. 

Finally, the input sequence for Multisets may be not 
uniform distribution. That is to say, some salve nodes will 
receive the data sequence for Multisets with fewer 
distinct keys, and the others will receive the data 
sequence for Multisets with relatively more different keys. 
Clearly, for the input sequence for Multisets with the 
same size, the required time to sort the data sequence 
with fewer distinct keys is much less than the required 
time to sort the data sequence with more different keys. If 
master node distributes the input data for Multisets to the 
slave nodes in each round scheduling mode according to 
their computational capability only, different slave node 
may require distinct amount of time to sort completely its 
received data sequence. At this time, some slave nodes 
are busy and the others will be free. 

To solve the above problems, we present an aperiodic 
multi-round data distribution strategy to sort the input 
sequence for Multisets. Its goal is to ensure that all the 
slave nodes are always busy and each slave node can sort 
completely its received data sequence at the same time. 
The presented aperiodic multi-round data distribution 

strategy must guarantee that each slave node can receive 
the next data block before it has sorting the current data 
block, each slave node immediately starts to sort the next 
data block when it has sorted the current data block, and 
there is no free waiting time in the parallel sorting 
process. The free waiting will only appear when no slave 
nodes request master node to send data block and master 
node merges completely the sorted subsequences returned 
from the slave nodes. 
  Definition 4 The so-called First Request First 
Distribution (short for FRFD) strategy is that master node 
is responsible for storing the input data sequence and 
distributing the data to the slave multi-core nodes on the 
heterogeneous cluster in multi-round scheduling mode, 
and if over a salve node require the next data blocks, then 
master node will distribute the data blocks to the slave 
node with the first request. 
  Now we present an aperiodic multi-round data 
distribution model on the heterogeneous clusters with 
multi-core nodes:  
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where tim represents the required execution time that the 
slave node with the strongest computational ability sorts 
the subsequence of size bki, i=1~d, and bufmin denotes the 
capacity of main memory on the slave node with the 
smallest storage capability. The value of bki will be 
determined by the experiment, i=1~d. We set up bki=bufi 
/jl and can obtain the appropriate value of bki to meet the 
conditions (5), conditions (6) and conditions  (7) by 
experimental testing, where j is a positive integer and j>2, 
l is also a positive integer and l≥1, i=1~d. 
  The parallel sorting Multisets algorithm using the 
aperiodic multi-round data distribution strategy on the 
heterogeneous clusters with multi-core nodes, short for 
PSAMRD-Multisets, is described as follows: 

Algorithm 2 PSAMRD-Multisets 
  Begin 
  (1) According to the given order of nodes D1, D2,..., 

and Dd, master node D0 distributes two data blocks 
to slave node Di , which the size of each block is 
bki , i=1~d. 

(2) Slave node Di immediately sorts the first received data 
block of size bki by algorithm CETLPS-Multisets 
while it has received two data blocks, i=1~d. 

  (3) After the first received data block has been sorted, 
slave node Di immediately begins to sort the second 
received data block and retruns the sorted data 
subsequence of size bk’ji to master node D0, and 
slave node Di simuitaneously requests master node 
D0 to distribute the next data block of size bki to it, 
i=1~d. Since slave node Di returns only the data 
with same key in the sorted subsequence of size bki 
and the amount of these data to master node D0, we 
can know that bk’ji<<bki, i=1~d. 

  (4) If more than one slave node requests master node 
D0 to distribute the next data block, master node D0 
sends the next data block of size bki to the 
corresponding slave node by the First Request First 
Distribution strategy. Repeat this step until all the 
data blocks for Multisets have been distributed and 
sorted.  

  (5) Master node D0 merges the sorted subsequences 
returned from d slave nodes to a new sorted longer 
sequence while it distributes the data blocks to the 
slave nodes in each round scheduling. Hence, node 
D0 can almost merge completely the sorted 
subsequences to a whole sorted sequence of length 
n when d slave nodes have sorting their received 
data blocks. 

  End. 
Figure 2 shows that master node D0 distributes the 

data blocks to the slave nodes and the slave nodes sort the 
received data blocks and return the sorted subsequences 

to master node on heterogeneous cluster with one master 
multi-core node and three slave multi-core nodes by 
using the aperiodic multi-round scheduling and first 
request first distribution strategy. 

For the presented algorithm PSAMRD-Multisets, we 
emphasizes sufficiently utilization of both heterogeneity 
of the multi-core clusters and the multi- level cache and 
multiple threading techniques. Algorithm 
PSAMRD-Multisets has the following advanteges. Firstly, 
it considers the usable amount of main memory capacity 
on each slave node and distributes the data block with 
appropriate size to each slave node. Secondly, it aims at 
the property of sorting Multisets, it ensures that each 
slave node can receive the next data block befor it has 
sorting the current data block and the communication 
links on the hetergeneous multi-core cluster are alway 
busy, and it can improve remarkably the performance of 
parallel sorting Multisets. Thirdly, it applys first request 
first distrbution strategy to assign the data blocks to the 
slave nodes, and it can eliminate the restriction of the 
bandwidth of main commuincation link. Fourthly, it 
applies the aperiodic multi-round scheduling strategy to 
distribute data blocks to the slave nodes, and it sorts 
quickly the data blocks on the single multi-core node by 
executing algorithm CETLPS-Multisets and can overlap 
computation and communication operation. Finally, we 
notice that the input sequence for Multisets of length n 
has only distinct k keys, where k<<n, and since each slave 
node returns only the sorted data with same key and the 
amount of these data to master node while it has sorting 
its received data subsequence, the amount of the data 
returned to master node is very small and the required 
communication overhead can be ignored. 

III.  EXPERIMENT 
 
We first test the cache-efficient and thread-level 

parallel sorting Multisets algorithm on single multi-core 
computer, then evaluate the parallel sorting Multisets 
algorithm using aperiodic multi-round distribution 
strategy on the heterogeneous clusters with multi-core 
computers and analyze its scalability. 
A. The experiments on single multi-core computer 

The multi-core computer has Intel Core(TM) 2 Quad 
Processor, the running operating system is Linux kernel 
12.0, the programming language is C and parallel 
communication library is OpenMP. Each element of input 
sequence for Multisets is from 
{0,0.5,1,1.5,2,2.5,3,3.5,4,4.5,…,748.5,749,749.5,750}, 
and k=1501. We select a half of size of the shared L2 
cache on the Intel Core(TM) 2 Quad Processor as the size 
of a data block.  

We test the execution time and speedup of algorithm 
CETLPS-Multisets with different number of the 
processing cores and distinct number of parallel threads, 
and evaluate the performance of algorithm 
CETLPS-Multisets with blocking and non-blocking data 
technique, respectively. 
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By switching dynamically the processing cores on the 

multi-core computer, we test the performance of 
algorithm CETLPS-Multisets.  

Figure 3 shows the execution time of algorithm 
CETLPS-Multisets using four processing cores and 
different number of parallel threads respectively.  

From Figure 3, we can see that for the input data of 
different size, when algorithm CETLPS-Multisets is 
executed by 4 processing cores, its required time is 
gradually decreased with the number of threads varying 
from 4 to 8, and the required time is gradually increased 
with the number of threads varying from 8 to 20. In other 
words, if algorithm CETLPS-Multisets is executed by 4 
processing cores and 8 threads, its required time is the 
smallest.  
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Figure 3 Execution time of algorithm CETLPS-Multisets using 4 

processing cores and multiple threads 
 
Figure 4 gives the execution time of algorithm 

CETLPS-Multisets using three processing cores and 
different number of threads respectively. 

p =3

0

10

20

30

40

50

60

3 4 5 6 7 8 9 10 11 12 13 14 15
number  of  threads

ex
ec

ut
io

n 
 ti

m
e(

se
c)

100,000 data

200,000 data

400,000 data

800,000 data

1,600,000 data

3,200,000 data

6,400,000 data

12,800,000 data

 
Figure 4 Execution time of algorithm CETLPS-Multisets using three 

processing cores and multiple threads 
 
Figure 4 shows that for the input data with different 

size, when algorithm CETLPS-Multisets is executed by 3 
processing cores, its execution time is gradually 
decreased with the number of threads varying from 3 to 7, 
and the execution time is gradually increased with the 
number of threads varying from 7 to 15. Hence, if 
algorithm CETLPS-Multisets is executed by 3 processing 
cores and 7 threads, its execution time is the smallest. 

Figure 5 displays the execution time of algorithm 
CETLPS-Multisets using two processing cores and 
multiple threads. 

The required communication time that master multi-core node D0 sends data block of size bki to slave multi-core 

node Di 

Figure 2. Procedure that master node distributes the data to slave nodes, slave nodes sort the received data and 

return the sorted subsequences to master node on heterogeneous multi-core clusters 

The required execution time that slave node Di sorts the data block of size bki   

The required communication time that slave multi-core node Di returns the sorted subsequence of size bk’ji 

to master multi-core node D0 

D1 

D2 

D3 
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Figure 5 Execution time of algorithm CETLPS-Multisets using 2 

processing cores and multiple threads 

According to Figure 5, for the input data with different 
size, when algorithm CETLPS-Multisets is executed by 2 
processing cores, its execution time is gradually 
decreased with the number of threads varying from 2 to 5, 
and the execution time is gradually increased with the 
number of threads varying from 5 to 10. It represents that 
its execution time is the smallest if algorithm 
CETLPS-Multisets is executed by two processing cores 
and five threads. 

When the size of input data is fixed, Figure 6 shows 
the speedup of algorithm CETLPS-Multisets using four 
processing cores and multiple threads.  

As we can see from Figure 6 that, when the size of 
input data is 12,800,000, if algorithm CETLPS- Multisets 
is executed by 4 processing cores and 8 threads, its 
speedup is the largest, and if algorithm 
CETLPS-Multisets is executed by 4 processing cores and 
4 threads, its speedup is the smallest.  
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Figure 6 Speedup of algorithm CETLPS-Multisets using 4 processing 

cores and multiple threads 
 
For the size of input data is 12,800,000, Figure 7 

illustrates its speedup when algorithm CETLPS- 
Multisets is executed by three processing cores and 
multiple threads. 

As we have shown in Figure 7, when the size of input 
data is 12,800,000, if algorithm CETLPS- Multisets is 
executed by three processing cores and seven threads, it 
obtains the largest speedup, and if algorithm 
CETLPS-Multisets is executed by three processing cores 
and three threads, it achieves the smallest speedup.  

For the size of the input data is 12,800,000, when 
algorithm CETLPS-Multisets is executed by two 
processing cores and multiple threads, Figure 8 gives its 
obtained speedup.  
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Figure 7 Speedup of algorithm CETLPS-Multisets using 3 processing 

cores and multiple threads 
 
From Figure 8, we can see that when the size of input 

data is 12,800,000, its speedup is the smallest if algorithm 
CETLPS-Multisets is executed by two processing cores 
and two threads, and its speedup is the largest if 
algorithm CETLPS-Multisets is executed by two 
processing cores and five threads.  

Figure 9 shows the execution time of algorithm 
CETLPS-Multisets using the threads of the optimal 
number and multiple processing cores.  
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Figure 8 Speedup of algorithm CETLPS-Multisets using two processing 

cores and multiple threads 
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Figure 9 Execution time of algorithm CETLPS-Multisets using multiple 

processing cores and threads of optimal number 
 
From Figure 9 we can see that, for the input data of 

different size, if algorithm CETLPS-Multisets is executed 
by threads with the optimal number, its required time is 
gradually decreased with the increase of used processing 
cores. Furthermore, if algorithm CETLPS-Multisets is 
executed by more processing cores, the descending trend 
of its execution time is gradually slow. This is due to the 
fact that the proportion of the communications among the 
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processing cores is large at this time, at the meanwhile, 
several processing cores may want to access some shared 
resources and spend some additional time. 

Figure 10 gives the speedup of algorithm CETLPS- 
Multisets when it is executed by multiple processing 
cores and the threads of optimal number.  
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Figure 10 Speedup of algorithm CETLPS-Multisets using multiple 

processing cores and threads with optimal number 
 
From Figure 10, we can see that the speedup of 

algorithm CETLPS-Multisets is gradually ascended with 
increase of used processing cores. However, when 
algorithm CETLPS-Multisets is executed by using more 
processing cores, there are more and more 
communications on the processing cores and the 
ascending trend of speedup is relatively slow. 

When algorithm CETLPS-Multisets with data blocking 
and non-blocking is executed by 1, 2, 3 and 4 processing 
cores, respectively, Figure 11 shows their execution time. 
When algorithm CETLPS-Multisets is implemented by 
blocking data technique, the size of each data block in 
main memory is designated by the algorithm and then the 
data block is read into the shared L2 cache. When 
algorithm CETLPS-Multisets is implemented by 
non-blocking data technique, the size of each data block 
in main memory is designated by the computer system 
and then the data block is read into the shared L2 cache.  

As shown in Figure 11, the required time of executing 
algorithm CETLPS-Multisets with blocking data is 
obviously less than that of the one with non-blocking data, 
and the blocking data technique is more suitable for 
parallel sorting the large-scale input sequence for 
Multisets.  

For the input dataset with various distribution, when 
the size of input data is fixed n=12,800,000, Figure 12 
gives the execution time of algorithm CETLPS- Multisets 
using the threads with optimal number and multiple 
processing cores.  

From Figure 12, we can see that when algorithm 
CETLPS-Multisets is executed by the threads of optimal 
number, its required time is gradually decreased with the 
increase of used processing cores. Furthermore, the 
required time to sort the almost sorted input dataset is the 
smallest, and the execution time to sort the random input 
dataset is the most. 

For the input sequence with various distribution, 
Figure 13 illustrates the execution time of algorithm 
CETLPS-Multisets using four processing cores and the 
threads of optimal number respectively.  
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Figure 11 Execution time of algorithm CETLPS-Multisets with data 

blocking and non-blocking 

 

0

10

20

30

40

50

60

dataset(almost sorted) dataset(uniformly
distributed)

dataset(random)

the description of dataset

th
e 

ex
ec

ut
io

n 
tim

e(
se

c)

with 1 core

with 2 cores
with 3 cores

with 4 cores

Figure 12 Execution time of CETLPS-Multisets with the input data of 
various distribution using multiple processing cores 

 
We can see from Figure 13 that for the input data set 

with different size, when algorithm CETLPS- Multisets is 
executed, its required time to sort the almost sorted 
dataset is the smallest, and its required time to sort the 
random dataset is the most.  

Figure 14 shows the curve of equivalent efficiency 
function of algorithm CETLPS-Multisets with input data 
of different size. 
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Figure 13 Execution time of algorithm CETLPS-Multisets for the input 

data with various distribution using 4 processing cores 
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Figure 14 Equivalent efficiency function curve of algorithm 

CETLPS-Multisets with input data of different size 
 
From Figure 14, we can see that the increase of the 

required workload is sub-linearly proportional to the 
increase of used processing cores to maintain the 
equivalent efficiency of algorithm CETLPS-Multisets for 
the input data of arbitrary size. Hence, algorithm 
CETLPS-Multisets has good scalability. 

B. The experiments on the heterogeneous cluster with 
multi-core computers 

The experimental platform is a heterogeneous cluster, 

which consists of the multi-core computers connected via 
a 100Mbps Ethernet network. The operating system is 
Red Hat Linux 12.0. The programming language and 
development environment are C, MPI and OpenMP 
respectively. The configuration of the heterogeneous 
multi-core cluster is listed in Table I. The input sequence 
for Multisets used in the experiment are also from the set 
of {0, 0.5, 1, 1.5, 2, 2.5, …, 99.5, 100, 100.5,…, 
700.5,…,749.5, 750}, where k=1501. 

A multi-core computer with the main memory of size 
512MB and L2 cache of size 2MB is used as the master 
node and the other multi-core computers are treated as the 
slave nodes in the experiment. We test each 
communication link between master node and every slave 
node twice and obtain the relationship between the 
amount of data to be transferred and the required 
communication time, we achieve the values of Bi and 
nLati by solving the corresponding equations, i=1~d. By 
executing twice algorithm CETLPS-Multisets on each 
multi-core node, we get the relationship between the 
amount of data to be sorted and the required computation 
time, and obtain the values of Si and cLati by solving the 
corresponding equations, i=1~d.

TABLE I.  
CONFIGURATION OF COMPUTING NODES ON HETEROGENEOUS MULTI-CORE CLUSTER 

Type of Nodes CPU Size of Main Memory Size of Shared L2 Cache 

INTEL Intel quad-core 2GB 12MB 

IBM AMD dual-core 1GB 1MB 
HP Intel single-core 512MB 2MB 

LEGEND Intel dual-core 2GB 4MB 

 
We evaluate the execution performance of algorithm 

PSAMRD-Multisets. Figure 15 first shows its execution 
time with the input data of different size and multiple 
multi-core computers. 

From Figure 15 we can see that with the increase of the 
amount of multi-core nodes, the required execution time 
of algorithm PSAMRD-Multisets is remarkably 
decreased. We also see that the decrease of the execution 
time of algorithm PSAMRD-Multisets is slow down 
when more and more multi-core nodes is used. The 
reason is that the required communication overhead and 
the overhead to access shared cache and other resources 
will be increased when more and more multi-core nodes 
are used. 
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 Figure 15. Execution time of algorithm PSAMRD-Multisets with input 

data of different size and multiple multi-core nodes 

For the input sequence for Multisets of different size, 
the obtained speedup of algorithm PSAMRD-Multisets is 
given in Figure 16. 
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 Figure 16. Speedup of algorithm PSAMRD-Multisets with input data 

of different size 

Figure 16 shows that for the fixed number of 
multi-core nodes, the speedup of algorithm PSAMRD- 
Multisets is enhanced when the size of the input data 
sequence is increased. Besides, it shows that the increase 
of the speedup is slow down when more and more 
multi-core nodes are used. 

When the amount of used multi-core nodes is d=6, 
Figure 17 displays speedup of algorithm 
PSAMRD-Multisets when the size of input data sequence 
is increased progressively. 
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We can see from Figure 17 that with increase of the 
size of the input data, the speedup of algorithm 
PSAMRD-Multisets is progressively enhanced, and the 
increase trend of the speedup is slowly to be stable. This 
result shows that algorithm PSAMRD-Multisets is very 
efficient for sorting the large-scale input data sequence 
for Multisets. 
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Figure 17. Speedup of algorithm PSAMRD-Multisets with input data of 

different size and 6 multi-core nodes 

For the different combination with the amount of 
multi-core nodes and the number of processing cores, 
when the number of input data sequence for Multisets is 
increased, the required execution time of algorithm 
PSAMRD-Multisets is shown in Figure 18. 

Figure 18 indicates that when the size of the input data 
sequence is the same, the required execution time of 
algorithm PSAMRD-Multisets is decreased with increase 
of the amount of multi-core nodes; when the size of the 
input data sequence is the same and the amount of used 
multi-core nodes is also the same, the more the nodes 
used, the shorter the required execution time of algorithm 
PSAMRD-Multisets. Figure 18 also shows that algorithm 
PSAMRD-Multisets can utilize sufficiently the hardware 
characteristics and software technology of multi-core 
architectures. 

The scalability of the presented parallel sorting 
algorithm PSAMRD-Multisets can be analyzed by the 
equivalent efficiency functions.The curve of the 
equivalent efficiency function of algorithm PSAMRD- 
Multisets is given in Figure 19.  

Figure 19 shows that for arbitrary size n of input data 

sequence, the increase of size of the required workload is 
sub-linearly proportional to the increase of used 
multi-core computers (nodes) in order to maintain the 
equivalent efficiency of algorithm PSAMRD-Multisets. 
Therefore, algorithm PSAMRD-Multisets has good 
scalability and it can utilize the computational ability of 
the increasing multi-core nodes. 

 
IV.  CONCLUSIONS 

 
In this paper, we propose the cache-efficient, 

thread-level parallel and scalable algorithms for sorting 
Multisets on single multi-core computer and the 
heterogeneous cluster with multi-core computers, 
respectively. The presented algorithms sufficiently 
consider the distribution property of input dataset 
Multisets and the heterogeneity of multi-core clusters, 
utilize the function of multi-level cache and parallel 
multi-threading technique. The presented algorithms 
implement sorting Multisets using thread-level parallel 
selection and merge techniques. To efficiently sorting 
Multisets on heterogeneous multi-core clusters, this paper 
presents a single-round data distribution model and an 
aperiodic multi-round data distribution model. The 
presented aperiodic multi-round data distribution strategy 
can guarantee no free waiting time in the parallel sorting. 
On the one hand, the next works is study to design the 
cache-efficient, fast and scalable thread-level parallel 
sorting algorithm for more general sequence on the 
heterogeneous multi-core clusters. On the other hand, we 
will also study to design the efficient and scalable parallel 
sorting algorithms on the heterogeneous cluster systems 
with multi-core general computers and GPU computers. 
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     Figure 18. Execution time of algorithm PSAMRD-Multisets with various combination of amount of multi-core nodes and processing cores 

when the size of input data sequence is increased 
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Abstract—In view of the load balancing problem in VM 

resources scheduling, this paper presents a scheduling 

strategy on load balancing of VM resources based on 

genetic algorithm. According to historical data and current 

state of the system and through genetic algorithm, this 

strategy computes ahead the influence it will have on the 

system after the deployment of the needed VM resources 

and then chooses the least-affective solution, through which 

it achieves the best load balancing and reduces or avoids 

dynamic migration. At the same time, this paper brings in 

variation rate to describe the load variation of system 

virtual machines, and it also introduces average load 

distance to measure the overall load balancing effect of the 

algorithm. The experiment shows that this strategy has 

fairly good global astringency and efficiency, and the 

algorithm of this paper is, to a great extent, able to solve the 

problems of load imbalance and high migration cost after 

system VM being scheduled. What is more, the average load 

distance does not grow with the increase of VM load 

variation rate, and the system scheduling algorithm has 

quite good resource utility. 

 

Index Terms—computing; virtual machine resources; load 

balancing; genetic algorithm; scheduling strategy 

 

I. INTRODUCTION 

Cloud computing is a new technology in academic 

world [1]. On cloud computing platform, resources are 

provided as service and by needs, and it guarantees to the 

subscribers that it sticks to the Service Level Agreement 

(SLA). However, due to the situation that the resources 

are shared, and the needs of the subscribers have big 

dynamic heterogeneity and platform irrelevance, it will 

definitely lead to resource waste if the resources cannot 

be distributed properly[2]. Besides, the cloud computing 

platform also needs to dynamically balance the load 

among the servers in order to avoid hotspot and improve 
resource utility. Therefore, how to dynamically and 

efficiently manage resources and to meet the needs of 

subscribers become the problems to be solved. 

Virtualization technology provides an effective 

solution to the management of dynamic resources on 

cloud computing platform. Through sealing the service in 

virtual machines and mapping it to every physical server, 

the problem of the heterogeneity and platform irrelevance 

of subscribers’ needs can be better solved and at the same 

time the SLA is guaranteed. What is more, virtualization 

technology is able to carry out remapping between virtual 

machine (VM) and physical resources according to the 

load change so as to achieve the load balance of the 

whole system in a dynamic manner [3]. Therefore, 

virtualization technology is being comprehensively used 

in cloud computing. However, due to the highly dynamic 

heterogeneity of resources on cloud computing platform, 

virtual machines must adapt to the cloud computing 

environment dynamically so as to achieve its best 
performance by fully using its service and resources. But 

in order to improve resource utility, resources must be 

properly allocated and load balancing must be guaranteed 

[4]. Therefore, how to schedule VM resources to realize 

load balancing in cloud computing and to improve 

resource utility becomes an important research point. 

Currently in cloud computing, it mainly considers the 

current system condition in VM resources scheduling but 

seldom considers the pervious condition before 

scheduling and the influence on system load after 

scheduling which usually leads to load imbalance. Most 

of the load balancing exists in VM migration [5]. Yet, 
when the entire VM resources are migrated, due to the 

large granularity of VM resources and the great amount 

of data transferred in migration and the suspension of 

VM service, the migration cost becomes a problem. This 

paper presents a scheduling strategy to realize load 

balancing. According to historical data and current state 

and through genetic algorithm, this method computes in 

advance the influence it will have when the current VM 

service resources that need deploying are arranged to 

every physical node, then it chooses the deployment that 

will have the least influence on the system. In this way, 
the method realizes the best load balancing and reduces 

or avoids dynamic migration. 

II. RELATED WORK 

Load balancing has always been a research subject 

whose objective is to ensure that every computing 

resource is distributed efficiently and fairly and in the 

end improves resource utility. In traditional computing 

environments of distributed computing, parallel 
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computing and grid computing, researchers in and abroad 

have proposed a series of static and dynamic and mixed 

scheduling strategies [6]. In static scheduling algorithm, 

ISH [7], MCP [8] and ETF [9] algorithms based on BNP 

are suitable for small distributed environments with high 

internet speed and ignorable communication delay while 

MH [10] and DSL [11] algorithm based on APN take into 

consideration of the communication delay and execution 

time so they are suitable for larger distributed 

environments. In dynamic scheduling algorithm, some 

algorithms guarantee the load balancing and load sharing 
in task distribution through self-adapting distribution and 

intelligent distribution. In mixed scheduling algorithm, it 

mainly emphasizes equal distribution of assigned 

computing task and reduction of communication cost of 

distributed computing nodes and at the same time it 

realizes balanced scheduling according to the computing 

volume of every node. Researchers have also conducted 

studies on algorithms of autonomic scheduling, central 

scheduling, intelligent scheduling and agent negotiated 

scheduling. There are many similarities and also 

differences between traditional scheduling algorithms 
and the scheduling of VM resources in cloud computing 

environment. First, the biggest difference between cloud 

computing environment and traditional computing 

environment is the target of scheduling. In traditional 

computing environment, it mainly schedules process or 

task so the granularity is small and the transferred data is 

small; whereas in cloud computing environment the 

scheduled target is VM resources so the granularity is 

large and the transferred data is large as well. Second, in 

cloud computing environment, compared with the 

deployment time of VMs, the time of scheduling 
algorithm can almost be neglected. This paper sees to the 

equal distribution of hardware resources of VMs in cloud 

computing environment so that the VM can improve its 

running efficiency while meeting the QoS needs of 

subscribers. 

At present, a number of studies on the balanced 

scheduling of VM resources are based on dynamic 

migration of VMs. Sandpiper [12] system carries out 

dynamic monitoring and hotspot probing on the utility of 

system’s CPU, Memory resources and network 

bandwidth. It also puts up with the resource monitoring 

methods based on black-box and white-box. The focus of 
this system is how to define hotspot memory and how to 

dispose hotspots through the remapping of resources in 

VM migration. VMware Distributed Resource Scheduler 

(DRS)[13] is a tool to distribute and balance computing 

volume by using the available resources in virtualized 

environment. VMware DRS continuously monitors 

resource utility over the resources pool then conducts 

intelligent distribution of available resources among 

several VMs according to the predefined rule which 

reflects business needs and the changing priority. If there 

is dramatic change of workload in one or more VMs, 
VMware DRS will redistribute VMs among physical 

servers and migrate VMs to different physical servers 

through VMware VMotion. All of the above systems 

achieve system load balance through dynamic migration, 

but frequent dynamic migration will employ a large 

number of resources which finally leads to performance 

degrading of the whole system. 

Though, there are many opensource cloud systems for 

researchers emerges as the development of cloud 

computing. For instance, there are some popular 

open-source cloud systems, such as Eucalyptus [14], 

Open Nebula [15], Nimbus [16], etc. To decide the 

allocation, Eucalyptus uses Greedy (First fit) and 

Rotating algorithm [14], Open Nebula uses queuing 

system, advanced reservation and preemption scheduling 
[15], and Nimbus uses some customizable tools like PBS 

and SGE [16]. In the above scheduling approaches, 

Greedy and Rotating that provided by Eucalyptus is a 

random method to select adaptive physical resources for 

the VM requests that not considering maximum usage of 

physical resource. The queuing system, advanced 

reservation and preemption scheduling policies are not 

considering the utilization rate of physical resource. For 

customizable strategies, are basic queuing systems that 

do not provide automated optimal resource scheduling 

and being indeterminate. 
Genetic algorithm [17] is a random searching method 

developed from the evolution rule in ecological world 

(the genetic mechanism of survival of the fittest).It has 

internal implicit parallelism and better optimization 

ability. By the optimization method of probability, it can 

automatically obtain and instruct the optimized searching 

space and adjust the searching direction by itself. 

Considering the VM resources scheduling in cloud 

computing environment and with the advantage of 

genetic algorithm, this paper presents a balanced 

scheduling strategy of VM resources based on genetic 
algorithm[18][19][20][21]. According to historical data 

and current states, this method computes in advance the 

influence it will have when the current VM service 

resources that need deploying are arranged to every 

physic node, based on which the method achieves the 

best load balancing. In the first part of this paper, it 

introduces the current situation of VM resources 

scheduling in cloud computing environment; in the 

second part, it designs the VM scheduling model; in the 

third part, it raises the VM resources scheduling method 

based on genetic algorithm; at the end, an analysis of the 

method is made and an experiment and summary is also 
conducted. 

III. SCHEDULING ARCHITECTURE IN CLOUD 

COMPUTING ENVIROMENT 

According to the popular cloud systems, the 

computational resources are usually connected by LAN. 

The cloud is somehow centralized and we just need to 

consider the “scheduler” [22]. Figure 1 illustrates the 

popular standard-based cloud architecture, and the 

scheduler is always at the top lawyer [23]. 
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Figure 1.  Standard-based cloud virtual infrastructure manager 

Figure 2 shows the mapping relationship between 

VMs and physical machines. Cloud provides all kinds of 

machines it possesses in forms of virtual machine that 

clients can visit it through Internet as a service, and it 

always play a role of scheduling sever. And the 

computing nodes are different kinds of ordinary PCs, 

servers, and even high performance clusters in which we 

will set up VMs. 

Scheduling Server

Physical Server Physical Server Physical Server

VM VM VM VM VM VM  

Figure 2.  Scheduling Architecture in Cloud Computing Environment 

There are many scheduling strategies in the popular 

cloud systems. Eucalyptus uses Greedy (First fit) and 

rotating scheduling strategies. Greedy query all the 

computational resources from the first to the last node 

until finding a suitable node every time new request 
comes and deal with them one by one for multiple 

requests. Rotating records the last position of the 

scheduler visited. And the scheduler starts from the last 

visited position next time new request(s) come(s) 

meanwhile the resources are considered as a circular 

linked list. OpenNebula uses Haizea [24], an opensource 

VM-based lease management architecture as the 

scheduler and provides the queuing system, advanced 

reservation, preemption, immediate lease strategies, etc. 

All these policies pay more attention to “when” but 

neglect “how”. Nimbus can be configured to use familiar 
schedulers like PBS (Portable Batch System) or SGE 

(Sun Grid Engine) to schedule virtual machines 

[25][26][27]. PBS is a queuing system and SGE uses Job 

Scheduling Hierarchically (JOSH), both do not have a 

good utilization of resources. 

IV. THE MODEL DESIGN OF VM SCHEDULING 

A. VM Model 

From Figure 2, we can see the mapping relationship 
between VMs and physical machines. The set of all the 

physical machines in the system is
1 2{ , , }NP P P P …, , N is 

the number of physical machines, (1 )iP i N  stands for 

physical machine No.i. We name the VMs set on 

physical machine
iP  

1 2{ , ,, }
ii i i imV V V V  in which 

im is the 

number of VMs on physical machine No.i. Suppose we 

need to deploy VM V at present, and we use 

1 2{ , , , }NS S S S … to represent the mapping solution set 

after V is arranged to every physical machine.
iS here 

refers to the mapping solution when VM V  is arranged 

to physical machine 
iP . 

B. The Expression of Load 

The load of a physical machine usually can be 

obtained by adding the loads of the VMs running on it. 

We suppose the best time span monitored by historical 

data is T. That is, the time zone of T from the current 

time is the monitoring zone by historical data. According 

to the varying law of physical machine load, we can 
divide time T into n time periods. Thus we hereby define

1 0 2 1 1[( ),( ), , ( )]n nT t t t t t t    … . In the definition, 
1( )k kt t 

refers to time period k. Suppose the load of VMs is 

relatively stable in every period, then we can define the 

load of VM No.i in period k is ( , )V i k . Therefore, we can 

conclude that in cycle T, the average load of VM 
iV on 

physical machine 
iP  is  

1

1

1
( , ) ( , ) ( )

n

i k k

k

V i T V i k t t
T





          (1) 

According to the system structure, the load of a 

physical machine usually can be obtained by adding the 

loads of the VMs running on it. Therefore we can 

conclude the load of physical machine
iP is  

1

( , ) ( , )
im

i

j

P i T V j T


      (2) 

The current virtual machine needs deploying isV . 

Since the resources information needed by the current 
deployment VM has already been defined, we can 

estimate the load of the VM is 'V  based on relevant 

information. So when VM V is arranged to physical 

machine, the load of every physical machine should be  

'

'
( , )

( , )

( , )

VP i T V
P i T

P i T







After Deploy 

Others

  

         

  (3) 

Usually, when VM V is arranged to physical machine

iP , there will be a certain change in system load. Thus 
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we need to carry out load adjustment to achieve load 

balancing. The load variation of mapping solution 
iS  in 

time period T after VM V is arranged to physical 

machine 
iP  is  

' ' 2

1

1
( ) ( ( ) ( , ) )

N

i

i

T P T P i T
N




 
      

(4) 

where 

 
' '

1

1
( ) ( , )

N

i

P T P i T
N 

              (5) 

C. Mathematical Model 

Through the previous analysis, we define the 

following mathematical model: 

Definition 1: Under system mapping solution 
iS , the 

load of every physical machine is '),( TiP , and the total 

load variation (mean square deviation to the average load) 

in time period T is defined as 

' ' 2

1

1
( , ) ( ( ) ( , ) )

N

i i

i

S T P T P i T
N




      (6) 

where 

' '

1

1
( ) ( , )

N

i

P T P i T
N 

 
          

(7) 

Definition 2: the balanced mapping solution of system 

mapping solution 
iS  is '

iS , and then the set of mapping 

solution S should correspond to the set of balanced 

mapping solution ' ' ' '

1 2{ , , , }NS S S S … . '

iS  is the best 

mapping solution to make ( , )i iS T meet the predefined 

load constraints. 

Definition 3: we define the ratio of VM number 'M

need migrating to achieve load balancing in a certain 

mapping solution to the total VM number M  as cost 

divisor. Then for every mapping solution
iS , the cost 

divisor ( )iS to reach load balancing '

iS is defined as   

 

'

( )i

M
S

M
                   (8) 

The objective of this paper is to find the best mapping 

solution 
iS  so as to achieve the best system load 

balancing or rather, to minimize the cost divisor ( )iS  

in load balancing. We can obtain the best mapping 

solution '

iS  from mapping solution 
iS though genetic 

algorithm. 

V. REALIZATION OF BALANCED 

SCHEDULING THROUGH GENETIC ALGORITHM 

Genetic algorithm is a random searching method 

developed from the evolution law in the ecological world. 

After the first population is produced, it evolves better 
and better approximate solutions based on the law of 

survival of the fittest and from generation to generation. 

In every generation, the individual is chosen based on the 

fitness of different individuals in a certain problem 

domain. Then the individuals combine and cross and vary 

by the genetic operators in natural genetics and then a 

new population representing a new solution set is 

produced. Based on the real situation of cloud computing, 

this paper presents a scheduling strategy through genetic 

algorithm. 

A. Population Coding 

To tackle problems by genetic algorithm, it is not 

to function on the solution pool but to produce a 

certain coding denotation. So first we need to do the 

coding for the problem to be tackled. The selection 

of the coding method to a great extent depends on 

the property of the problem and the design of 

genetic operators. The classic genetic algorithm 

marks the chromosome structure of genes by binary 
codes. Judged from the data model in this paper, it 

can be found that it is a one-to-many mapping 

relationship between physical machines and VMs. 

Therefore, this paper chooses tree structure to mark 

the chromosome of genes [28]. That is to say, every 

mapping solution is marked as one tree; the 

scheduling and managing node of the system on the 

first level are the root nodes while all of the N nodes 

on the second level stand for physical machines and 

the M nodes on the third level stand for the VMs on 

a certain physical machines. 

B. Initialization of Population 

For the initialization of population, this paper 

mainly uses the method of spanning tree. We have 

the following definitions for the tree: 

 This tree is a spanning tree constructed by the 

elements in the physical machine set and VM 
set.  

 The root node of this tree is the predefined 

management source node.  

 All of the physical machine nodes and VM 

nodes are included in this tree. 

 All of the leaf nodes are VM nodes.  

ROOT

P P P

V V V V V V

The Predefined Node 

of Scheduling Sever

The Father Node of the 

Physical Machine

The Leaf Node of 

Virtual Machine

 
Figure 3.  The spanning tree of the initialized population 

The principle of the spanning tree is that it should 

meet the given load balancing conditions or it 

should produce relatively fine descendents through 

inheritance. This means the tree itself should also be 

a comparatively fine individual. Therefore we can 
get the mapping relationship between physical 

machines and VMs through the following 

procedures. First, we compute the selection 
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probability p (p is the ratio of a single VM load to 

the load sum of all the VMs) of every VM according 

to the VM load in the VM set; then based on the 

probability p all of the VMs are allocated to the 

smallest-loaded node in the physical machine set to 

produce the leaf node of the initial spanning tree. In 

this way, the possibility of those VM with more heat 

being selected is raised and those VM with low heat 

can also be selected. 

C. Fitness Function 

In the natural world, an individual’s fitness is its 

productivity which directly relates to the number of its 

descendents. In genetic algorithm, fitness function is the 

criterion for the quality of the individuals in the 

population. It directly reflects the performance of the 

individuals – the better the performance, the bigger the 
fitness, vice versa. The individuals are decided to 

multiply or to extinct by the value of the fitness function. 

Therefore, fitness function is the driving force of genetic 

algorithm. The fitness function in this paper is  

1
( , )

H

f S T
A B f


 

          (9) 

0

1, 0
( ( , ) ), ( )

, 0H i

X
f S T X

r X
  

   


 (10) 

Where, A and B are weighted coefficients which are 

defined in concrete application. 
0 stands for the heat 

variation constraints permitted in system load balancing 

and can be predefined. ( )X  is penalty function in 

which the value is 1 when the individual meets the 

correspondent constraints; otherwise the value is r which 

can also be defined according to concrete situations. 

D. Selection Strategy 

Selection strategy means to select the individual of 

next generation according to the principle of survival of 

the fitness. Selection strategy is the guiding factor for 

genetic performance. Different selection strategies will 

lead to different selection pressure or rather, the different 

distribution relationship of parental individuals of next 

generation. The algorithm in this paper mainly uses the 

selection strategy based on fitness ratio. 
First we work out the fitness of the individuals in 

current population by fitness function, and we keep the 

individual with the highest fitness into the child 

population; then we compute the selection probability of 

the individuals according to their fitness values. 

1

( , )
( )

( , )

i
i D

i

i

f S T
p S

f S T





            (11) 

Where, ( , )if S T  stands for the fitness of member No.i 

in the population; D stands for the scale of the 

population. 

Lastly, we conduct election of the individuals by the 

rotating selection strategy so that the individual with the 

high fitness has higher probability being selected and 
those with low fitness also have the chance to be chosen.  

p1

p2
……

pi

……

pD

2
π
p i

 
Figure 4.  The circle of the rotating selected strategy 

The rotating selection strategy according to the 

selection probability pi (i = 1,2,… , D) and based on the 

population scale divides a circle into D parts, among 

which the central angle of No.i is 2πpi as is shown in 

Figure 4. Spin the circle until it stops. If some reference 
point stops within the sphere of No.i, then select the No.i 

individuals. To realize this, we need to get a random 

number k, k∈[0, 1], whereas if     p1 + p2 +  …+
pi−1 < k ≤  p1 +  p2 +  …+  pi , then choose the No.i 

individuals. In this way, the bigger the fitness value, the 

bigger the area it takes in the sector, and the bigger 

chance of being selected. 

E. Crossover Operation 

Crossover operation is to produce new individuals by 

substituting and reforming parts of the two subsequently 

selected parental individuals. Through hybridization the 

searching ability of genetic algorithm gets tremendous 

improvement. Since genetic algorithm uses tree coding, 

so in order to ensure the validity of the chromosome of 

the descendents, the algorithm here cannot do the 

hybridization like the genetic algorithm using binary 

coding which simply exchanges parts of the genes[28]. 

This paper simulates the hybridizing process of 

life-beings to ensure the descendents intake the same 
gene from the parental chromosome and also to 

guarantee the validity of the trees of the descendents. The 

hybridization operators are as Figure 5. 

 Choose two parental individuals 
1T and 

2T

according to the rotating selection algorithm; 

 Combine the two parental individuals to form a 

new individual tree 
0T  which keeps the 

individuals with the same leaf nodes in the two 

parental individuals and disposes the different 

ones;  

 For the different leaf nodes in the two parental 
individuals, first compute their selection 

probability p according to the load of every VM, 

then based on p distribute them as leaf nodes to the 

smallest-loaded nodes in the physical machine set 

until the distribution is completed; 

 Repeat the above procedures until the produced 

individuals reach the number required. 
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ROOT

P1 P2 P3

V1 V2 V3 V4 V7 V8V5 V6

ROOT

P1 P2 P3

V1 V2 V3 V4 V7 V8V5 V6

T1 T2

ROOT

P1 P2 P3

V1 V2 V3 V4 V7 V8V5 V6

ROOT

P1 P2 P3

V1 V2 V4 V7 V8

ROOT

P1 P2 P3

V1 V2 V6 V4 V7 V8V3 V5

T0  
Figure 5.  Crossover operation 

F. Mutation Operation 

In order to get bigger variation operators in the 

beginning of genetic operation to maintain the variety of 

the population and avoid prematurity, the variation 
operator is reduced to ensure the regional searching 

ability when the algorithm gets close to the best solution 

vicinity. This paper uses the following self-adaptive 

variation probability. 

exp( 1.5 0.5 ) /mP t D M          (12) 

Where, t is the number of generations; D is the scale of 

the population; and M is the number of VMs. 

The individuals are randomly chosen to vary according 

to the variation probability. Besides, to avoid the 

reoccurrence of the same gene on the same one 

chromosome, when the gene on one locus varies in this 

chromosome, the gene on the correspondent locus of the 

varied gene code should consequently change into the 
original gene code of the varied locus. That is to say, the 

leaf nodes should be changed after variation.  

G. Scheduling Strategy 

The objective of this paper is to find the best mapping 

solution to meet the system load balance to the greatest 
extent or to make the cost gene of load balancing the 

lowest. We want to find the best scheduling solution for 

the current scheduling through genetic algorithm. And 

the terminating condition of this hunting for the best 

scheduling solution is the existence of a tree that meets 

the heat restriction requirement. We first compute the 

cost gene through the ratio of the current scheduling 

solution to the best scheduling solution, and then we 

decide the scheduling strategy according to the cost gene. 

We choose the scheduling solution with the lowest cost 

as the final scheduling solution so that it has the least 

influence on the load of the system after scheduling and 

it has the lowest cost to reach load balancing. In this way, 
the best strategy is formed. 

VI. ALGORITHM ANALYSIS 

A. Global Scheduling Algorithm 

Considering the VM resource scheduling in cloud 

computing environment and with the advantage of 
genetic algorithm, this paper presents a balanced 

scheduling strategy of VM resources based on genetic 

algorithm. Starting from the initialization in cloud 

computing environment, we look for the best scheduling 

solution by genetic algorithm in every scheduling. When 

there are no VM resources in the whole system, we use 

the algorithm to choose the scheduling solution according 

to the computed probability; with the increase of VM 

resources and the increase of running time, according to 

historical data and the current state we compute in 

advance the influence it will have when the current VM 

service resources that need deploying are arranged to 
every physic node, and then choose the best solution. The 

main procedures are as follow. 

Step 1: In initialization, there are not any VM 

resources in the system so there is no historical 

information. When there are VM resources to be 

scheduled, based on the computed probability, the 

algorithm randomly chooses the free physical machine 

and starts scheduling; 

Step 2: With the increase of VM resources in the 

system and the increase of running time, according to 

historical information and the current state, the algorithm 
computes the load and variance of every physical 

machine in every solution from the scheduling solution 

set S . 

Step 3: The algorithm uses genetic algorithm to 

compute the best mapping solution for every solution in

S . The best solution refers to the one in which the 

variance meets the predefined load constraints; 

Step 4: The algorithm computes respectively the costs 

or cost divisors of every solution in S to achieve the best 

mapping solution;    

Step 5: According to the cost divisor of every solution, 

the algorithm chooses the one with the lowest cost as the 

scheduling solution and completes the scheduling; 

Step 6: Should there be new VM resources need 

scheduling, then go back to step 2. 

In every scheduling, we use genetic algorithm to find 

the best scheduling solution; and in the next scheduling, 
because of the accumulation of the best solutions by the 

original scheduling solutions, the best scheduling 
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solution can always be found to achieve load balancing. 

Even though there is big load variation in the system due 

to special reasons and one time scheduling cannot 

achieve system load balance, the method can still find a 

scheduling solution with the lowest cost to achieve load 

balancing of the system. 

B. Astringency Analysis of the Genetic Algorithm 

To test the astringency of the genetic algorithm, we 

carry out the following experiment. We suppose the 

number of physical machines is 5 and the number of 

started VMs is 15. The mapping relationship between 

physical machines and VMs is shown in Figure 6. The 

average load of every VM in period T is shown in Table 1. 

Meanwhile according to the whole system condition, we 

make the following supposition. The scale of the 

population D=50, replication probability 0.1rP  , 

hybridization probability 0.9cP  , variation probability is 

self-adaptive probability. Besides, according to the theory, 

we conclude that hybridization probability [0,1]cP  , 

variation probability (0,1)mP  . When the system load 

variation constrain 0.5  , through the experiment we 

finally attain a new mapping solution shown in Figure 6. 

TABLE I. VM AVERAGE LOAD 

Virtual Machine CPU Utility Virtual Machine CPU Utility 

V1 28.8 V9 18.0 

V2 23.4 V10 9.2 

V3 17.9 V11 8.8 

V4 16.8 V12 7.3 

V5 12.6 V13 8.1 

V6 22.3 V14 28.8 

V7 13.9 V15 24.0 

V8 40.2 V16 26.9 

root

P1 P2 P3 P4 P5

V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V13 V14 V15V1 V16

root

P1 P2 P3 P4 P5

V2 V10 V3 V5 V6 V11 V7 V8 V12 V13 V14 V15 V4 V9V1 V16

Before Experiment

After Experiment

 

Figure 6.  Mapping relationship before and after using the algorithm 

Through the experiment, we get the mapping 

relationships before and after using the algorithm 

respectively. The results are shown in Figure 6. It can be 

seen in the figure that after using the algorithm, the loads 

of every node basically tend to be balanced and the 

system load variation is smaller than  . Therefore we 

can conclude that the algorithm has fairly good global 

astringency and can converge to the best solution in a 

very short time. 

C. Efficiency Analysis of the Genetic Algorithm 

This paper through selecting different number of 
physical machines and virtual machines and making a 

larger number of experiments attain CPU execution time 

of the best solution under different number of VMs. From 

the Figure 7 shown we can see that with the increase of 

VM number, there is no significant increase of execution 

time for this genetic algorithm and it can still keep a good 

performance, which proves that the efficiency of this 

genetic algorithm is relatively high. 

 
Figure 7.  CPU execution time under different number of VMs 

VII. EXPERIMENT AND RESULTS ANALYSIS 

After the above verification of the astringency of the 

genetic algorithm, in order to further assess the 

performance of the global algorithm, we carried out the 

experiment on the Platform ISF® [29] and open-source 

VM management platform OpenNebula. We chose a 

physical machine as the host machine in which we 

installed front-end to manage and schedule VM; and its 

operation system is RHEL5.4, the CPU is Intel® Core™ 

2 Duo 3.0GHz, and the Memory is 2.0GB. Meanwhile, 

we chose 20 physical machines as client machines in 
which we installed Agent client and KVM VM; and the 

operation system is Ubuntu 10.04, CPU is Intel® Core™ 

2 Duo 3.0GHz and Memory is 2.0GB, and the disk 

capacity is 320GB. The whole network was connected by 

LAN (Local Area Network). In the experiment, the host 

machine was the root node; the client physical machines 

were the second level nodes and the VM client operation 

systems on the physical machines were child nodes. The 

whole algorithm was realized by C++. 

To better test the stability of the algorithm, we define 

VM load variation rate as α which indicates the variation 
range of VM load. Suppose the initial VM load deployed 

is L(T0), the current VM load is L(t), then the load 

variation rate is: 

               α =
|L T0 − L(t)|

L T0 
             (13) 

The experiment mainly analyzes the load balancing 
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effect of the algorithm and the migration cost to realize 

the system load balancing after scheduling by the 

algorithm, and makes relevant comparisons between this 

algorithm and the current VM balancing scheduling 

methods including the least-loaded scheduling method 

and the rotating scheduling method. 

A. Algorithm Effect Analysis 

Usually in real application environment, the instant 

load of every physical machine cannot reflect the real 

load situation. When there are a large number of users for 

the VM resources of a certain server, the average load of 

the sever in this period of time will be relatively high; 

whereas at some moment when there is a big loss of users 

or a crush of users which makes the instant load of the 

server too low or too high, then this load value is not the 

real reflection of the server. The least-load method 
chooses the server with the lowest load to schedule based 

on the instant load of every current server. Therefore, 

when the resource utilization of the server is relatively 

stable within a certain time and the variation of the 

server's load is relatively subtle, the scheduling will be 

relatively balanced; however, if the resource utilization of 

the server is variant in a certain period of time, the instant 

load value will not be able to reflect the load situation of 

the server because the variation of the server's load is too 

big, and if the instant load value happens to be that of the 

wave crest or the wave trough, the scheduling under the 

least-load method will be severely affected. As for the 
rotation scheduling method, it first numbers the physical 

machines and then chooses the next physical machine to 

schedule without considering the load situation of every 

physical machine. Thus the system load will be highly 

unbalanced while the load variation is big. In the 

scheduling algorithm of this paper, the load value of 

every physical machine is able to reflect the real load 

situation of the server thanks to its consideration of the 

comprehensive load situation of every physical machine 

within a certain period of time. According to historical 

data and current state and through genetic algorithm, this 
method computes in advance the influence it will have 

when the current VM service resources that need 

deploying are arranged to every physical node, then it 

chooses the deployment that will have the least influence 

on the system. In this way, the load balance of the system 

can be well kept after scheduling both when the system 

load is stable and variant. 

We deploy one virtual machine every other ten 

seconds to the system. All together we deploy 100 virtual 

machines, each of whose initial resource utility ranges 

from 5% to 30%. We randomly choose five physic 

machines and observe their load situation. When system 
load variation is relatively small, that is, when α<0.1, the 

load trend variation figure of rotating scheduling 

algorithm, least-load scheduling algorithm and the 

algorithm of this paper are  shown in figure 8. This 

experiment mainly analyzes the load balancing effect of 

the algorithm, and compares this method with the 

least-loaded scheduling method and the rotating 

scheduling method in two different situations. It can be 

seen from the figure that on many occasions the five 

curves in the algorithm of this paper almost overlap 

which indicates that this algorithm has good load 

balancing effect. However, the five curves in the 

least-load algorithm divert to a great extent from each 

other which indicates that the load balancing effect is not 

as good as the algorithm of this paper; the bigger 

diversion of the five curves in rotating scheduling 

algorithm indicates a worse balancing effect of the 

rotating algorithm. But on the whole, when the system 

load is comparatively stable, that is, the system load 

variation is relatively small (α<0.1), all of the three 
methods are able to ensure the system load balancing to a 

certain extent; while when the system load variation is 

evident, that is, the system load variation is relatively 

large, whether the algorithm of this paper can better 

guarantees the system load balancing will be discussed 

later. 

 
Figure 8.  Comparison of three algorithms when the system load 

variation is relatively small (α<0.1) 

B. Influence of Vibration Rate on Load Balancing 

The load vibration rate of virtual machines has 

significant influence on load balancing[30], therefore it is 

necessary to make a study on the relationship between 

variation rate α and system load balancing. 
To measure the effect of load balancing, we introduce 

the load distance LD to mark the distance among the five 
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curves. At any moment, LD refers to the added distance 

between every two points on the five curves. The closer 

the five curves, the smaller LD is and the more balanced 

the system load is. 

Suppose G is the group of all load observation points, 

N is the total number of observation points. If P is one 

certain point, then the load of five servers observed at 

point P are L0，L1，L2，L3，L4. And the load distance LDP 

at point P is: 

         LD𝑃 =    |L𝑖 −  L𝑗 |
4

𝑗=𝑖+1
 

3

𝑖=0

         (14) 

We measure the whole load balancing effect by the 

average load distance which refers to the mean of the 

load distance at all observation points. The computing 

formula of this mean is: 

             LD    =  
 LD PP∈G

N
           (15) 

In order to examine the influence of VM load 

variation rate α on average load distance, we work out 

the correspondent average load distance respectively 

when α is 0.1, 0.2, …, 0.9. The result is shown in figure 9. 

It indicates that load variation has very little influence on 
the load balancing effect of the algorithm in this paper; in 

contrast, it has bigger influence on least-load algorithm 

and the biggest influence on rotating scheduling 

algorithm. 

 
Figure 9.  Comparison of three algorithms when the system load 

variation is relatively changed 

C. Migration Cost Analysis 

In cloud-computing environment, the resources of a 

specific VM provide specific service, such as the specific 

software resources and computing resources. However, 

the uncertainty of users usually leads to the uncertainty of 

the utilization of server resources. Consequently there 

will be big variation in the load of every physical 
machine. And very often the system still needs a dynamic 

migration in a period of time to realize load balance after 

the scheduling. The scheduling effects of the least-load 

method and the method in this paper are relatively 

satisfactory when then resources utilization is certain or 

rather the variation of the system load is small; and the 

migration cost caused by the system variation after 

scheduling is low; in contrast, due to its ignorance of the 

load situation of the system. The rotation scheduling 

method brings high migration cost after scheduling both 

when the system load is stable and variant. What is more, 
since the least-load method only takes into consideration 

of the instant load of very server during system 

scheduling which is not able to reflect the real load of 

physical servers, it will probably lead to the serious 

unbalance for the system load after scheduling. The 

rotation scheduling method may also lead to the increase 

of the system migration cost which means the VM 

number will be increased to achieve system load 

balancing and the migration cost of the algorithm will be 

raised sharply with the increase of the system load 

variation. The method in this paper according to 

historical data and current state and through genetic 
algorithm, computes in advance the influence it will have 

when the current VM service resources that need 

deploying are arranged to every physical node, then 

chooses the deployment that will have the least influence 

on the system. In this way, the problem of load imbalance 

of the system after scheduling can be avoided to a great 

extent, and the migration cost after scheduling is reduced 

to the lowest level. 

On some special occasions, there is a big increase of 

the load of some nodes in the system due to frequent 

access thus leads to the load imbalance of the whole 
system. Under this situation, usually the system cannot 

realize the system load balancing through only one-time 

scheduling so it must do it through VM migration. 

However, the cost of VM migration cannot be neglected. 

Thus where the VM should be migrated and how to 

migrate the least number of VM are also the problems 

that need consideration during VM scheduling. The 

algorithm of this paper takes historical factors into 

consideration. It computes the situation of the whole 

system after scheduling in advance through genetic 

algorithm and then chooses the scheduling solution with 
the lowest cost. Figure 10 shows the average VM 

migration ratio while the VM load variation rate α is 

changing. It can be seen that the method of this paper 

shows conspicuous advantage. The experiment shows 

that the method of this paper can greatly brings down the 

migration cost. 

 
Figure 10.  The migration ratio of VM when the number of started VM 

is different 

D. Utilization Rate of the Algorithm 

We investigate the utilization rate of the algorithm in 

this paper, Least-loaded, Rotating algorithm and the 

average utilization for other queuing and configurable 

scheduling. From the Figure 11, we can work out how 

much resource each model wasted when allocating 

different number of VMs. And we find that sometimes 
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the Least-loaded, Rotating and queuing systems cannot 

allocate resources for all the VMs even if there are 

enough resources for the VMs. But the algorithm in this 

paper always gives a good scheduling as long as there are 

enough resources. On the other hand, we can see that the 

algorithm in this paper saves the most resources. 

 
Figure 11.  Comparison of three algorithms for the utilization rate 

VIII. CONCLUSIONS 

In view of the current load balancing in VM resources 

scheduling, this paper presents a scheduling strategy on 

VM load balancing based on genetic algorithm. 

Considering the VM resources scheduling in cloud 

computing environment and with the advantage of 

genetic algorithm, this method according to historical 
data and current states computes in advance the influence 

it will have on the whole system when the current VM 

service resources that need deploying are arranged to 

every physical node, and then it chooses the solution 

which will have the least influence on the system after 

arrangement. In this way, the method achieves the best 

load balancing and reduces or avoids dynamic migration 

thus resolves the problem of load unbalancing and high 

migration cost caused by traditional scheduling 

algorithms. The experimental results show that this 

method can better realize load balancing and proper 
resource utilization. 

This paper builds a model based on the concrete 

situations of cloud computing. It considers the historical 

data and current states of VM, uses tree structure to do 

the coding in genetic algorithm, proposes the 

correspondent strategies of selection, hybridization and 

variation also puts some control on the method so that it 

has better astringency. However in real cloud computing 

environment, there might be dynamic change in VMs, 

and there also might be an increase of computing cost of 

virtualization software and some unpredicted load 

wastage with the increase of VM number started on every 
physical machine. Therefore, a monitoring and analyzing 

mechanism is needed to better solve the problem of load 

balancing. This is also a further research subject. 
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Abstract—Scheduling of threads based on the concept of 

thread essence is proposed in this paper. Multithreaded 

applications contain serial phases (single thread) and 

parallel phases (many threads). We propose a thread 

assignment mechanism that takes into account the essence of 

the threads in simultaneously-running applications that 

grants higher priority to applications during their critical-

serial phases, for environments where there are more 

threads than cores. Furthermore, our proposed scheduler 

considers the limited resources of the system by reducing 

the number of context switches when there are more ready 

threads than cores. Analytic and experimental evaluation of 

the proposed thread assignment mechanism on both 

symmetric and emulated asymmetric multiprocessors show 

throughput improvements by as much as 16%, improved 

fairness by as much as 26% and reduced jitter by as much 

as 88%. 

 

Index Terms—Asymmetric Multiprocessors, Operating 

Systems, Scheduling 

 

I. INTRODUCTION 

Operating system schedulers’ most important task is to 

allocate the available system resources to the workload 

defined by the users. Workloads consist of a set of 

threads, each with its own requirements, such as memory 

bandwidth, IO, floating point unit usage, branch 

prediction, and dependency on other threads. The 

resources of the system are comprised of the available 

processing cores, their type and their performance, the 

memory hierarchy, volatile and non-volatile memory, 

network, graphics and more. 

The schedulers carry out the scheduling task by 

assigning resources to threads, and in most cases also 

revoking resources from threads, as done by operating 

systems that support preemption. There are various 

metrics for assessment of a scheduler’s performance, 

such as system throughput, latency, fairness, jitter, and 

power consumption.  

Schedulers must consider the different attributes of 

threads in order to achieve good scheduling performance. 

Threads may have user-defined attributes, such as static 

priorities, target performance, and maximum allowed 

power consumption. Another class of attributes includes 

platform-independent attributes, such as the memory 

footprint, shared data with other threads, types of 

instructions, memory access pattern, IO access pattern 

and more. A third class of attributes includes platform-

dependent attributes, such as branch prediction 

confidence level, miss rate, instructions per cycle (IPC) 

and more. All these attributes of threads are referred to in 

this paper as the essence of threads. 

An example of a platform independent attribute is the 

“interactivity” metric used by the Linux scheduler [1]. 

The Linux scheduler classifies threads as interactive, or 

IO-bound, when their sleep time, which is the time 

threads voluntarily release the processor, is high. IO-

bound threads are granted higher priority by the Linux 

scheduler, since these threads exhibit long waits between 

relatively short CPU usage times. Granting priority to IO-

bound threads results in lower latency and better 

performance perceived by the users. 

Indeed, there are papers that suggest considering some 

of the thread attributes when scheduling threads. 

Knauerhase et al. [13] suggest co-scheduling threads 

based on cache usage. Zhuravlev et al. [30] suggest co-

scheduling threads based on memory bandwidth usage, 

memory controller contention and contention on the 

prefetching hardware. 

One of the attributes that is useful for scheduling is the 

inner state of the applications in the context of 

multithreaded applications. The authors have suggested 

[20] scheduling threads based on their application’s 

phase, whether serial or parallel. All of the above 

mentioned thread attributes have an effect on the 

performance of the scheduler. 

The scheduler’s task is to choose which of the ready 

threads to run and which resources to grant for each 

thread. Having many ready threads, therefore, is 

important for achieving high scheduling performance, 

since the scheduler will have more possibilities to choose 

from. Granting of resources to threads, however, must 

take into account the limited resources available in the 

system. For example, a scheduler might achieve better 

performance on a multi-core processor with a workload 

of many bandwidth-hungry threads, by keeping some of 

the cores idle, since any additional concurrently running 

thread will increase the number of misses in the shared 

cache for all of the threads and will exhaust the available 

memory bandwidth.  

This paper presents an example of a concept: thread 

scheduling based on the essence of the threads and on the 

limited resources of the system. In particular, we present 

a way to maximize the number of ready threads for the 

scheduler when more than one multithreaded application 
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runs in parallel, by examining the essence of the running 

applications. Given the higher number of ready threads, 

our proposed scheduler is able to better choose which and 

how many threads to run, achieving better performance in 

various metrics. 

 

II. MULTIPLE MULTITHREADED APPLICATIONS 

Multithreaded applications can take advantage of the 

added computing ability offered by today’s 

multiprocessors by executing in parallel on many cores. 

With an ever-increasing core population embedded in 

state-of-the-art systems [22], the use of multithreading in 

applications is expected to increase. In this paper, we 

strive to improve system performance as measured by 

several metrics when several multithreaded applications 

are run in parallel on symmetric multiprocessors, where 

all cores are identical, as well as on asymmetric 

multiprocessors [14], where some computing cores are 

faster than others. 

When examining multithreaded applications, one can 

identify two types of execution phases: serial phases and 

parallel phases. In the serial phases, only one thread is 

active, whereas the parallel phases are comprised of many 

concurrently active threads. The number of threads as a 

function of time during the execution of the “equake” 

SPEC-OMP benchmark is shown in Fig. 1. The serial and 

parallel phases of the “equake” benchmark can be 

distinguished in Fig. 1 by the number of running threads 

(only one thread is active in the serial phase, and several 

threads are active in the parallel phase). 

 

 

Fig. 1. The number of running threads as a function of time for the 
“equake” benchmark in the SPEC-OMP suite, on an 8-way 

multiprocessor. The serial and parallel phases can be distinguished by 
the number of running threads at each point of time. The sampling 

frequency in the figure is twice per second. 

When several multithreaded applications run 

simultaneously on a multiprocessor, the serial thread of 

some applications may be available for execution 

together with the threads of the other applications. Fig. 2 

shows an example of the four possible joint states of two 

multithreaded applications running simultaneously. The 

vertical axis represents time, and the number of active 

threads of each application is shown for each point of 

time. 

Current thread assignment techniques, such as the 

technique used in the Linux scheduler [1], are not aware 

of the phases of the running applications. When multiple 

multithreaded applications are run in parallel, this lack of 

awareness may result in lower throughput, jitter in 

applications’ runtimes (unpredictable performance), and 

unfairness between applications. These undesired 

characteristics may happen because the serial phases, 

which are the critical bottlenecks for the applications, 

compete for CPU time with the many concurrently 

executing parallel threads. If these serial phases were 

executed quickly, the application’s bottlenecks would be 

freed, allowing the application to take advantage of the 

multiprocessor resources by using many threads.  

 

 

Fig. 2. Illustration of joint states of two sample applications running 
simultaneously. 

We propose to add another dimension to the current 

thread assignment mechanisms by using information 

about the parallel and serial phases of applications. Our 

proposed thread assignment technique monitors the 

number of active threads in each application, and hence it 

can identify and grant higher priority to serial threads.  

Fig. 3 shows transitions among the four possible joint 

states of two applications executing in parallel: (Serial, 

Serial: S,S), (Serial, Parallel: S,P), (Parallel, Serial: P,S), 

and (Parallel, Parallel: P,P). The large arrows on the state 

transition arcs denote the most likely transition. The 

proposed thread assignment technique, shown in Fig. 3b, 

favors the serial thread, thus increasing the probability for 

transition from (S,P) and (P,S) states to (P,P) state. 

Current OS schedulers (shown in Fig. 3a), however, treat 

the serial and parallel threads equally, thereby 

lengthening the time required for the serial application to 

transition into its parallel phase. The proposed technique 

improves throughput by reducing the time spent in (S,S) 

in which there are idle cores, resulting in a greater 

number of ready threads. 

The new thread assignment technique corresponding to 

the transition likelihoods illustrated in Fig. 3b grants 

higher priority to applications in their serial phases in 

order to increase the multiprocessor throughput, improve 

fairness and reduce the jitter in execution runtimes. The 

expected improvements are quantified by a simple 

( P , S ) 

( S , S ) 

( P , P ) 

( S , P ) 

AppA   AppB   

t P = Parallel ,  S = Serial 

Phase 
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analytical model. We validate our proposed techniques by 

experiments running on a real symmetric CMP [12] with 

a current version of the Linux operating system [1], and 

with workloads consisting of multiple multithreaded 

applications executing in parallel. We also validate our 

techniques on asymmetric structures that are emulated on 

the real symmetric CMP, with the addition that serial 

threads are granted higher priority to run on the faster 

cores.  

 

 

 
 

Fig. 3. Illustration of the four possible joint states of two applications 
running in parallel. The large arrows denote the most likely transition. 

Fig. 3a illustrates the states and the likely transitions in the baseline 

scheduler, and Fig. 3b illustrates the states and the likely transitions in 
the proposed scheduler, where the serial threads are favored over 

parallel threads. 

 

III. RELATED WORK 

There are a number of papers addressing the 

scheduling of single-threaded applications on 

asymmetric/heterogeneous multiprocessors [14], which 

are based on sampling of runtime performance on the 

different core types. Kumar et al. [16] have proposed a 

scheduler for multiple single-threaded applications on a 

heterogeneous multiprocessor. Bower et al. [7] have 

shown the impact on thread scheduling in symmetric 

multiprocessors that become heterogeneous during 

runtime owing to frequency scaling, process variations 

and physical faults. Winter et al. [29] explored thread 

assignment algorithms for single-thread applications on 

such multiprocessors. 

Other papers address the scheduling problem of a 

single multithreaded application running on asymmetric 

multiprocessors [4][6][11][15][19]. Grochowski et al. 

[4][11] have proposed a static scheduling mechanism, 

implemented at the application level, which schedules the 

serial phases of applications on the high performance 

core. Balakrishnan et al. [6] proposed a dynamic 

scheduler for a single multithreaded application on a 

heterogeneous multiprocessor. They have shown that by 

scheduling the serial phases on the high performance 

core, performance increases and the jitter in runtimes of 

different executions is reduced. We extend these methods 

[4][6][11] for multiple multithreaded programs, and 

address the scheduling problem that arises when there are 

more threads than cores in the multiprocessor. 

Our results are compared with a standard Linux 

scheduler as a baseline environment that does not employ 

the proposals from previous work, since these proposals 

are tailored for single multithreaded applications. When 

more than one multithreaded application is run in parallel, 

a scheduler with these proposals will perform similarly to 

the baseline environment, and hence will only add to the 

complexity of evaluating our proposed techniques 

without offering additional insights.  

Several papers explore fairness and throughput in SMT 

architectures [10][18][24][26]. We use and extend their 

throughput and fairness metrics for asymmetric 

multiprocessors. Other papers explore scheduling 

multiple multithreaded applications on symmetric 

systems [3][21][28]. We extend these ideas for 

asymmetric configurations and present the concept of 

prioritizing applications based on their phase of 

execution. 

Scheduling threads based on thread attributes has been 

proposed in previous research [13][20][30]. Knauerhase 

et al. [13] suggest co-scheduling threads based on cache 

usage. Zhuravlev et al. [30] suggest co-scheduling threads 

based on memory bandwidth usage, memory controller 

contention and contention on the prefetching hardware. 

We extend these concepts and present the concept of 

scheduling based on thread essence, while considering 

the limited resources of the system on which the threads 

are run. 

 

IV. EMULATION ENVIRONMENT 

All measurements in this paper were performed on an 

8-core multiprocessor (HP ProLiant DL580) [12] 

consisting of four dual-core 2.66GHz Intel Xeon 7020 

processors, 667MHz front side bus, and 8GB of DDR2 

memory. SMT was disabled for better emulation of 

symmetric and asymmetric systems. The operating 

system used was Linux with kernel version 2.6.18, and is 

referred to in this paper as the baseline environment.  

In order to emulate the asymmetric multiprocessor on 

the symmetric multiprocessor, the frequency (duty cycle) 

of the cores was changed, as was done in previous 

research [6][11][20]. Additionally, the Linux kernel was 

configured accordingly, using the Linux CPU group 

property CPU_POWER, to employ cores of different 

speeds. 

The benchmarks we used in this research include the 

entire SPEC-OMP2001 [5] suite with the medium 

reference input sets, with the exception of “galgel” 

because of compilation difficulties in our setup.  

OpenMP [23] offers various scheduling options for its 

parallel constructs. We altered the default OpenMP 

scheduling policy from static, in which each thread 

receives an identical portion of the workload, to dynamic, 

in which each thread consumes a predefined small subset 

of the workload and then requests additional work. This 

is similar to what was done in [6] and [19], and allows 

higher core utilization on heterogeneous multiprocessors, 

by reducing the time threads wait for each other.  

Since the SPEC-OMP2001 benchmarks are highly 

parallel and represent only a small fraction of the 

application space, we also measure in this paper a 

S,S

P,S S,P

P,P

Baseline

(a) (b)
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P,S S,P
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Proposed
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synthetic benchmark written by the authors. The synthetic 

benchmark mimics applications with an adjustable ratio 

of parallel to serial code. It allows us to get accurate 

results within a short runtime, making it practical for 

exploring various scheduling options for various 

combinations of applications running together in the 

system.  

The synthetic benchmark consists of a loop of a 

mathematical calculation that fits entirely in the cache. 

During the course of its execution, the benchmark 

switches randomly between serial phases, in which there 

is only one active thread, and parallel phases, in which 

there are n threads, equal to the number of cores in the 

multiprocessor.  

We model and label multithreaded programs by the 

ratio of parallel and serial instructions they contain, 

divided by the number of cores used in each phase. In the 

following equation, IP and IS denote the number of 

dynamic instructions executed in the parallel and serial 

phases respectively, n denotes the number of cores in the 

multiprocessor, and the normalization factor k is chosen 

so that one of the ratios equals one, and the other is 

greater than or equal to one. For simplicity, we assume 

identical IPC for the parallel and serial phases.  

 

( : ) :P
Parallel Serial S

I
ratio ratio k kI

n

 
  
   

(1) 

 

For example, a benchmark labeled (1:1) on a 

symmetric CMP with no synchronization and scheduling 

overheads will spend roughly equal time in its parallel 

phases and in its serial phases.  

The synthetic benchmark may be tuned so that in the 

long run it would mimic the parallelism behavior of 

applications, ranging from completely parallel 

applications (∞:1) to completely serial applications (1:∞). 

Each measurement of the synthetic benchmark lasts 60 

seconds, after which the benchmark reports the total 

number of iterations it has completed in that time frame. 
The pseudo-code of the synthetic benchmark is detailed 

in Fig. 4. 

 
while (time<60 seconds) { 

 parallel_iterations = random(); 

 serial_iterations = parallel_iterations * ratioSerial /(ratioparallel * Ncores); 

 in each thread { // fork 

  for (i=0;i<parallel_iterations;i++) 

   perform_calculation(); 

  calculated_iterations += parallel_iterations; //shared variable 

 } //join 

 for (i=0;i<serial_iterations;i++) 

  perform_calculation(); 

 calculated_iterations += serial_iterations; 

} 

print “performance=”,calculated_iterations/(time-start_time) 

Fig. 4. Pseudo-code of the synthetic benchmark.  

V. METHODOLOGY 

This research is focused on the interactions between 

multiple multithreaded applications that are run in 

parallel. In particular, we focus on three metrics: 

performance, fairness, and jitter.  

Measuring the performance improvement of multiple 

applications running in parallel in different environments 

(for example, environments with the same hardware but 

with different OS schedulers) is no trivial task [27]. It is 

even harder when the applications are multithreaded. 

Alameldeen and Wood [2] have shown that the 

throughput metric of IPC used in uniprocessors is not 

accurate for multithreaded programs in multi-core 

architectures. One of the reasons for this is that threads in 

a multithreaded program use polling when waiting for 

sibling threads, resulting in a different number of 

committed instructions in different executions of the 

same program. The accurate throughput metric for 

multithreaded programs is therefore the amount of actual 

work performed divided by the execution time, and not 

simply the IPC.  

Measuring the throughput of multiple synthetic 

benchmarks that are running simultaneously is done by 

summing the number of iterations completed in each 

benchmark during the predefined benchmark time. The 

SPEC-OMP benchmarks, however, must run until 

completion, since they report their accurate progress only 

when they complete.  

One way of measuring the throughput of a thread 

assignment mechanism for multithreaded applications is 

to run two applications and wait for both to finish. This 

method is demonstrated in Fig. 5, and is similar to the 

“Last” method described in [27]. While measuring with 

this method, we found that in many cases one application 

finished its execution well before the other. Since we 

want to measure the interactions between applications, 

the time segment in which only one application is active 

becomes irrelevant, but it does affect the results.  

 

 

Fig. 5. Example of two multithreaded benchmarks running in parallel. 
Each application finishes its execution at a different time. 

We handle the throughput measurement problem by 

running two benchmarks that perform the same work, 

each comprised of two applications that are run in a 

different order, as shown in Fig. 6. Since the work of the 

two benchmarks is identical, the runtimes are closer than 

in the previous methods. As a result, the effects of our 

new scheduler can be evaluated more reliably than in the 

other methods [27]. 

 

 

Fig. 6. Two multithreaded benchmarks, each comprising of two 
applications in a different order. The execution times tB1 and tB2 of the 
two benchmarks are similar. 
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The second metric evaluated in this paper is fairness. 

When two applications are executed in parallel, their 

runtimes are longer than when each application runs 

alone:  

 

, ||

,

A A B

A

A A

Performance
speedup

Performance


 
(2) 

 

If both applications exhibit the same relative speedup, 

the system is said to be fair [10][24]. In this paper, we use 

the fairness metric detailed in [10], which is defined as 

the minimum ratio of speedups of the applications. For 

two applications, fairness is defined as follows:  

 

|| min ,A B
A B

B A

speedup speedup
Fairness

speedup speedup

 
  

   

(3) 

 

Fairness as defined above can be in the range of zero to 

one, corresponding to completely unfair and to 

completely fair, respectively. We calculate the speedup of 

application “A” in equation (2) as the time required to 

execute the application alone on the multiprocessor, 

divided by the average duration of application “A” in the 

configuration shown in Fig. 6: 
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(4) 

 

The third metric we consider is jitter in execution 

runtimes. Balakrishnan et al. [6] have already shown that 

operating system schedulers in asymmetric 

multiprocessors present unpredictable application 

runtimes for a single multithreaded application. In this 

paper, we quantify runtime jitter by measuring the 

standard deviation of the normalized execution times of 

the workload in N experiments of the same benchmark:  
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VI. ANALYSIS 

In this section, we analyze the performance, fairness, 

and jitter metrics for multiple multithreaded applications 

running in parallel. These applications have one active 

thread in their serial phases and n active threads in their 

parallel phases, which is also equal to the number of 

cores in the multiprocessor. This assumption does not 

always hold in reality, since not all threads reach their 

barriers at the same time. When using dynamic work 

distribution with workloads consisting of long parallel 

phases, however, the effects of having less than n active 

threads in the parallel phases can be neglected. The 

applications in this model may differ in their 

parallel/serial ratios. The performance figures in this 

section are normalized to the performance of one thread 

on one small core. 

We consider an asymmetric multiprocessor with n 

cores: one of the cores is larger as in [19] and faster by a 

factor (a). For simplicity, we assume that the 

performance factor (a) is identical for all workloads. The 

results in this section can be derived for symmetric 

multiprocessors by assigning a=1.  

When only one thread is running in the system, we 

assume that the scheduler will schedule the thread on the 

higher performance core. The performance of a serial 

thread on an idle asymmetric multiprocessor is thus given 

by:  

 

serialPerf a
 

 (6) 

 

When a multithreaded application with n threads runs 

on a multiprocessor with n cores, we assume that the 

scheduler will distribute the threads on the cores so that 

no core will be left idle. This assumption makes sense for 

sufficiently small values of (a), or (1≤a<2). For higher 

values of (a) the scheduler could potentially achieve 

better performance by scheduling more threads on the 

larger core and leave some of the smaller cores idle. For 

simplicity, we assume that (a) is sufficiently small 

(1≤a<2) in our analysis. The performance of a parallel 

application on an idle asymmetric multiprocessor is thus 

given by: 

 

1parallelPerf n a  
 

 (7) 

 

We consider the case where two concurrently running 

applications, AppA and AppB, have n active threads in 

their parallel phases. 

When both applications are serial, the scheduler has 

two options for scheduling. In the first option, one 

application is scheduled to run on the larger core, and the 

other application is scheduled to run on a small core. In 

the second option both applications can run on the larger 

core. Since we assume that (a) is sufficiently small 

(1≤a<2) this option is not considered in our analysis. The 

maximum speedup in this case will be achieved when the 

serial application runs on the larger core: 

 

( , ),max 1S SSpeedup 
 

 (8) 

 

The minimum speedup will be achieved when the 

serial application runs on a small core: 

 

( , ),min

1
S SSpeedup

a


 

 (9) 

 

Given that each application has an equal chance to run 

on the larger core, the speedup is as follows: 

 

JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012 57

© 2012 ACADEMY PUBLISHER



( , ),

1 1 1 1 1
1 1

2 2 2
S S avgSpeedup

a a

 
      

 
 (10) 

 

When both applications are in their parallel phases, 

there are 2n running threads that compete for n cores. The 

Linux scheduler will schedule two threads on each core, 

thereby slowing down each application by a factor of 

two, assuming that the threads have equal priority and are 

not IO bound.  

The maximum speedup for a parallel application will 

therefore be achieved when two threads of the parallel 

application are scheduled on the larger core, and each of 

the other threads of the parallel application run in 

conjunction with another thread on a small core: 
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 (11) 

 

The minimum speedup for a parallel application will 

be achieved when each of the threads of the parallel 

application runs in conjunction with another thread on a 

small core, and none of the threads run on the faster core: 
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 (12) 

 

In the average case, each of the parallel applications 

will exhibit a speedup of 0.5: 
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 (13) 

 

When one of the applications is serial and the other is 

parallel, there are n+1 threads that are to be scheduled on 

n cores. Out of the n+1 threads, two threads will share a 

single core, and n-1 threads will each have their own 

core. In the worst case for the serial application, it will be 

assigned to run with another thread on a small core: 

 

( , ),min

1 1 1

2 2
S PSpeedup

a a
    (14) 

 

In the best case for the serial application, it will exhibit 

no slowdown as it will be scheduled to run on the large 

core by itself: 

 

( , ),max 1S PSpeedup   (15) 

 

For simplicity, we assume that all threads have equal 

probability to execute on the two-thread core and on the 

one-thread core. The probability of the serial thread 

sharing its core with another thread is therefore 

 
1

2 1n


 , and the probability that this core is the larger 

core is 
1n
. The average performance of a serial 

application when running concurrently with a parallel 

application is thus: 
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 (16) 

 

When a parallel application is running on an 

asymmetric multiprocessor concurrently with a serial 

application, the maximum speedup is achieved when the 

serial thread is scheduled together with one of the parallel 

threads on one of the small cores: 
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 (17) 

 

The minimum speedup is achieved when the serial 

thread is scheduled alone on the larger core: 
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 (18) 

 

The average performance of the parallel application 

when running simultaneously with a serial application is 

given by: 
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 (19) 

 

The minimum, maximum and average speedups as 

calculated in the above equations are summarized in 

Table 1 for asymmetric multiprocessors.  

TABLE 1. SPEEDUPS (MIN, AVERAGE, MAX) FOR APPLICATION “A” IN 

THE BASELINE ENVIRONMENT ON THE ASYMMETRIC MULTIPROCESSOR. 
n=NUMBER OF CORES. a=PERFORMANCE RATIO OF THE LARGE CORE. 

Case 

(A,B) 

Minimum 

Speedup 

Average 

Speedup 

Maximum 

Speedup 

Maximum/ 

Minimum 

(S,S) 
  

1

a
 

1 1
1

2 a

 
 

 
  1  a  

(S,P) 
1

2a
 

 
1

1

n a

a n

 


 

 1  2a  

(P,S) 
1

1

n

n a



 
 

( 1)

n

n 
 

3
2

1

n a

n a

 

 
 

3
2

1

n a

n

 


 

(P,P) 
 2 1

n

n a 

 1

2
 

 
2 2

2 1

n a

n a

 

 
 2 2n a

n

 
 

 

Table 2 shows the speedups calculated for symmetric 

multiprocessors (a=1). 

TABLE 2. SPEEDUPS (MIN, AVERAGE, MAX) FOR APPLICATION “A” IN 

THE BASELINE ENVIRONMENT ON THE SYMMETRIC MULTIPROCESSOR. 
n=NUMBER OF CORES. 

Case 

(A,B) 

Minimum 

Speedup 

Average 

Speedup 

Maximum 

Speedup 

Maximum/ 

Minimum 

(S,S) 1 1 1  1 

(S,P) 
1

2
 

1

n

n 
 1  2  

(P,S) 
1n

n


 

( 1)

n

n 
 

1
2

n

n


 

1
2

1

n

n




 

(P,P) 
1

2
 

1

2
 

1

2
 1 

 

Fairness is calculated according to (3). When two 

applications are both in their serial phase, the lower 

bound for fairness is given by dividing the minimum and 

maximum speedups of the state (S,S): 
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   (20) 

 

Similarly, the lower bound for fairness when both 

applications are in their parallel phases is given by 

dividing the minimum and maximum speedups of the 

state (P,P): 
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  (21) 

 

When one application is serial and the other is parallel, 

there are two cases for fairness. In the first case, the lower 

bound for fairness is given by dividing the minimum 

speedup in the state (S,P) by the maximum speedup in 

state (P,S): 
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 In the second case, the lower bound for fairness is 

given by dividing the minimum speedup in state (P,S) by 

the maximum speedup in state (S,P): 
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The lower bounds of the fairness metric as calculated 

in the above equations for the baseline environment are 

summarized in Table 3. 

TABLE 3. LOWER BOUND FOR FAIRNESS IN THE BASELINE 

ENVIRONMENT. 

(S,S) (S,P) case 1 (S,P) case 2 (P,P) 

  

1

a
  

1

32
2

n a

a n a

 

 

 1

1

n

n a



 
 

2 2

n

n a 
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The minimum and maximum speedups in the different 

joint phases, as detailed in Table 1, and the equations for 

the lower bound of fairness, as detailed in Table 3, 

indicate that as the ratio between the performance of the 

cores in the asymmetric multiprocessor (a) increases, the 

lower bound for fairness decreases and the jitter between 

the runtimes increases.  

We extend the analysis in this section for k>2 

multithreaded applications running in parallel. The 

extension results are detailed in Table 4. The “Serial” or 

“Parallel” rows in the table show the speedups for a serial 

or parallel phase of an application under all possible 

phases of the other applications running in parallel, in 

comparison with it running alone. The analysis predicts 

that as the number of applications (k) that are run in 

parallel increases, the possible jitter widens.  

The probability of having idle cores decreases 

exponentially as more parallel applications are run in 

parallel (S,S,S,…). Consequently, the throughput gains of 

using our mechanism are expected to decrease as the 

number of parallel applications that are run in parallel 

increases.  

TABLE 4. MINIMUM AND MAXIMUM SPEEDUPS FOR 2<=k<=n 

APPLICATIONS RUNNING IN PARALLEL. 

Phase 
Minimum 

Speedup 

Maximum 

Speedup 

Maximum / 

Minimum 

Serial 
1

ka
 1 ka  

Parallel 
 1

n

k n a 

 
1

1
2

1

k
n a

n a


  

 
 

1
1

2

k
n a

k
n


  

 

 

In this section we presented analytic tools to predict 

the speedup and fairness of applications running in 

parallel. The analysis predicts that applications may 

exhibit significant slowdowns due to the contentions with 

other running applications. One of the factors shown to 

affect the slowdowns is the joint-phases of the 

applications that are currently running. These joint-phases 

are hard to predict in advance, potentially resulting in 

unpredictable performance of the applications. Moreover, 

each application may exhibit different slowdowns, as 

shown in the lower bounds of the fairness equations. The 

analysis also predicts that as the asymmetry widens, the 

possible jitter increases and the lower bound of fairness 

decreases.  

 

VII. PROPOSED ALGORITHM 

We propose a new thread assignment algorithm that 

aims to improve performance, improve fairness and 

reduce the jitter in execution runtimes. The proposed 

algorithm examines the essence of the running 

applications and grants higher scheduling priority to 

serial threads. As a result, when a serial thread is 

executed concurrently with a parallel application, the 

serial thread is granted a core for itself, and the threads of 

the parallel application will compete for the remaining 

cores. The scheduling mechanism results in the speedups 

shown in Table 5, which differs from Table 1 in states 

(S,P) and (P,S). 

TABLE 5. MINIMUM AND MAXIMUM SPEEDUPS OF APPLICATION “A” FOR 

THE PROPOSED THREAD ASSIGNMENT TECHNIQUE ON ASYMMETRIC 

MULTIPROCESSORS. 

Case 

(A,B) 

Minimum 

Speedup 

Average 

Speedup 

Maximum 

Speedup 

Maximum/  

Minimum 

(S,S) 
  

1

a
 

1 1
1

2 a

 
 

 

 
 1  a  

(S,P)  1   1   1   1  

(P,S) 
1

1

n

n a



 
 

1

1

n

n a



 
 

1

1

n

n a



 
  1  

(P,P) 
 2 1

n

n a 

 1

2
 

 
2 2

2 1

n a

n a

 

 
 2 2n a
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For the symmetric case (a=1), our analysis predicts 

identical minimum and maximum execution times for all 

states, so that jitter will be minimized and fairness 

between applications will improve using our proposed 

scheduler.  

It is expected that the number of ready threads will be 

greater on average with the proposed scheduler, since the 

serial threads will execute faster and allow the parallel 

phases to start executing sooner. The proposed scheduler 

will thus be able to increase the utilization of the 

multiprocessor by scheduling additional threads that will 

run concurrently. 

In state (S,S) on the asymmetric multiprocessor, there 

are two active serial threads but only one of them is 

granted the larger core. This presents jitter in execution 

times, which could be avoided, for example, by the 

method proposed by Fedorova et al. [8] at the expense of 

many thread migrations, or by the method presented by 

Li et al. [17]. Another possible method is to grant priority 

for processing power per application and not per thread. 

State (P,P) is similar, and the jitter in this state could also 

be avoided by using similar methods.  

The predicted speedups of the proposed scheduler for 

more than two applications running in parallel are 

detailed in Table 6.  

The Linux scheduler was extended to support the 

proposed algorithm. The proposed scheduler 

continuously monitors the number of ready threads in 

each thread group, and hence can detect whether an 

application is in its parallel phase or in its serial phase. 

This is performed in O(1) time whenever a thread 

changes its ready state. In our implementation, a thread 

group is considered parallel when it has more than two 

ready threads, and is considered serial otherwise. We 

chose two as the threshold since we noticed that an 
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OpenMP application frequently switched between one 

and two active threads.  

TABLE 6. SPEEDUPS FOR 2<=k<=n APPLICATIONS RUNNING IN PARALLEL 

USING THE PROPOSED SCHEDULER. 

Phase 
Minimum 

Speedup 

Maximum 

Speedup 

Maximum / 

Minimum 

Serial 

  

1

a
  1  a  

Parallel 
 1

n

k n a 
 1

1

n k

n a

 

 
 

1n k
k

n

   

 

The scheduler was also extended to grant higher 

priority to serial threads. In Linux, each thread has a 

property known as dynamic priority. When the dynamic 

priority figure of a thread is lower, the thread is granted 

more CPU time. The priority of the thread was therefore 

boosted by subtracting ten [1] from its dynamic priority 

property. 

The load balancer of the Linux kernel was extended as 

well; the baseline scheduler will not migrate a running 

thread, and will not migrate a ready thread from a slow 

core to a fast core if it is the only running thread on the 

slow core. These were changed to allow for better load 

balancing on asymmetric multiprocessors.  

When at least two applications are in their parallel 

phases, and each has a number of active threads that is at 

least equal to the number of cores in the system, the 

applications compete with each other without any 

throughput gains. This competition, which is favored by 

our proposed technique for maximizing the number of 

ready threads, results in many unnecessary context 

switches that thrash the cache and lower the overall 

throughput of the system.  

Our proposed technique strives to avoid this situation 

by considering the limited resources of the system, and 

boosts the priority of the application that was the first to 

enter its parallel phase. We call this mechanism “seniority 

boost”, as the scheduler chooses the senior application 

and boosts its priority. This mechanism is similar to gang 

scheduling [9][25]. When using this mechanism, the 

application with the seniority boost is expected to finish 

its parallel phase sooner, while the system exhibits fewer 

context switches. When one of the applications finishes 

its parallel phase, the system transitions to one of the joint 

states (P,S) or (S,P) and the seniority boost is removed. In 

order to avoid starvation, following a timeout in state 

(P,P) the seniority boost is removed and applied to the 

other application.  

The baseline Linux scheduler’s thread migration policy 

has also been revised. Threads whose applications 

become serial are automatically rescheduled on the idlest 

core and are granted more priority. In asymmetric 

configurations, the high priority given to these threads 

will usually result in migration to the higher performance 

core.  

The asymmetric multiprocessor is emulated by 

changing the frequency (duty cycle) of seven out of eight 

cores in our symmetric multiprocessor, as was done in [6] 

and [11]. In our case, we chose a=2, so the frequency of 

seven of the eight cores was halved. Additionally, we 

configured the scheduler to treat the larger core as having 

more performance by using the Linux CPU group 

property “CPU_POWER”. As a result, the scheduler 

attempted to schedule more work on the larger core.  

The proposed scheduler will require additional changes 

to perform well when there are more applications than 

cores, since serial threads may dominate the computing 

resources. Such changes may include a timeout for the 

bonus granted to serial threads. 

 

VIII. EXPERIMENTAL RESULTS 

The idle time percentage measured for two synthetic 

benchmarks running in parallel decreased as expected, 

from 20% to 17.2% (reduction by 14%) in the symmetric 

configuration, and from 25.6% to 22.8% (reduction by 

10.9%) in the asymmetric configuration. This is in line 

with our expectations that the multiprocessor’s utilization 

will be increased with the proposed scheduler. 

Throughput improved by 3% and 4.5% respectively for 

the symmetric and asymmetric configurations, as shown 

in Table 7 for the asymmetric configuration.  

TABLE 7. MEASURED SPEEDUP OF TWO CONCURRENTLY RUNNING 

SYNTHETIC BENCHMARKS USING THE PROPOSED TECHNIQUE ON AN 

ASYMMETRIC MULTIPROCESSOR CONFIGURATION (a=2). 

 
 

Fig. 7 shows a contour graph of the speedup in the 

symmetric multiprocessor. Each axis represents an 

application, ranging from completely serial (1:∞) to 

completely parallel (∞:1). The data in the graph 

corresponds to the speedup of the two applications 

running in parallel on a symmetric multiprocessor with 

the proposed scheduler, in comparison to the baseline 

scheduler. Peak speedup is achieved by the combination 

of benchmark (1:1) with a similar benchmark (1:1). 

Speedups decrease monotonically when moving away 

from this peak. The expected speedups of the highly 

parallel SPEC-OMP2001 benchmarks should roughly 

correspond to the (∞:1) and (8:1) benchmarks, which are 

between 0%–4% in the symmetric configuration. 

The throughput gains for three synthetic benchmarks 

running in parallel improved with the new scheduler by 

1% in the symmetric configuration and by 1.87% in the 

asymmetric configuration. These results were expected, 

as the measured CPU idle time in the symmetric case for 

(∞:1)

(∞:1) 1% (8:1)

(8:1) -1% 1% (4:1)

(4:1) -1% 1% 1% (2:1)

(2:1) 0% -1% 4% 4% (1:1)

(1:1) -2% 1% 3% 4% 7% (1:2)

(1:2) 0% 1% 3% 5% 8% 7% (1:4)

(1:4) -2% 2% 0% 6% 9% 11% 8% (1:8)

(1:8) -2% 1% 3% 8% 7% 15% 18% 3% (1:∞)

(1:∞) -2% 2% 3% 6% 12% 16% 17% 10% 12%
AVG -1% 1% 2% 4% 5% 7% 8% 7% 8%

Average speedup of all dual benchmarks: +4.5%
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three benchmarks was 13.62% (or 12.25% with the 

proposed scheduler) in comparison to 20% for two 

applications (or 17.2% with the proposed scheduler). 

With additional applications running in parallel, the 

average idle time decreases, leaving less room for 

improvement for our proposed scheduler. 

 

 

Fig. 7. Experimental contours of the speedup of two concurrently 
running synthetic benchmarks when the proposed technique is used on a 

symmetric multiprocessor configuration (a=1).  

Table 8 shows the speedups for the SPEC-OMP2001 

benchmarks with the proposed thread assignment 

technique. The measurements were performed according 

to the method shown in Fig. 6. The speedup exhibited by 

the highly parallel SPEC-OMP benchmarks averaged 

1.5% in the symmetric multiprocessor, and 3.5% in the 

asymmetric multiprocessor. The “apsi” benchmark 

showed significant improvement because it had many 

phase shifts between parallel/serial phases. Since our 

proposed mechanism reacts fast to these frequent phase 

shifts, the bottlenecks of “apsi” were freed faster, and 

hence “apsi” achieved greater speedups. 

TABLE 8. MEASURED SPEEDUP OF TWO CONCURRENTLY RUNNING 

SPEC-OMP2001 BENCHMARKS USING THE PROPOSED TECHNIQUE ON 

AN ASYMMETRIC MULTIPROCESSOR CONFIGURATION (a=2). 

 
 

When running two SPEC-OMP benchmarks 

concurrently as in Fig. 6, compared with running the 

benchmarks sequentially only one application at a time, 

throughput increases by 36% on average in the baseline 

scheduler, and by 38% on average on the proposed 

scheduler. In some cases, however, the “ammp” and 

“wupwise” benchmarks ran faster sequentially in the 

baseline and proposed schedulers compared to running 

concurrently. This slowdown was caused by the 

contention between the threads on the system resources. 

A scheduler that is aware of the system resource limits 

could potentially mitigate this slowdown by running only 

the threads that the system has enough resources for them 

to run. 

The throughput gains for three synthetic benchmarks 

running in parallel improved with the new scheduler by 

1% in the symmetric configuration and by 1.87% in the 

asymmetric configuration. These results were expected, 

as the measured CPU idle time in the symmetric case for 

three benchmarks was 13.62% (or 12.25% with the 

proposed scheduler) in comparison to 20% for two 

applications (or 17.2% with the proposed scheduler). 

With additional applications running in parallel, the 

average idle time decreases, leaving less room for 

improvement for our proposed scheduler. 

The jitter for the synthetic benchmarks multiplied by 

1000 is shown in Table 9, and was reduced on average by 

60% in the symmetric case and by 35% in the asymmetric 

case. The jitter, measured on five runs of “equake” and 

“art” as an example, was almost eliminated in the 

symmetric case and was halved in the asymmetric case. 

Fairness has improved as well in almost all benchmarks. 

Notably, the lower bound of fairness as measured in five 

runs of “equake” and “art” improved by 26%. 

TABLE 9. THE AVERAGE FAIRNESS AND JITTER METRICS WITH THE 

BASELINE AND PROPOSED ENVIRONMENTS FOR THE SYNTHETIC 

BENCHMARKS AND FOR SPEC-OMP (5 EXECUTIONS OF “ART” & 

“EQUAKE”). 

Benchmark Scheduler 

Symmetric 

(A=1) 

Asymmetric 

(A=2) 

Fairness Jitter Fairness Jitter 

Synthetic 

Baseline 75.9% 9.07 87.5% 38.74 

Proposed 90.7% 3.66 88.7% 25.12 

Improvement 19.5% 59.7% 1.4% 35.1% 

SPEC-OMP 

Baseline 79.6% 1.13 49.3% 1.90 

Proposed 78.5% 0.13 62.1% 0.94 

Improvement -1.4% 88.1% 25.9% 50.5% 

 

IX. CONCLUSIONS AND FUTURE WORK 

In multiprocessors running multiple multithreaded 

applications, thread scheduling may be performed based 

on the essence of the threads and on the resource 

limitations of the system. As an example, our proposed 

thread assignment mechanism examines the essence of 

the threads and favors serial phases of applications over 

parallel phases, in a first attempt to optimize multiple 

multithreaded applications running in parallel on 

symmetric and asymmetric multiprocessors.  

Detailed analysis for several multithreaded 

applications running simultaneously shows potential for 

improvements in throughput, fairness and the jitter 

metrics. In particular, when two multithreaded scientific 

applications (SPEC-OMP2001) are run on symmetric as 
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average 4% 3% 4% 1% 2% 11% 1% 3% 2% 3%

Average speedup of all dual benchmarks: 3.5%
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well as on asymmetric multiprocessors, analytical and 

experimental results show improvements in all metrics; 

the jitter in execution runtimes decreased by as much as 

88%, throughput in some cases increased by more than 

16%, and the fairness metric improved by up to 26%. 

The experiments in this paper were performed on a real 

system, using official benchmarks and a modern 

operating system (Linux kernel 2.6.18) with our 

extensions. The concepts of this work could easily be 

implemented in today’s state-of-the-art multiprocessor 

operating systems, as implemented in our experimental 

system, and could show immediate performance gains. 

Moreover, the concepts could be used in today’s grid 

architectures to better exploit the computing power of 

shared memory nodes by scheduling several 

multithreaded workloads at once. 

There are various architectural implications for this 

work. First, chip architects designing asymmetric 

multiprocessors can use the analysis presented in this 

paper for predicting the effects of asymmetry on various 

system metrics. We found that as asymmetry between the 

cores widens, fairness worsens and jitter between 

execution runtimes increases. Second, exploiting 

asymmetry requires faster thread migration techniques. A 

first step towards faster migration techniques was 

presented in this research, and future work should 

continue to explore how to react fast to the constant and 

continuous changes in the available system resources. We 

believe that in future designs, hardware may assist the OS 

in performing these migrations, as opposed to current 

designs in which the OS migrates threads without any 

hardware assistance. Third, the performance 

improvements presented in this paper for asymmetric 

structures show that asymmetry presents even greater 

performance potential over symmetric designs than 

predicted by previous research. 

Future work can extend the analysis to take into 

account the distribution of phase changing during the 

runtime of applications. Additionally, the way 

multithreaded programs were modeled in this paper, with 

either one active thread or n active threads, could be 

extended to include the whole range from one to n. Such 

extensions could consequently be used to improve system 

metrics even further, even on current symmetric 

architectures. The analysis could also be extended to 

support various configurations of asymmetric 

multiprocessors, such as more than two types of cores. 

Furthermore, the analysis could take into account 

different speedups for different applications on each core 

type. 

This work also provides insights into a multitude of 

future research issues in the area of multithreaded 

application handling in CMP. Essence of threads can be 

further explored to point out the most influential 

attributes that affect scheduling. Such attributes may 

include cache usage, memory bandwidth, dependencies 

on other threads, IO access patterns and more.  

Scheduling according to resource limitations should be 

explored further. We have shown that in some cases it is 

better to run multithreaded applications sequentially than 

to run them concurrently. Future schedulers should avoid 

scheduling threads if they will use more resources than 

are currently available in the system. This will allow 

better usage of the system resources while conserving 

power. 
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Abstract—In resource-limited environment, grid users 
compete for limited resources, and how to guarantee tasks’ 
victorious probabilities is one of the most primary issues 
that a resource scheduling model cares. In order to 
guarantee higher task’s victorious probabilities in grid 
resources scheduling situations, a novel model, namely 
ESPSA (Extended Second Price Sealed Auction), is 
proposed. The ESPSA model introduces an analyst entity, 
and designs analyst’s prediction algorithm based on Hidden 
Markov Model (HMM). In ESPSA model, grid resources 
are sold through second price sealed auction. Moreover, to 
achieve high victorious probabilities, the user brokers who 
are qualified to participate in the auctions will predict other 
players’ bids and then carry out the most beneficial bids. 
The ESPSA model is simulated based on GridSim toolkit. 
Simulation results show that the ESPSA model assures a 
higher victorious probability and superior to other 
traditional algorithms. Moreover, we analyze the existence 
of Nash equilibrium based on simulation results, thus, any 
participant who changes its strategy unilaterally could not 
make the results better. 

Index Terms—grid resource scheduling, game theory, 
extended second price sealed auction 

I.  INTRODUCTION 

The concept of grid technology originates from 
electricity grid. Idle resources in grids are connected 
through internet and grid users can access the resources 
no matter where they are. Grid system is heterogeneous, 
multi-zone managed, large-scale and distributed. 
Furthermore, grid system is concerned with a dynamic 
collection of diverse resources and services across 
multiple domains, and resources apply and demand is 
dynamic either. As resources join and exit dynamically, 
the loads of grid resources change continuously. All these 
characteristics show that grid system needs a dynamic 
and high-efficiency resources scheduling algorithm, 
which can manage dynamic resources flexibly. 

The majority of grid systems fall in the category of 
resource-rich ones, where resources compete for limited 
tasks. However, sometimes, numerous tasks are 
submitted at the same time, leading to the undersupplying 
of resources, which makes tasks compete for limited 
resources. Whether tasks compete for resources or 
resources compete for tasks, the resources providers will 
benefit from assigning resources and the thing that users 
need to do is paying for the resources. Thus, it is 
reasonable to model the resource scheduling by economic 
models. However, current literature on economic grid 
models only limits to the basic auction models where the 
bidders bid according to a single factor. Some algorithms 
integrate simple prediction methods into the bidding 
algorithms without assuring the victorious probability. 
Thus, with the increase of the complexity of grid systems, 
how to improve those simple bidding strategies, 
prediction algorithms and victorious probability is 
becoming urgent.  

This paper is an extension in terms of both theoretic 
and simulation results of our conference paper [1]. The 
major contributions of this paper are as follows.  

 To solve the task’s low victorious probability 
problems using game theory in grid resource 
scheduling situations, an ESPSA (Extended 
Second Price Sealed Auction, ESPSA) model is 
proposed in this paper. An analyst entity is 
introduced in the model to fulfill the trend that 
roles in grids are increasing dramatically. 

 The ESPSA model extends second price sealed 
auction mechanism. In the extended auction, the 
total price is sealed while keep the resource 
demand quantity unsealed.  

 This paper introduces a prediction algorithm 
based on Hidden Markov Model, improves basic 
bidding algorithms and increases participants’ 
victorious probability.  

 GridSim toolkit is utilized to simulate the 
algorithms and the existence of Nash equilibrium 
is analyzed, and then proved theoretically. 

The rest of paper is organized as follows: section II is 
the related work; section III describes the ESPSA model; 
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section IV elaborates the simulation and analyzes the 
simulation results and the computational load of the 
ESPSA, also the existence of Nash Equilibrium is proved 
theoretically in this part. Section V draws the conclusion 
and discusses about the future work. 

II. RELATED WORK 

At present, resources management and dynamic 
scheduling based on game theory is becoming a focus of 
researches in the settings of P2P, grid and cloud 
computing. A lot of work has been done by researchers, 
and it will be overviewed in this section from the 
perspective of grid and cloud computing. 

Game theoretic methods have been adopted in settings 
of cloud and grid computing. In the first place, from the 
grid computing perspective, Lei Yao and Guanzhong Dai 
(2008) [2] focus on resource-rich environment. They 
propose a method, namely GVP, which could guarantee 
resources’ victorious probabilities. In their method, 
resources win the auction by predicting other resources’ 
bids based on the mean value of historical bids. However, 
the prediction algorithm is too simple to get accurate 
predictions. Maheswaran and Basar(2003) [3] discuss a 
divisible auction and adopts a decentralized strategy, but 
users only make decisions according to resources’ 
historical load information without consideration of the 
changing trend of resources’ loads. Kwok and Song 
(2005) [4] propose a hierarchical grid model, in which 
resources are selfish. The selfishness of resources makes 
them only consider their own needs when executing 
tasks. This kind of action delays tasks’ execution even 
though the tasks could accurately predict their opponents’ 
bids. This model couldn’t guarantee tasks’ victorious 
probabilities. Bredin and Kotz (2003) [5] propose a 
resources allocation algorithm based on mobile brokers’ 
competing for resources. In this model, user brokers 
make an inaccurate prediction for resources, and they 
neglect the prediction of other user brokers’ behavior. LI 
Zhijie and Cheng Chuntian (2006) [6] propose a resource 
allocation model that uses sequential game to predict 
resource load for time optimization. In this model, user 
brokers offer their bids in sequence, causing first-mover 
advantage, which makes the model less popular in 
practical applications. Abramson and Buyya (2002) [7] 
propose grid resource scheduling model which only 
considers the relationship between users and resources 
without considering the interactions between users. Thus, 
this model is too idealized to be used in practical 
circumstances.  

Game theoretic solutions also attracted a lot 
researchers’ attention in the research area of cloud 
computing [ 8, 9, 10, 11, 12, 13, 14, 15]. Chonho, et al. 
(2010) [12] study an evolutionary game theoretic 
mechanism for adaptive and stable application 
deployment in cloud computing settings. Their algorithm, 
called Nuage, allows applications to adapt their locations 
and resource allocation to the environmental conditions in 
a cloud. Wei,G., et al. (2010) [13] consider a QoS 
constrained resource allocation problem, in which service 
demanders try to solve sophisticated parallel computing 

problem. Their solution consists of two steps. First, each 
participant solves its optimal problem independently, 
without consideration of the multiplexing of resource 
assignments. Then, an evolutionary mechanism which 
takes both optimization and fairness into account is 
designed. Rajkumar Buyya and Manzur Murshed (2002) 
[14] present a game theoretic method to schedule 
dependent computational cloud computing services and 
an evolutionary mechanism is designed. Fei and Frederic 
(2010) [15] introduce a new Bayesian Nash Equilibrium 
Allocation algorithm to solve resource management 
problem in cloud computing. Through experiments, they 
show that cloud users can receive Nash equilibrium 
allocation solutions by gambling stage by stage and the 
resource will converge to the optimal price. 

The impact of selfish behavior entities has been paid a 
lot of attention in self-organized Mobile Ad hoc 
Networks (MANNEs) and Peer-to-Peer (P2P) networks 
[16, 17, 18, 19, 20, 23, 24, 25]. In such networks, each 
node specified as player is under the authority of a self-
interested user. 

All the literatures [2-25] listed above have made 
remarkable contributions to economic resources 
scheduling and allocation algorithm in the settings of grid 
and cloud computing, but some of them have a low 
accuracy prediction method for agents to predict tasks’ 
bids. In response to these issues, a model, namely 
ESPSA, based on extended second price sealed auction 
and Hidden Markov Chain prediction method is 
proposed. In ESPSA model, a mass of tasks compete for 
limited resources, and tasks decide their best bidding 
price according to their resource demand quantities, their 
budgets and predictions of their opponents’ bids. In this 
way, the ESPSA model will guarantee the tasks a higher 
victory probability when competing for grid and cloud 
resources than other methods do in the above literatures. 

III. ESPSA RESOURCE ALLOCATION MODEL AND 
ALGORITHM 

The ESPSA model [1] is consisted of extended second 
price auction algorithm, resource broker’s algorithm, user 
broker’s algorithm with HMM. Specifically, the extended 
second price auction sealed the total price of each trade 
and unsealed the resource demand quantity. By invoking 
the extended auction, the users’ and resources’ brokers 
represent as bidders and auctioneers respectively.  

In the common second price sealed auction [22], the 
bidders only submit prices that they wish to pay to the 
auctioneer without specifying a total price or a unit price. 
The ESPSA model extends the common second price 
sealed auction by specifying that the bidders should seal 
their total price and unseal their resource demand 
quantity. Then, after each auction, the auctioneer 
announces the winners and amount of resource they 
demand. This improvement is reasonable for that the 
resource broker can attract more customers (resources) by 
announcing the amount of resources processed in each 
auction. It is also applicable to seal customers’ total price 
for privacy reason, because in some reality, the customers 
are not willing to let others know the total price they paid.  
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As Figure 1 shows, when a user wants to execute some 
tasks, it sends the task list to a user broker iUB . After 
receiving the task list, in order to be qualified to take part 
in an auction, iUB  sends an application message with its 
expected victorious probability and amount of resource 
that it demands to resource broker iRB  . If resource 
broker iRB  agrees iUB  to take part in the auction, iUB  
sends prediction request to an Analyst. On receiving the 
predictions, iUB  calculates its bid according to the 
prediction results. After that, it will send its bid to iRB . 
Finally, iRB  sends winners to iUB  and resource demand 
quantity of iUB  to information service entity.  

One of the improvements of our model is the analyst 
entity that we proposed. An analyst gets information from 
the information service entity, and provides prediction 
services to user brokers. The analyst entity’s prediction 
algorithm is based on HMM. Obviously, it satisfies the 
trend that roles in grids are increasing dramatically and 
makes the market model of grids computing much more 
practical.  

 

 
Figure 1.  ESPSA model 

The detailed user broker algorithm, resource broker 
algorithm and ESPSA prediction algorithm are described 
in section A, B and C respectively.  

A. Algorithm of Resource Broker 
As described above, ESPSA considers a resource-

limited grid model where resource brokers need to act as 
auctioneers who invoke auctions among user brokers. For 
a resource broker, if it makes a higher expected profit for 
resources, it will be favored by the resources. Thus, the 
resource broker should limit the number of the bidders in 
order to fulfill most of the bidders’ expected victorious 
probability in one round auction.  

We propose a method which classifies the bidderS  into 
two sets: u

bidderS  and v
bidderS  represent users with an 

expected victory probability which is higher or lower 
than the basic victory probability set by the model 
respectively.  

 
 
 
 
 

TABLE I.   
RESOURCE BROKER’S ALGORITHM 

Algorithm Name Resource Broker’s algorithm 
Input: A set of Bidders who expect to take 

part in the auction ( bidderS ), 
bidders’ expected victorious 

probability { }Prwin
i and bidders’ 

bids. 
Output: Messages that invoking a auction 

and winning messages. 

1.Classify the bidders into u
bidderS  and v

bidderS  according to 
the user’s task’s average tasks’  
2.Invoke the first round auction where the bidders are in the 
set u

bidderS . 
3.Waiting until received the bidding information 

( ){ },
ij ij

b d from user brokers. 

4.Calculate each user broker’s  the unit price by 

ij ij ij
r b d= . Set the user broker with highest 

ij
r  as the 

winner. 

5.Send need vector { }1 2
, , , ,

j j j ij nj
D d d d d= … … to 

Information Service Entity (shown in Figure.1). 

6.If min(Pr ) Prwin win

i RB
> . Invoke a new auction where the 

bidders are in the set v
bidderS . 

7.Else, rank v
bidderS  by the resource demand amount in 

increasing order. Add the top 1 Pr win

RB
 users to the new set 

bidderS ′ . Invoke a new auction where the bidders are the new 

set bidderS ′ . 
8.Waiting until received the bidding information 

( ){ },
ij ij

b d from user brokers. 

9.Calculate each user broker’s  the unit price by 

ij ij ij
r b d= . Set the user broker with highest 

ij
r  as the 

winner. 
10.If there were any request, then start another auction round. 
Else, exit. 

 
The number of bidders in each round should be 

calculated by Eq.(1). 

,in the 1st round auction and min(Pr ) Pr

1 Pr ,else cases in 1st round

,in the 2nd round auction

u win win
bidder i RB

win
bidder RB

v
bidder

S

n

S

⎧ >
⎪⎪= ⎨
⎪
⎪⎩

    (1) 

where Prwin
i  specifies the expected victorious probability 

of user broker iUB , and Prwin
RB  represents the basic 

victorious probability that resource broker RB  assures. 
The specific algorithm of resource broker iRB  is 

described in Table I.  

B. Algorithm of User Broker 
User brokers need to represent users to join in the 

auction for resources. Apparently, user agents with higher 
victorious probability will get more users. The analyst 
entity provides predicting services. User brokers can 
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predict other user brokers’ bids to get a high victorious 
probability by using the predicting services provided by 
an analyst.  

Specifically, a user broker calculates its primitive bid 
by Eq.(2)[1]. 

i
ib L

γ′ =                                  (2) 

Where ib′ is a user broker’s primitive bid, L  is the load 
status of the resource and iγ  is a weighting factor 
( 1, 2, , ,i i n= … … ).  

TABLE II.   
USER BROKER’S ALGORITHM 

Algorithm:  User Broker’s algorithm 
Input:  A task set T  from user. 

Output:  Bid 
i

b  
1. Firstly, user broker should apply to join in the auction. Send 
the applying request along with its expected victorious 
probability and deadline. 
2. If the user broker is divided into the urgent one, then join 
auction, go to step 3. Else, wait for the second auction, go to 
step 3. 
3.Calculate the primitive bid by Eq.(2) 
4.Send predicting request to an analyst. 

5.Waiting until received the predicting information i

pre
B −  from 

the analyst. 
6.Adjust the bid by Eq.(3). 

 
Then, iUB  sends a predicting request to the analyst 

and gets a set of other user brokers’ bids i
preB− . After that, 

iUB  adjusts its bid according to Eq.(3). 

{ }( ) { }( )max , maxi i
i pre i i pre

i

i

b B if b B
b

b else

ε α− −⎧ ′ ′∪ + > ∪⎪= ⎨
′⎪⎩

 (3) 

Where iα is a user broker’s budget in one round of the 
auction. ib is the calculated bid of a user broker. 

The user agents’ algorithm is listed in Table II. 

C. ESPSA Model’s Prediction Algorithm 
In ESPSA model, the entity of analyst based on HMM 

prediction model is introduced. In our HMM prediction 
model, we use the Viterbi Algorithm[26]. 

In HMM prediction model, hidden states couldn’t be 
got directly, but they can be deduced by observation 
sequences. In general, ( ), ,A Bλ π=  can be used to 
represent a HMM, where A represents a transition 
probability between initial states, B  represents 
observation sequence, π  represents initial states matrix. 
Given the definitions of A , B and π , the HMM can 
generate a hidden sequence: 1 2 3, , , , nO O O O O= … . 

In ESPSA model, the resource demand quantities and 
bids that are submitted by user brokers correspond to 
observation sequence and hidden states respectively. 
When an auction launched, each resource broker 

publishes its attributes, such as process elements’ 
computing capacity, load status and so on. Each user 
broker can get the attributes. And then, user brokers use 
observed resource demand quantities 

{ }1 2, , , ,j j j ij njD d d d d= … … to predict their rivals’ bids in 

next round auction: { }1 2, , , ,j j j ij njb b b b b= … … . ijd is the 

demand quantity that user broker i of resource j ,  ijb  is 
the bid price of user broker i for resource j . We take 
five bids for examples, written as level1_bidding, 
level2_bidding, level3_bidding, level4_bidding and 
level5_bidding respectively, which correspond to the 
zones of ( ]10,b , ( ]1 2,b b , ( ]2 3,b b , ( ]3 4,b b , ( ]4 5,b b , where 

kb  is a bid, 1, 2,3,4,5k = . 
At time t , for user i , its bid for resource j  is t

ijb , and 

its resource demand quantity for j  is t
ijd . Suppose that 

there were n resources in grid system, according to 
HMM, the initial states at time t are: 

( )1 2, , , , ,t t t t
i i ij instates b b b bπ = = … …                   (4) 

And at time t , the resource demand quantity matrix 
that user broker i observes other user brokers’ is: 

( )1 2, , , , ,t t t t
i i ii inB observations d d d d= = … …      (5) 

The transition matrix from hidden states at time 1t −  
to hidden states at time t  is: 

1

1
1

1

11 1

1

A = transition _ probability =  

t t
i in

t
i

t
in

b b

b

b

t t
i i n

t t
in inn

p p

p p

−

−

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

…  (6) 

The emission matrix between observation sequences 
and hidden states is: 

    11 1

1

_ 1 _

_ 1

ta_

_ probability=
t t

n

t t
n nn

obs obs n

sta

s n

p p
emission

p p

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

…
   (7) 

where t
ijp  represents the probability of obs_j when in 

state sta_i at time t , 1, 2, ,i n= … , 1, 2, ,j n= … . 
As stated above, in ESPSA model, the hidden states 

are correlated with observation states by emission matrix. 
Specifically, given the hidden and observation states 
corresponding to bidding prices and resource demand 
quantity respectively, the ESPSA can predict the user 
brokers’ bids.  
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IV. SIMULATION AND RESULTS ANALYSIS 

The GridSim toolkit [23] is utilized in the simulation 
of this paper. Resource entities, user entities, broker 
entities and information about resource demand are 
considered.  

A. Expriment Setup 
It is necessary to make some initial setting reasonable 

by training especially the parameters used in HMM. 
There exist 300 resources in the resource queue, which 
means the user brokers may take part in at most 300 
auctions. Table III lists the properties of the four 
resources. 

TABLE III.   
CHARACTERISTICS OF GRID RESOURCES IN GRIDSIM 

Name Resource 
characteristics 

PE 
number 

A PE 
MIPS 
rating 

Transmitting 
Rate 

0R  
Sun Ultra, Solaris 2 320 2000MB/s 

1R  
Sun Ultra, Solaris 4 350 2000MB/s 

2R  
Intel Pentium 
Linux 

1 370 2500MB/s 

3R  
Intel Pentium 
Linux 

3 390 2500MB/s 

 
Each gird user in this simulation has 2~ 4 tasks to 

execute on the gird and each task is with at least 2000MI 
(million instructions). In order to assure the variety of 
tasks, the size of each task is set to vary from -
10%~+10% of 2000MI.  

B. Simulation Methodology 
The simulation process consists of two phases: 

parameter training, iterative rounds of auctions.  
1) Parameter trainning. As the quality of the 

predictions depend on the model's parameters, these 
parameters have to be carefully chosen in order to 
maximize the prediction performance. We adopt Vertibi 
Training [26] which is an iterative training procedure that 
derives new parameter values from the observed counts 
of emissions and transitions in the Viterbi paths of the 
training sequences for the HMM parameters. In each 
iteration, a new set of parameter values is derived from 
the transitions and emissions in the sampled state paths 
for all sequences in the training set.  

When HMM is initialized, the Viterbi segmentation is 
replaced by a uniform observation sequence. That is, the 
segmentation is divided into N equal parts. Each iteration, 
the means and variances are estimated. The training is 
stopped after a fixed number of iterations or as soon as 
the change in the log-likelihood is sufficiently small. 

2) Equilibrium and winning probability. The winning 
probability is adopted to estimate the Nash equilibrium. 
Iterative auctions are simulated in repeated manner, and 
each round’s winning probability is recorded for future 
analysis. When the winning probabilities at Nash 
Equilibrium are available, the results are analyzed by 
payoff matrixes in subsection D.  

C.  Results 
We compare the HMM prediction model with random 

bidding model and average prediction model. And 
numerous results in predicting of bids, actual bids and 
victorious probability are stated in this section. 

 
Figure 2.   Comparison among real value, HMM prediction bids and 

Mean Value prediction bids 

 
1) Comparison between prediction models: After the 

training of data, the maximum bid value is limited to 20. 
And the amount of resources is set randomly in [0,100]. 
After 40 rounds of auctions, from Figure 2, we can 
envisage the comparison between the actual bids and 
prediction bids. It is obvious that the trend of HMM 
prediction bids approximates the actual bids most of the 
time. However, the mean value prediction [2] bids 
fluctuate without any connection with the actual bids. 
Thus, we can conclude from the results that the prediction 
model based on HMM can approximate the actual bids 
better than the prediction method adopted by [2]. 

2) Victorious probability results of a two-player game. 
Suppose that two user brokers ( 1UB  and 2UB ) are 
competing in the game. Specifically, if 1UB  adopts no 
prediction algorithm and 2UB  utilizes the HMM 
prediction method, the results after 300 rounds of 
auctions are shown in Figure 3. It can be seen from 
Figure 3(a) that 2UB  can achieve a higher victorious 
probability.  

If 1UB  adopts the mean value prediction method, and 

2UB  still uses the HMM prediction method, the results is 
depicted in Figure 3(b). It is apparent that 2UB ’s 
victorious probability still exceeds the 1UB ’s.  

3) Victorious probability results of a multi-player 
game. On the analogy of the results of the two-player 
game, we can conclude that if all the players in the n-
players game adopts the HMM prediction method, the 
victorious probabilities will converge at around 1/n. It 
means the expected victorious probabilities will be a very 
small value if a large amount of players join the auction. 
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Thus, to avoid this problem, our algorithm of resource 
broker sets the number of bidders according to Eq.(1). 

 
(a) 

 
(b)  

 
(c)  

Figure 3.  Victorious probabilities comparisons.(a) Random bidding vs. 
ESPSA model (b) Mean value prediction model vs. ESPSA model (c) 

ESPSA model vs. ESPSA model 

Specifically, In ESPSA model, the method that we 
propose classifies the bidderS  into urgent set u

bidderS  and the 
less urgent set v

bidderS . Then, according to each set, we 
propose two different rounds of auctions. The number of 
bidders in each round should be calculated by Eq.(1). So 
the resource broker limits the number of user brokers in 
each auction by this way and guarantees the high 
victorious probability.  

In order to prove the superiority of the ESPSA 
algorithms with user broker number restrictions, we made 
a comparison among actual victorious probability, 
expected victorious probability under user broker number 
restrictions  and expected victorious probability without 
user broker number restrictions. The comparison results 
are depicted as Fig.4. For easy reference, we use ESPSA-
NNres to represent the ESPSA algorithms without user 
broker number restrictions. It can be seen from Figure.4 
that the difference between expected victorious 
probability and actual victorious probability is much 
smaller in the ESPSA algorithm. In the 10th round of the 
auction, the average expected victorious probability is 0.4 
and the result by ESPSA algorithm is 0.38. However, the 
ESPSA-NNres algorithm only gets a victorious 
probability of 0.34. Moreover, in the 30th round, user 
brokers’ expected victorious probability is 0.58, the 
ESPSA’s and ESPSA-NNres’s victorious probabilities 
are 0.5 and 0.18 respectively. 

 
Figure 4.  Comparison between expected and actual victorious 

probability  

4) Resource utilization rate and execution time. By 
increasing the user brokers that take part in the GVP [2] 
and ESPSA game, the recorded resource utilization rate 
of the two algorithms are illustrated as Figure 5. It is 
worth to note that each data in Figure 5 is abtained 
through 200 rounds of auctions. From it, we can see that 
ESPSA in this paper can guarantee a higher resource 
utilization rate than GVP.  
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Figure 5.  Resource Utilization Rate of ESPSA and GVP 

From Figure 6, the algorithm execution time 
comparison between GVP and ESPSA algorithm is 
illustrated. It is obvious that the ESPSA algorithm runs 
more quickly at the most of circumstances.  

 
Figure 6.  Algorithm execution time of ESPSA and GVP 

Thus, according to the above analysis, we can see that 
the ESPSA model has higher superiority than GVP. 

D. Equilibrium Analysis 
Reference [2] utilized a mean value prediction method. 

Specifically, a player calculates his rival’s bid in the 
current round of auction by Eq.(8), 

1

1

1
1

jj i

i
b b

j

−

=

=
− ∑                          (8) 

Then, the player only needs to bid a litter higher than 
the prediction bid.  

We adopt the Cobb-Douglas production function to 
calculate the actual value (As Eq.(9) shows).  

( ) ( )( ), , 1 ln lnv T R T Rα η α α= − +          (9) 

T  represents the expected time that the user want to 
hold the resource. R  represents the amount of resources 
that users want to have. α  is a weighted factor which 
represents the preference of T  and R . η  is the profit 
that brought by the unit payoff. In the experiment, we set 

20η =  and 0.95α = . Given one user broker’s historical 
resource demand quantities, through Eq.(9), the actual bid 
can be carried out.  

By Eq.(8) and Eq.(9), the results are shown in 
Figure.2. The ESPSA algorithm performs better than the 
algorithm in [2] in approximating the actual value.  

Figure.3 depicts the victorious probability results of 
random bidding, mean value prediction bidding and 
ESPSA prediction bidding strategies. Thus, the payoff 
matrixes can be given as follows.  

 
Figure 7.  Payoff matrix 1 of a two-user game 

 
Figure 8.  Payoff matrix 2 of a two-user game 

From Figure 7 and Figure 8, it is obvious that the strict 
dominant strategy of user brokers is the ESPSA 
prediction strategy.  

In a game, if a rational user agent has a strict dominant 
strategy, it will choose that strategy. In such way, the 
game reaches Nash equilibrium. For the reason that strict 
dominant strategy equilibrium must be Nash equilibrium 
[2], the two-player game above has Nash equilibrium:  

( )* ESPSA Strategy , ESPSA StrategyS =  
From the above analysis, we can conclude that the 

ESPSA predict strategy is superior to not only random 
bidding strategy but also mean value prediction strategy. 
Thus, all the rational players will choose the ESPSA 
strategy in the auction.  

E. Computational Complexity of ESPSA 
When weighing a model or algorithm is whether 

advanced or not, the computational complexity is an 
essential factor. In ESPSA model, the whole 
computational load depends on the HMM algorithm, that 
is the load of the analyst’s calculation and prediction 
algorithm (Viterbi Algorithm). 
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The Viterbi Algorithm provides a computationally 
efficient way of analyzing observation of HMMs to 
recapture the most likely underlying state sequence [26]. 
It exploits recursion to reduce computational complexity 
and takes advantage of the context of the whole sequence 
to make judgments. In conclusion, using the Viterbi 
algorithm to decode an observation sequence (the 
resource demand quantities), the computational load will 
only be linear in T [26]. 

Thus, we can get that any users who participate the 
game using the ESPSA model will acquire the grid or 
cloud resources with high victorious probability within a 
very short time. 

F. Proof of Nash Equilibrium in ESPSA 
1) Nash Equilibrium of a Two-user Game 
In this paper’s setting, the users evaluate the value of 

an item according to the resource’s load information. If 
we assume that each resource’s load variation l  is a 
normal distribution, the payoff function of each user can 
be given by Eq.(10). 

( )1 1
1

,

1, , , ; ,

0,

i
i i

m
i

i i m i m
i

i

b if b winsl

u b b b l b if b blm
if b loses

γ

γ
=

⎧ −⎪
⎪ ⎛ ⎞⎪ ⎛ ⎞= − = =⎜ ⎟⎨ ⎜ ⎟⎝ ⎠⎝ ⎠⎪
⎪
⎪⎩

∑

    (10) 
where iγ  is a constant, m is the total number of 
participants in the game, ib is the bid price that user i 
competes for a resource, and 1,2, ,i m= … . It is common 
a same load may bring different benefit for different 
users, so the constant iγ  varies according to each user’s 
profile. L  is the load vector.  

Without loss of generality, initially, a game, in which 
two users (that is 2m = ) compete for one resource, is 
considered in the proof of Nash Equilibrium. Suppose 
that the strategies set of the users is { }1 2,B B , and each 
user’s bidding function is strictly increasing. If given user 
1’s bid, user 2’s payoff function is  

( )

2
2 2 1

2
2

2 1 2 2 1 2
1

2 1

,

1, ; ,
2
0,

i

b if b bl

u b b l b if b bl

if b b

γ

γ
=

⎧ − >⎪
⎪ ⎛ ⎞⎪ ⎛ ⎞= − =⎜ ⎟⎨ ⎜ ⎟⎝ ⎠⎝ ⎠⎪
⎪ <
⎪⎩

∑       (11) 

To prove the existence of Nash Equilibrium, firstly, 
user 2’s best response function need to be derived if 
given user 1’s bid.  
Lemma 1. Given user 1’s bid strategy 1 1b B∈ , user 2’s 

best response is ( ) 2
2 2b l c l

γ= . 

Proof. Suppose that user 2’s probability density function 

is ( )f l
γ  (for the ease of proof, we suppose i

i l
γη = , 

1,2i = ), user 2’s winning probability is  

( ) ( )( )
( )( )

( )
1

2 1 1

1
1 1

1 1

win

b

P b P b b

P b b

f d
η

η

η

η η

−

≤

= ≤

= ≤

= ∫

                     (12) 

where 1
1b−  is the reverse function of user 1’s biding 

function. In order to win, user 2 has to find a optimal 
strategy in strategy set 2B . So, this problem can be 
modeled by a non-linear programming problem 
represented by Eq.(13). 

( ) ( )( )

( ) ( ) ( )

2

1

2 2 2 2 2 2 2

1 1 2 2 1 1 2 2

max

. .

win

b

b

f P b d

s t

b f f d d
η

η η η η

η η η η η α
≤

≤

∫

∫ ∫
           (13) 

where 2α represents the budget of user broker 2 in a round 
of one auction. 

It can be solved by a Lagrange multiplier. Then, we get 
Eq.(14). 

 
( ) ( )

( ) ( ) ( )( )
( )( ) ( ) ( )

1

1

1

2 2 2 1 1 2

2 1 1 2 2 1 1 2 2

2 2 1 1 1 1 1 2 2 2

b

b

b

f f d d

b f f d d

b f d f d

η

η

η

η η η η η

λ η η η η η α

η λ η η η η η

≤

≤

≤

−

−

⎡ ⎤= − ⋅ ⋅⎢ ⎥⎣ ⎦

∫ ∫

∫ ∫

∫ ∫

(14) 

It is obvious that, if the Eq.(14) gets maximum value, 
the objective of Eq.(13) gets its optimal value. Therefore, 
when ( )2 2 1 1 0bη λ η− ⋅ = , the maximum value can be 

achieved. So, 2

2
optb η

λ= . From 2
2 l

γη = , we get 

2

2
optb l

γ
λ= . Suppose 2

2

1c λ= , it is easy to get 

( ) 2
2 2b l c l

γ= .                        ■ 

Given user 2’s best response, the existence of Nash 
Equilibrium can be derived. 
Theorem 1. In the ESPSA scheduling model with two 
users, there exists Nash Equilibrium.  
Proof: According to the Nash Existence Theorem [10, 11, 
12], if each user’s strategy space is non-empty, closed 
and bounded convex set in Euler space and the payoff 
function is continuous, quasi concave function, there 
exists a pure Nash Equilibrium.  

From the assumptions of ESPSA model, the strategy 
sets 1B  and 2B  are non-empty, closed and bounded. 
According to Eq.(10), the payoff function is continuous 
in its domain. From Lemma 1, it is obvious that the best 

response, ( ) 2
2b l c l
γ= , is convex under its domain. 

Thus, payoff function is quasi concave [13].              ■ 
From the above prove, Nash Equilibrium exists in 

ESPSA model of two users.         
2） Nash Equilibrium of N-winners Game 
In the above section, we proved the existence of Nash 

equilibrium of two users for one auction. However, a 
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more realistic grid or cloud scheduling scenario setting is 
that multiple winners are allowed in one auction. It is 
because one resource always consists of several 
machines. Thus, in this section, we give a definition of 
the n-winner game and then propose a similar method of 
proving the Nash Equilibrium existence of a game. 

Given user broker i’s bidding strategy i ib B∈  and the 
strategy of user brokers except user broker iUB  is  

i ib B− −∈ , 1, 2, ,i m= … . User brokers aim to maximize 
their own expected benefit, while satisfying their budgets. 
Thus, the payoff function of user broker i can be written 
as Eq.(15).  

( ) ( )
( )

1 2

1 2

, max , , ,
, ;

0, max , , ,

i
i i n m

i i i

i n m

b b b b blu b b l
b b b b

γ
−

⎧ − ∈⎪= ⎨
⎪ ∉⎩

…

…
        

(15) 
where n is the number of winners, and we use 

( )1 2max , , , , 0n mb b b n m< ≤… , to represent the top n 

bids in { }1 2, , , mb b b… .  
Lemma 2. Given the payoff function of each user broker 
and the bidding strategy of other user brokers ib− , in the 
n-winners ESPSA game, the best bidding strategy of a 

user broker i is in the form of i
ib c l

γ= , where c  is a 

constant.  
Proof: The strategies for user broker i  can be represented 
as the set of bidding functions { }1 2 3, ,i mB b b b b= . In 
order to prove the existence of Nash Equilibrium, the 
form of response correspondence of each user broker 

( )b ⋅  has to be derived.  
Given all the other user brokers’ (except user broker i ) 

bid ib− , the expected payoff of user broker i  is: 

( )( )1 2Pr max , , ,i
i i i n mu b b b b bl

γ= − ⋅ ∈⎡ ⎤
⎢ ⎥⎣ ⎦

…    (16) 

where ( )( )1 2Pr max , , ,i n mb b b b∈ …  is the probability of 

ib  in the set of top n bids. i
ibl

γ −⎛ ⎞⎜ ⎟
⎝ ⎠

 represents the net 

payoff of iUB  when it wins the game. Let nω  be the set 
of winners, and 

inω
−

 be the n winners without the 

participation of  iUB . It is obvious that the bid of iUB  
only needs to be greater than the least one in the set 

inω
−

. 

Thus, we use ( )iLeastb ω−
 to represent that user broker. Thus, 

to win the game, user broker i’s bid only need to be 
greater than ( )iLeastb ω−

. For the sake of simplicity, that user 

broker is represented by LUB  and its bid as Lb . Thus, 

iUB ’s optimal bidding function can be represented by 

( )

{ }2

max Pr

. .
Pr

i
i i L ibi

L L i

u b b bl
s t
b b b w

γ⎡ ⎤= − ⋅ <⎢ ⎥⎣ ⎦

⋅ < ≤

         (17) 

ESPSA is an extended version of second sealed price 
sealed auction. It allows multiple winners and the 
payment of a winner k  is the least winner’s bid without 
the participation of the user broker k . Then, the payment 
of user broker i is Lb  as the constraint term of Eq. (17) 
shows.  

By applying the similar method, we can derive the 
result. The analysis is omitted for briefness.                ■ 
Theorem 2: A Nash Equilibrium exists in the ESPSA 
game { } ( ){ }, ,i iG m S u⎡ ⎤= ⋅⎣ ⎦  with { }iS  and ( )iu ⋅  defined 
above.  
Proof: The proof can follow the steps of Theorem 1 to 
show the existence of Nash equilibrium. For the sake of 
briefness, we omitted them here.                                    ■    

V. CONCLUSION AND FUTURE WORK 

The ESPSA model is proposed in this paper and the 
model focuses on the resource allocation problem in grids 
and cloud computing. Firstly, we designed the 
interactions procedures between different entities in the 
ESPSA. Then, the algorithms of user and resource 
brokers are proposed. Specifically, in order to assure the 
victorious probability of each user broker, we introduce a 
bidder number restriction method in the resource broker’s 
algorithm. Moreover, the user broker gets prediction 
information from the analyst who adopts the HMM 
prediction model. Then, based on the prediction results, 
the user broker carries out its bid. Simulation results 
show that, the ESPSA algorithms bids performs better in 
the approximation to actual bids than random bidding and 
mean value predict strategy. What’s more, we analyzed 
the existence of Nash equilibrium based on the simulation 
results and the computational load of the ESPSA model. 
Lastly, we proved the existence of Nash equilibrium of 
the ESPSA model with two participants and multi- 
participant theoretically.  

It is worthwhile to note that the ESPSA model is much 
more applicable than some basic auction models. 
However, the network delay, fraud user, reliability of 
resources problems are not considered in this paper. 
Thus, how to make the model realistic, fulfill the QoS 
requirements of users and improve the resource 
scheduling algorithms form the next step of our work.  
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Abstract—A generic analytical performance model of single-
channel wormhole routers is presented using the M/D/1/B 
queuing theory. Compared with previous work, the flow-
control feedback mechanism is studied in detail, and a 
computing method bases on Markov chain for the flow-
control feedback probability is proposed. Compared with 
BookSim, a well-known cycle-accurate Network-on-Chip 
(NoC) simulator, this model presents accurate results on key 
metrics: the average relative error of flow-control feedback 
probability is about 7.87%. In addition, based on the model 
of single-channel routers, the asymmetric multi-channel and 
symmetric multi-channel structured routers are both 
modeled respectively.  
 
Index Terms—Network-on-Chip; Markov chain; queuing 
theory; performance analysis 
 

I.  INTRODUCTION 

Networks-on-Chip (NoC) [1][2] has been proposed as 
a solution for addressing the design challenges of high 
performance nano-scale architectures by separating the 
on-chip communication from computing and storage. 
Connecting components through an on-chip network has 
several advantages over dedicated wiring, potentially 
delivering high-bandwidth, low-latency, and low-power 
communication over a flexible, modular medium. 

Wormhole-routing [3][4] is a system of simple flow 
control in NoC based on fixed links, which makes 
message latency almost independent of the inter-node 
distance in the absence of blocking. In wormhole routing, 
network packets are broken into small pieces called flits. 
The first flit, called the header flit holds information 
about this packet's route (namely the destination address) 
and sets up the routing behavior for all subsequent flits 
associated with the packet. The head flit is followed by 
zero or more body flits, containing the actual pay load of 
data. The final flit, called the tail flit, performs some 
bookkeeping to close the connection between the two 

nodes. If the header is blocked, the data flits are blocked 
behind it occupying all the channels and buffers already 
taken [3]. 

Moreover, the routing algorithm defines how to 
transfer a message through a network path. A key issue 
for any routing algorithm is deadlock-free. Now 
deterministic routing for deadlock prevention is widely 
employed [3]. 

Currently, many NoC designs are based on the 
simulation method. However, simulation is a time-
consuming procedure, especially within the large design 
space. Therefore, system designers have to choose limited 
assessment in the design space and then cannot get the 
optimized results usually.  

Another approach is utilization of an analytical model 
of the system which is the most cost-effective tool for 
performance evaluation. Several analytical models of 
deterministic routing in wormhole-routed mesh-based 
networks, e.g. hypercube and tori, have been reported. 

Ref.[5] introduces a probability model for wormhole 
network. Ref.[6] is restricted to the k-ary n-cubes  
topology while [7] is only adapted by the hypercube. 
Ref.[8] presents a performance model based on some 
queuing theory, but it only can apply to the switched 
network. Ref.[9] presents an analytical performance 
evaluation method for the general wormhole-routing NoC 
architectures. It analyses different reasons for blocking 
network packets in the router buffer, but does not 
consider the flow-control feedback mechanism, which is 
caused by the fullness of the input queue of the 
successive router. Ref.[10], based on the same 
assumptions of [9], provides a novel method: the 
numerical analysis and iterative computation is used to 
estimate the NoC performance.  

Moreover, several models for adaptive wormhole 
routing have been introduced for the torus and hypercube 
[11][12][13]. 

This paper presents a generic analytical performance 
evaluation approach of NoC design. Different from the 
previous work, the flow-control feedback probability 
between adjacent routers is considered meticulously, 
which is the important indicator of the buffer utilization 
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and network traffic. And how to extend the single-
channel model to the model for multi-channel routers is 
also presented. 

In summary, this paper gives the following 
contributions: 

1) A general analytical model of wormhole routers 
with single channel is proposed, which supports arbitrary 
network topologies, the deterministic routing algorithm, 
arbitrary packet / buffer lengths, and so on.  

Based on the router model, the computing method of 
flow-control feedback probability using the Markov chain 
is presented in detail. 

2) Based on the performance model of the single-
channel router, the asymmetric multi-channel and 
symmetric multi-channel structured routers are both 
modeled respectively. Multi-channel structures can 
improve the communication performance significantly. 

3) The accuracy of this approach is validated through 
the comparisons with a well-known cycle-accurate 
simulator, BookSim [14]. 

The remaining of this paper is organized as follows. 
Section 2 introduces the related work on performance 
modeling. Section 3 gives our modeling assumptions. The 
model for single channel routers is presented in the next 
section and the multi-channel versions are presented in 
Section 5. Experimental results are given in Section 6; the 
conclusion and future work are introduced at last. 

II. RELATED WORK 

Ref. [5] develops a model of a single wormhole router, 
which is based on the probability analysis rather than 
queuing theory. The model is evaluated through a series 
of flit-level simulations. Moreover, how to extend the 
model to networks of routers is also discussed. 

Ref. [6] analyzes communication networks of varying 
dimension under the assumption of constant wire 
bisection. Models of the latency, average throughput, and 
hot-spot throughput of k-ary n-cube networks are 
presented. 

Ref. [7] proposes a general analytical model to predict 
message latency in wormhole-routed k-ary n-cubes with 
fully adaptive routing. The analysis focuses on a widely-
accepted fully adaptive routing algorithm. 

A system-level buffer planning algorithm is given in 
[8]. Using this algorithm, the buffer depth for each input 
channel in different routers across the chip can be derived 
to optimize the overall performance, given the traffic 
characteristics of the target application and the total 
budget of the available buffering space. 

Ref. [9] presents a generalized router model and then 
utilizes this model for doing NoC performance analysis. 
The proposed model can be used not only to obtain fast 
and accurate performance estimates, but also to guide the 
NoC design process within an optimization loop. 

Ref. [10] also presents a generic analytical method to 
estimate communication latencies and link-buffer 
utilizations for a given NoC architecture. The accuracy of 
this method is experimentally compared with the results 
obtained from Cycle-Accurate SystemC simulations. It is 
based on the same assumptions of [9], providing a novel 

method: the numerical analysis and iterative computation 
is used to estimate the NoC performance. 

III.  ASSUMPTIONS OF ROUTER MODELING 

A.  NoC Router 
An illustration of the router structure is presented in 

Fig.1. 

Figure 1. The structure of a router 
We assume that a wormhole router contains w ports 

and adopts a deterministic routing algorithm (like X-Y 
routing). The local port is regarded as the same as others; 
each port is associated with a single input buffer (single 
channel; how to model the multi-channel structure is 
discussed in Section V). Input buffers are abstracted as 
groups of FIFO. 

The crossbar switch can be configured to connect any 
input buffer of the router to any output channel, but under 
the constraints that each input is connected to at most one 
output, and each output is connected to at most one input. 
The tasks of resolving all the potential requests to the 
crossbar and other shared resources of the router fall onto 
the switch allocator. 

Before transfer, data packets are divided into small 
pieces, called flits. The header flit holds destination 
information to set up the transfer channel for all 
subsequent flits of the same packet. 

 The router also implements flit-level flow control: the 

TABLE I.   
PARAMETERS OF THE MODEL 

Symbol Description 

w Number of ports of a router 

B Length of the input buffer 

T Service time of a packet, which does not include the 
waiting time in the queue 

P Packet size (in flit) 
 

sH  

Service time of the header flit, or the time of the header 
flit going through the router (without the waiting time). 
It is also the number of pipeline stages of a router 
because of Assumption 4. 

(i, j) Port j ( wj 0 ) at Router i. 

O
u

tp
u

t C
h

a
n

n
e

ls

Crossbar

Routing Logic

Switch 
AllocatorInput 

Buffer
Input 

Channel-1

Input 
Channel-w

Flow Control

Flow Control

Flow Control

JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012 77

© 2012 ACADEMY PUBLISHER



input queue capacity is limited, so if any input queue of a 
router is full, its upstream router will stop transmitting. In 
the previous work, flow-control feedback is less involved 
or even ignored. 

For the detailed workflow of a wormhole router, please 
refer to [15]. 

B.  Modeling Parameters 
As in [9][10], the router model introduces the 

following hypotheses.  
1) Network traffic is generated from all nodes 

uniformly and follows the Poisson process, which implies 
that packet-arrival events occur continuously and 
independently of one another. 

2)  Packet destinations are equally distributed across 
the network nodes following a uniform traffic pattern. 

3)  Traffic sinks consume the incoming packets with 
the constant rate of one flit per cycle. 

4)  A pipeline stage of a router can deal with one flit 
per cycle, too. 

5)   Input buffers of any router have finite capacity. 
6)  When the system achieves asymptotic stability, the 

service time of packets is approximately equal to a 
constant value.  

Some parameters of the model are listed in Table 1. 
Then, we have (1) because of Assumption 4. 

                                  PHT s                                (1) 

IV.  ANALYTICAL MODEL OF SINGLE-CHANNEL 
ROUTERS 

A. Analysis of waiting time in the input queue 
This section focuses on modeling a single-channel 

router as a set of first-come first-serve buffers connected 
by a crossbar switch to analyze the average waiting time 
that an incoming packet spends in the queue. 

jiT , denotes the average time in the queue of (i, j ). It 
is composed of the following three parts as described in 
[9]: 

1) Service time of the packets already waiting in the 
same buffer; 

2) The residual service time seen by an incoming 
packet; 

3) The packets waiting in other buffers of the same 
router and served before the incoming packet. 

As stated in [9], the traffic rate at (i, j), ji, , can be 
computed by (2). 
             

 


s d

dsji jidsRx ),,,(,,      (2) 

   Here dsx ,  represents the traffic rate from source router 

s to the destination d, and ds,  indicates the path from s 
to d. R is the indicator function that returns 1 if the path 
goes through (i, j), and returns 0 otherwise. 
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I. The first part 

Suppose the average number of packets in the input 
buffers of router i is a vector, N. 

       1 2, ,..., T
wN N N N .          (4) 

Then, the average number of packets waiting in port j 
is jN . And the average waiting time for incoming 

packet is jNTE )( , where )(TE  indicates the mean 
of service time. 
II. The second part 

If incoming packet mp  arrives at the top of the input 

queue while some other packet np is being serviced, then 

the residual service time mR  for mp  is the time left for 

the packet np  to finish its service. 
To simplify the analysis, the concept of mean residual 

service time )( , jiR  is used. It is the average value of 
service time for all packets, as well as a function of the 
traffic rate and service time. When the system reaches the 
asymptotic steady-state, the following equation represents 
its value: 

)(
2
1)( 2

,, TER jiji   .                (5) 

where )( 2TE is the second moment of service time. 
III. The third part 

In [9][10], both Part 1 and 2 have been analyzed 
completely. But for Part 3, they do not consider the flow-
control feedback. Therefore, we focus on this issue. 

In detail, when a head flit intends to go to the specific 
output port, it has to compete with all other flits applying 
for the same direction. Moreover, another necessary 
condition for any winner to continue is that the input 
queue of the downstream router is not full, which is 
called the flow-control feedback.  

Then, a packet transmitted from ),( ji to 
),1( ki  consists of two processes: competition and flow-

control.  
Suppose kjiF ,, is the probability of the header flit 

transmitted from ),( ji to ),1( ki  , and kip ,1  is the 
flow-control feedback probability produced from 

),1( ki  and kjif ,, is the competition probability of the 
header flit. Then we have: 

                                                    
)1( ,1,,,, kikjikji pfF  .                  (6) 

kji ,,  is the traffic rate from ),( ji to ),1( ki  and we 
get 




 w

l
kli
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kjif

1
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 .                             (7) 

qjic ,,  denotes the competition probability of the 
header flits in (i, j) and (i, q) transmitting to the same 
input port of Router (i+1).  
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We have qjic ,, = 1 if j=q.  

If pqj  ,1 and qj  , we can get 

2
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,,,,
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,,,, )1( kikqi
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kjikqi
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k
kjiqji pffFFc 






    (8) 

Therefore, the blocking delay caused by packet 
competitions and flow controls can be denoted by (9). 
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Summing up the three parts, we obtain the average 

waiting time of an incoming packet buffered in (i, j). 

jiT ,  = )(
2
1)( 2

, TENTE jij   

     






w

jqq
qkikqi

w

k
kji NpffTE

,1

2
,1,,

1
,, )1()(    (10) 

To calculate ,i jT , it is necessary to computer the flow-

control feedback probability, kip ,1 .
 

B. A computing method of flow-control feedback 
probability 

 When the system arrives at the asymptotic steady-state, 
the service time of packets can be regarded as the mean 
value, )(TE . In general, we consider the flow-control 

feedback probability kip ,1 of the input queue at (i+1, k). 

In this figure, kip ,1  is produced by (i+1, k) with the 

arrival rate kji

w

j
kjif ,,

1
,, 



and the service rate
)(

1
TE

. 

 
Figure 2.  State transition diagram for M/D/1/B queue 

 
 Using Markov chain to analyze the changes of flits in 

the input queue, the state transition diagram for the queue 
is shown in Fig.2 and the state transition matrix can be 
written as follows. 
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According to the state transition diagram, we get the 
equilibrium distribution vector, 

kis ,1  =  TBkikiki sss ,,11,,10,,1 ,...,,  ,      (15) 

where  1
1

,,1 




B

n
nkis                       (16) 

In (15), nkis ,,1  is the probability of the state having n 

flits filled in the input queue of ( 1, )i k+ and 0,,1 kis  is 

the probability of an empty queue; Bkis ,,1 is the 
probability of a full queue, which can be called the 
probability generating the flow-control feedback from 
(i+1, k). 

The difference equations for the state transition 
distribution vector can be written as follows. 

01,,10,,1   kiki SS                       (17)                     
(15    0)( 1,,1,,11,,1   nkinkinki SSS   

 (0 < n < B)                                                         (18) 
 
Then, the solution of the above difference equations 

can be gotten as 

)0()( 0,,1,,1 BnSS ki
n

nki   
    (19) 

We define the duty factor of the system as 
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where 
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Now, we get  
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And then we have 
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V.  ANALYTICAL MODEL FOR MULTI-CHANNEL 
STRUCTURES 

As the increase of network traffic, the waiting time of 
packets in the input queue of single-channel routers 
increases, which results in longer transmission delay. To 
solve this problem, there are two ways: reduce the packet 
arrival rate and improve the service rate. At present, NoC 
routers usually adapt multi-channel architecture to 
achieve the two functions.  

Ref. [16] has classified multi-channel routers into two 
categories: the asymmetric multi-channel and symmetric 
multi-channel structures. Both are modeled based on our 
above-mentioned work. In [16], the flow-control 
feedback possibility is computed based on the M/G/1 
queue theory, while we calculate the possibility based on 
the M/D/1/B queue theory and the Markov chain.  

A. Two typical multi-channel NoC routers  

 
(a)  asymmetric multi-channel structure 

 
(b) asymmetric multi-channel structure 

Figure 3.  Multi-channel structure NoC rouetrs 
 
Fig.3(a) shows the asymmetric multi-channel 

structure: each input port is associated with p channels 
which match different output ports respectively; in 
another word, each channel matches only one output port 
and different channels match different output ports 
respectively. Flits select output direction according to 
their own routing information. Then the traffic is divided 
into different channel queues for transmission, thus the 
arrival rate for each buffer is reduced and the service rate 
is also improved. 

Fig.3(b) shows the symmetric multi-channel structure: 
each input port is also associated with p channels, and 
each has the same function. The incoming packet select 
virtual channel with the same probability 1/p. Different 
from the asymmetric, here each channel can match any 
one of output ports.  

In the symmetric structure, the traffic is divided into 
several groups with same probability, and then each 
channel send the transmission request to the 
corresponding output port. If the current packet fails in 
the competition and is being blocked, the subsequent 
packets to the same output port can enter the other 
channels for transmission. The structure can also reduce 
the arrive rate and improve the service rate.  

B. Analytical model for multi-channel structure 
I. Analytical model for asymmetric multi-channel 
structure 

 

 
Figure 4. Arbitration model of asymmetric multi-channel structure 

 
Assuming each input port of an asymmetric multi-

channel router is associated with p channels. For example, 
for the 2D-mesh topology, each input port has five 
channels and each is connected to one of the five 
different output directions; the traffic transmission is 
illustrated in Fig.4. In this structure, the flits in the queue 
only compete with the flits with the same transfer 
direction from other input ports. For example, the flits in 
channel 

1,2V only compete with the flits from channel
1,1V , 

1,3V ,
1,4V , and 

1,5V . Different from the single-channel 

structure, the flow-control occurs only if all five channels 
of the corresponding downstream router are fulfilled.  

, , ,i j k kl represents the traffic rate from the channel k 

(1 k p£ £ ) of (i, j), which can be computed by (24). 

, , , , ( , , , , ) ( , , , )i j k k s d
s d

x R s d i j k S s d k kl
" "

= ´ ´åå
  

(24) 

Similar with (2), here R is the indicator function that 
returns 1 if the path goes through the k channel of (i, j), 
and returns 0 otherwise. Function ( , , , )S s d k k  returns 1 

80 JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012

© 2012 ACADEMY PUBLISHER



if and only if the flits in the channel k will be sent to 
output port k, otherwise it returns 0. Because the flits in 
each input channel k can only be sent to the output port k, 
we have ( , , , ) 1S s d k k = . 

The analysis of waiting time in the input queue k of (i, 
j) also includes three parts. The first and the second parts 
are similar with the single-channel structure. We focus on 
the third.  

Suppose , , ,i j k kF is the probability of the header flit 

transmitted from the channel k in ),( ji  to ),1( ki  , 

kip ,1  is the flow-control feedback probability produced 

from ),1( ki  and , , ,i j k kf is the competition probability 
of the header flit. We have  

, , , , , , 1,(1 )p
i j k k i j k k i kF f p += ´ -

     
            (25) 
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, , ,
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1
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l
=
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å

                       

(26) 

, , ,i j q kc  denotes the competition probability of the 
header flits in the channel k of (i, j) and (i, q) transmitting 
to the same input port of router (i+1).  

We have , , ,i j q kc = 1 if j=q.  

If pqj  ,1 and qj  , we can get 

, , , , , , , , ,

2
, , , , , , 1,

1 ( )
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i j q k i j k k i q k k

p
i j k k i q k k i k

c F F

j q
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= ⋅

ì =ïï=íï - £ £ ¹ïî                                               
(27) 

Therefore, the blocking delay caused by packet 
competitions and flow controls happened in the two 
channels of (i, j) and (i, q) can be denoted by (28). 

, , , ,
1,

2
, , , , , , 1, ,

1,

( )

( ) (1 )

p

i j q k q k
q q j

p
p

i j k k i q k k i k q k
q q j

E T c N

E T f f p N

= ¹

+
= ¹

= -

å

å
  

(28) 
Summing up the three parts, the average waiting time 

of an incoming packet buffered in channel k of (i, j) is: 
2
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           (29)

 

where , (1 , )q kN q k p£ £  stands for the average 
number of flits in the channel k of (i, q).  
 
II. Analytical model for symmetric multi-channel 
structure 

Routers can also adopt symmetric multi-channel 
structure. Each input port is associated with p channels. 
The incoming packet selects any virtual channel with the 
same probability, 1/p. Still taking the 2D-mesh topology 
as the example, each input port has five channels, the flits 
select a virtual channel with the probability of 0.2, and 
each channel can send flits to arbitrary output port. It 
means that any output port can receive the flits from all 
25 channels.  

The traffic transmission is shown in Fig.5. Compared 
with the asymmetric structure, the transfer principle is the 
same, but the flow-control probability is different. 
 

 
Figure 5. Arbitration model of symmetric multi-channel structure 

  
  , , ,i j k hl presents the traffic rate from channel k of 

( , )i j to output port (1 )h h p£ £ , then we have  

, , , ,
( , , , , ) ( , , , )

i j k h s d
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p

l
" "
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(30)
 

Here, R is the indicator function owing the same 
meaning of the asymmetric version. Function S returns 1 
if and only if the flits in the channel k will be sent to 
output port h, otherwise it returns 0. 
    The analysis of waiting time in the input queue k of (i, 
j) still includes three parts. The first and second parts are 
the same with the asymmetric multi-channel structure. 
We also focus on the third part and we have 

, , , , , , 1,(1 )p
i j k h i j k h i hF f p += ´ -

         (31) 
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Here F, f, and p have the same meanings of the 
asymmetric model. 

Similarly, , , ,i j q kc  denotes the competition probability 
of the header flits in the channel k of (i, j) and (i, q) 
transmitting to the same input port of Router (i+1). 

If j q= , we have  

2
, , , , , , , , , , , , , , , , 1,

1 1

(1 )
p p

p
i j q k n i j k h i q n h i j k h i q n h i h

h h

c F F f f p+
= =

= = -å å
(33) 

If j q¹ , we have 
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    Then, the blocking delay caused by packet 
competitions and flow controls can be denoted by (35): 
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(35) 
And the average waiting time is, 
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VI. EXPERIMENT RESULTS 

A. Test method 
A well-known, third-party NoC simulator, BookSim, 

is used to validate the accuracy of the proposed single-
channel model. Originally developed for and introduced 
by the  Principles and Practices of Interconnection 
Networks book [15]. BookSim’s functionality has been 
continuously extended. We use BookSim 2.0, which 
supports a wide range of topologies, provides diverse 
routing algorithms and includes numerous options for 
customizing the router’s micro-architecture.  

BookSim cannot provide the flow-control feedback 
probability as a result directly; therefore we employ the 
following method: 

At each simulation cycle, we record the flit number of 
any input queue; when an input queue is full, the flow 
control signal is regarded as issued till there is some free 
space. Then, the probability can be computed. 

 

In this experiment, we adopt the XY deterministic 
routing and a 5x5 2D-mesh network. The observed results 
are obtained by simulating 7102 cycles after a warm-
up phase of 7102 cycles, and then compared with 
analysis results. The performance of our model is 
analyzed under uniform traffic patterns, where any node 
transfers packets towards the destinations with equal 
probability. 

The injection rate is specified in packets per cycle. For 
example, the injection rate is 0.25, which means each 
node injects a new packet every four cycles.  

The error between the analytical results testV  and 

simulation results simV is calculated by the following 
equation. 

100%sim test

sim

V V
Err

V


   

B. Accuracy validation for the computing method of 
flow-control feedback probability 

In this section, we focus on the influence of input 
buffer size (B), number of pipeline stages ( sH ) and 
packet size (P) on the flow-control feedback probability.      

Simulation results in Fig.6 reveal that for the different 
design parameters, the trend of flow-control feedback 
probability is roughly similar: increasing slowly, 
increasing rapidly and tends to balance with the increased 
injection rates.  

Our proposed analysis model tallies closely with the 
simulation results. When the injection rate increases to a 
certain extent, the traffic rates are much higher and buffers 
become full frequently. Therefore, the flow-control 
feedback probability increases significantly. If the rate 
increases continually, the network will be gradually 
saturated and lead to the equilibrium of flow-control 
feedback probability.  

In detail, as Fig.6(a) shows, when the injection rate lies 
between 0.008 and 0.032, the probability changes sharply; 
as the injection rate continues to increase, the probability 
remains steady. The analysis results track the simulated 
closely and the mean error is 8.65%. 

Comparing Fig.6(b) with 6(a), we can see that, when 
the rate is 0.016, the probability reaches steady. The 
mean error is 7.83%.  

With the different packet size, the probability of flow-
control feedback slightly changes, but the saturation point 
and the overall trend are similar, as shown in Fig.6(a) and 
3(c). In Fig.6(c), the mean error is 6.22%. 

As Fig.6(d) shows, when the input buffer size is 8, the 
probability is smaller than the other situations with low 
injection rates. It increases sharply to be steady as the 
injection rate lies between 0.016 and 0.032. We conclude 
that input buffer size is one of the most important factors 
which impact the probability as expected. The mean error 
is of 8.78%. 
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In summary, the computing method achieves a mean 
error of 7.87%, compared with the cycle-based simulation. 

VII.  CONCLUSION  
A router model for NoC performance analysis is 

presented, which uses the M/D/1/B queuing theory to 
analyze various packet blocking-conditions. In addition, 
considering the effect of flow control to increase the 
blocking possibilities, a computing method of the flow 
control probability is proposed.  

Experimental results show that the average error of the 
computing method for flow-control feedback probability 
is 7.87%.  

In addition, we give the extended models for routers 
with multi-channel structure. Future work will refine the 
models and give their validation. 
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Figure 6. Flow-control feedback probability with different parameters 
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Abstract—Peer-to-peer (P2P) applications generate a large 
volume of traffic and seriously affect quality of normal 
network services. Accurate identification of P2P traffic is 
especially important for network management. The simplest 
method is based on port mapping. But dynamic port 
technique makes it ineffective. Signature-based approach is 
useless when facing encrypted traffic. Recently, some 
approaches use more complex machine learning and data 
mining algorithms relying on flow statistics or host 
behaviors. Due to the sophisticated algorithms, they need a 
time-consuming process for training or calculating, they can 
hardly be used in real-time identification. In this paper, we 
propose a cocktail approach consists of three sub-methods 
to identify BitTorrent (BT) traffic. We apply application 
signatures to identify unencrypted traffic. And for those 
encrypted flows, we propose the message-based method 
according to the features of the message stream encryption 
(MSE) protocol. At last, we propose a pre-identification 
method based on signaling analysis. It can predict BT flows 
and distinguish them even at the first packet with SYN flag 
only. And we use modified Vuze clients to label BT traffic in 
real traffic traces, which help us to make high accuracy 
benchmark datasets to evaluate our approach. The results 
illustrate the effectiveness of our approach, especially for 
those un- or semi- established flows, which have no obvious 
signatures or flow statistics. 
 
Index Terms—Peer-to-peer, traffic identification, 
application signature, message stream, signaling analysis, 
benchmark dataset 
 

I.  INTRODUCTION 

In recent years, P2P protocol is widely used in many 
network applications, which generate 50-70% of the 
Internet traffic [1]. They greatly consume network 
bandwidth and seriously affect QoS of normal network 
activities. Thus, accurate identification of P2P traffic is 
especially important for network management and traffic 
optimization. But, P2P traffic is more difficult to be 
identified because of its quite different communication 

model. Furthermore, some newer-generation P2P 
applications apply various strategies to avoid detection, 
such as masquerade, obfuscation and encryption.  

To identify the traffic of P2P applications, the simplest 
method is port-mapping on transport-layer. However, it 
becomes less accurate and ineffective, since P2P 
applications do not rely on those well-known ports 
anymore, and usually use dynamic port numbers. Another 
method is payload-based analysis, which searches packet 
payload for the application signatures or the sharing data 
blocks by TCP/UDP flows. But, this method is 
ineffective in identifying encrypted P2P traffic. Recently, 
some researchers try to use machine learning algorithms 
to identify P2P traffic with flow statistical information. 
But different flows, such as TCP and UDP, may have 
different statistical characteristics. And the statistical 
characteristics may be unstable because of the dynamic 
network situation. Instead of analyzing individual flows, 
a new method is based on the patterns of host behavior at 
the transport layer. It pays attention to all the flows 
generated by a specific host. But this method must gather 
information from several flows for each host before it can 
decide whether the host runs P2P applications. And like 
per-flow based method, it also needs a training process, 
and in many cases due to its sophisticated algorithms, it 
can hardly be used for real-time identification. 
Furthermore, for any identification method, benchmark 
traces containing prior labeled traffic of the P2P 
application are necessary to verify the effectiveness. But 
it is difficult to get 100% accuracy. 

To resolve these problems, we propose a cocktail 
approach in our previous work [35], to identify 
BitTorrent (BT) traffic, the dominating one of P2P file-
sharing applications, which has three sub-methods. This 
paper gives more explanations on identifying different 
kinds of BT traffic at the very beginning of or even 
before the BT flows generated.  

a) Sub-method one: signature-based identification. 
It is used to identify the unencrypted BT traffic. Though 
BT applications have applied the message stream 
encryption (MSE) protocol to obfuscate the traffic, there 
are still over one third of them unencrypted [2]. So we 
recall this veteran, and call it M1. 
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b) Sub-method two: message-based identification. 
For those encrypted BT traffic, we resemble the 
bidirectional TCP flows into message streams. And if the 
direction and length of first three messages satisfy the 
criteria of MSE, this flow is identified as encrypted BT 
traffic. In our work, it is called M2. 

c) Sub-method three: signaling-based pre-
identification. Theoretically, M1 and M2 can identify the 
almost all BT traffic, un- and encrypted. But, matching 
the signatures or resembling the bidirectional flows are 
time-consuming tasks. And they may still miss the first 
few packets of the flows. Thus, we propose the pre-
identification method based on signaling packets analysis, 
called M3. It can can predict BT flows and identify them 
at the first packet with SYN flag only.  

Besides the approach itself, we also propose an easy 
method to make benchmark traces with almost 100% 
accuracy. Some modified Vuze clients are used to report 
how much traffic on earth is generated themselves. 

In summary, the main contributions of this paper are as 
follows.  

First, we propose a cocktail identification approach 
consists of three sub-methods. They combine with each 
other and aim at different BT traffic identification. 
Especially, the signaling packets are analyzed, which help 
us to predict the upcoming data flows. Results indicate 
that near 84% flows can be identified at the first packet 
and in 1ms, even they have not finished the 3-way TCP 
handshake. Actually, some of them are un- or semi- 
established TCP connections, which always are omitted 
by other approaches because they have no obvious 
signatures or flow statistics. Thus this cocktail approach 
achieves the ability of real-time identification with high 
accuracy and low overhead. 

Second, we use modified Vuze clients to evaluate our 
approach, not only to generate real BT traffic, but also to 
label out these traffic in benchmark traces by themselves. 
It can reach near 100% accuracy and help us to well 
evaluate our cocktail approach. 

The rest of the paper is organized as follows. We 
review the related works in Section 2. Section 3 explains 
our cocktail approach in details. In Section 4, we explain 
how to establish our experimental environment and 
define some metrics. And the evaluation results are given 
in Section 5. Finally, we discuss and conclude our work 
in Section 6. 

II.  RELATED WORKS 

A.  Port-based Identification 
Earlier P2P applications, like many Internet services 

such as Web, Email and FTP, mostly run on the default 
ports, e.g. TCP 6881~6889 for BT, TCP 6346~6347 for 
Gnutella. So the simplest method for detection systems 
and firewalls to identify, control or even block the 
corresponding P2P traffic is based on these pre-defined 
ports [3-5]. But to circumvent the firewalls and detection 
systems, P2P applications intentionally disguise their 
traffic by using other applications’ ports, even port 80, or 
random ports at each communication. Thus, this 

traditional port-based technique becomes less accurate 
and ineffective. 

B.  Payload-based Identification 
Payload-based method searches the packet payload at 

application layer to find some common features.  
On kind of feature are application signatures, which 

are the common strings in P2P protocols. These 
signatures often appear in the signaling and handshake 
packets before the data transmission. And they are useful 
in real time identification of network traffic [6-8]. This 
signature-based method achieves high accuracy once and 
is employed in some commercial network management 
products. However it also has some limitations. First, it is 
ineffective when P2P traffic is encrypted. Second, a lot of 
P2P applications use proprietary protocols. Lacking open 
protocol specifications makes finding appropriate 
signatures difficult. And maintaining up-to-date 
signatures for various newly emerged P2P applications 
are daunting tasks. 

In addition to signature-based method, some other 
payload-based methods are proposed, which inspect the 
data transfer behavior in P2P applications. One basic 
observation is that a P2P peer uploads data to others after 
downloading it. Lu et al. [9] store the first K bytes of each 
packet in downloading flows for each host. When the 
same content is found in uploading flows of the host, 
these flows are identified as P2P flows. ACAS [10] uses 
the first N bytes of payload as input to train a machine 
learning model to classify flows. But only searching the 
some first bytes of payload to find the shared data is poor 
to identify some P2P applications. In [11], Xu et al. 
search shared data in the whole payload to solve the 
problem. They divide payloads of flows into data blocks. 
For flows sharing the same data blocks are identified as 
P2P traffic. Levchenko et al. [12] build several 
probabilistic models on payload, including the statistical 
model treating each n-byte flow distribution as a product 
of N independent byte distributions and the Markov 
process model which relies on introducing independence 
between bytes. These approaches are quite impractical in 
real-time identification systems. Because they will not 
identify any flows until the stored data in downloading 
flows reappears in uploading flows later. Storing and 
finding the shared data is memory- and time-consuming.  

C.  Flow-based Identification 
Recently, some methods use machine learning 

algorithms to classify network traffic by using flow 
statistical information [13-23]. They develop 
discriminatory criteria based on statistical observations of 
various flow properties, such as the packet size 
distribution per flow, flow duration, mean inter-arrival 
times between packets, and number of upload/download 
packets/bytes, etc. And then they employ classification, 
clustering and other machine learning algorithms to 
assign flows to classes. The algorithms can be further 
summarized into supervised and unsupervised methods.  

Moore et al. [14] apply Bayesian analysis techniques to 
categorize traffic by application. Roughan et al. [15] 
classify traffic flows into four classes suitable for quality 
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of service. They demonstrate the performance of nearest 
neighbor and linear discriminant analysis algorithms. 
Zander et al. [16] compare several supervised algorithms, 
including Naive Bayes, C4.5 decision tree, Bayesian 
Network and Naive Bayes Tree. They find that the 
classification precision of the algorithms is similar, but 
computational performance can be significantly different. 
In addition to these supervised classification techniques, 
unsupervised clustering methods are also used [17-20]. 
Campos et al. [21] apply some different hierarchical 
clustering methods to identify groups of similar 
communication patterns. Similarly, McGregor et al. [22] 
use the expectation maximum algorithm to cluster the 
flows. The experiment finds that the average precision of 
classification is very high, but some applications are 
difficult to distinguish.  

Most of these methods only focus on the statistics of a 
single flow. And there are four challenges in identifying 
P2P traffic by using per-flow properties. First, in order to 
generate the appropriate traffic classes, these machine 
learning algorithms need a training process with labeled 
sample traces. Since network situations are quite different 
and dynamic, flow statistical characteristics in different 
sample traces are quite different. So the traffic classes 
relying on different sample traces may be not suitable for 
any networks in any time. Second, different flows in 
same application may have different statistics and even 
use different transport protocols. For example, in BT 
applications, some flows are used to get peer’s 
information, some for negotiation between peers, and 
others for data transferring. Third, some flows may have 
no obvious or specific statistics. If only looking at per-
flow statistics, flows belonging to different applications 
may have similar characteristics. Fourth, in many cases 
due to their sophisticated algorithms, they can hardly be 
used in real-time identification. 

D.  Behaviour-based Identification 
Another identification approach is based on the 

patterns of host behavior or special communication 
patterns in transport layer. Instead of analyzing individual 
flows, it pays attention to all the flows generated by a 
specific host. Karagiannis et al. [23] attempt to capture 
the inherent behavior of a host at three levels: the social, 
functional and application levels. This approach mainly 
focuses on higher level communication patterns such as 
the number of source ports a particular host uses for 
communication. Constantinou et al. [24] investigated 
some fundamental characteristics of P2P applications, 
such as the huge network diameter and the presence of 
many hosts acting as both servers and clients, to identify 
P2P traffic. Xu et al. [25] use information theoretic and 
data mining techniques to build behavior profiles of 
Internet backbone traffic. Hu et al. [26] propose a method 
to build behavioral profiles of the target application 
which then describes the dominant communication 
patterns of the application. 

However, this behavior-based method can not identify 
a single flow and is time-consuming, since it must gather 
information from several flows for each host before it can 
decide the role of a host. And it is hard to find a general 

pattern for all P2P applications. Like flow-based 
approaches, this method can hardly be used by real-time 
systems either. 

E. Real-time Identification 
In order to identify traffic in real time, some 

researchers try to only use the first N packets or first M 
bytes of each flow. Haffner et al. [10] automate the 
construction of protocol signatures by employing three 
supervised machine learning approaches on traffic 
containing known instances of each protocol, and relying 
solely on first 64 bytes of each flow. Bernaille et al [27] 
use the first 5 packets in each TCP flow to classifying 
traffic [18]. Li et al. apply decision tree algorithms using 
the first 5 packets of flows to identify the P2P traffic in 
earlier stage of the TCP connections. Ma et al. [28] 
develop three alternative mechanisms with statistical and 
structural content models for automatically classifying 
traffic into distinct protocols based on correlations 
between the packets with only first 64 bytes of each flow. 

However these methods also have some limitations. 
The first N packets and first M bytes of each flow may 
have significant differences for the same P2P application, 
since some peers may re-send some packets because of 
the unreliable network situation. And the packets in the 
same position of the corresponding flows may also be 
different. Therefore in this case the positions of packets 
and bytes are not reliable information sources to identify 
a flow. 

III.  COCKTAIL IDENTIFICATION OF BT TRAFFIC  

In this work, we combine three sub-methods as a 
cocktail approach to identify the traffic of BT 
applications, including signature-based, message-based 
and signaling-based pre-identification, donated as M1, 
M2 and M3 separately. In this section, we explain these 
three sub-methods. 

A.  M1: Signatures-based Identification 
We first use traditional signature-based method to 

identify the unencrypted BT traffic. Though BT 
applications use the MSE protocol to obfuscate the traffic, 
there are still some parts of them unencrypted. According 
the comparative numbers in Germany and Southern 
Europe, the relative amount of unencrypted BT traffic in 
2008 were still over 77% and 74% [1]. And in our 
pervious work [2], there are still have one-third of all BT 
clients establish unencrypted connections to others. So in 
this paper, we still recall this veteran, and call it M1. 

The BT protocol signatures are identified from 
previous studies [7, 23], public BT protocol specifications 
[29], and by reverse engineering. The signatures for 
different BT protocols are represented by regular 
expressions, as shown in Table 1. Besides the common 
used signature “^\x13BitTorrent protocol” for identifying 
the data transferring protocol (peer wire), we pay more 
attention to another three protocols. Although they will 
not generate as much traffic as peer wire protocol, they 
play the critical roles in BT applications. They are 
necessary to maintain the BT system and exchange the 
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Figure 1. Handshake of MSE 
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Figure 2. MSE message resembling 

peer information for data transferring, we call them 
signaling protocols. The purpose that we use these 
signaling protocols’ signatures is not only for identifying 
their traffic, but also for obtaining the peers’ information 
which is used by M3. 

B.  M2: Message-based Identification 
Second, we use message-based method to identify the 

encrypted BT traffic, we call it M2. It is similar to the 
flow-based and behavior-based methods, but it still has 
some differences. Before we explain the M2 in detail, we 
first discuss the MSE protocol. 

1) MSE protocol analysis 
MSE [30] is designed to provide security features to 

the BT at a lower layer by acting as a wrapper. It behaves 
randomly, both in terms of flow behavior (such as packet 
sizes) and in terms of application data. This makes it 
almost impossible to detect the MSE protocol with flow-
based methods. Two communicating peers start the 
handshake of MSE protocol after a completed 3-way TCP 
handshake. The handshake of MSE is separated into 5 
blocking steps, as shown in Fig. 1.  

To achieve complete randomness from the first byte, 
initiating peer (denoted as A) and responding peer 
(denoted as B) use a D-H key exchange [31], which uses 
large safe prime P , to create a session key in step 1 and 
2. After negotiating the D-H key, the rest of the 
handshake is encrypted using RC4 [32], with the first 
1024 keystream bytes discarded. The RC4 key is based 
on both the D-H key and a weak shared secret which is 
the “InfoHash” value transmitted in the .torrent file. The 
payload stream is either encrypted using RC4 or sent in 
plaintext. The desired payload delivery method is 
negotiated in step 3 and 4. In step 3, A sends the method 
it is willing to use in CryptoProvide and B selects the 
desired method in CryptoSelect. Although MSE protocol 
makes it no chances to be detected, there are some 
distinctive properties that can be observed in the 
handshake process, especially in the first three steps. 

In first step, peer A starts the MSE handshake by 
sending a D-H public key Ya (Ya = ga mod P) and some 
padding (PadA) to peer B. In MSE, g is a generator and it 
is used to generate *

PZ  with safe prime P and its value is 
2. a is a D-H exponent, which is a variable size random 
integer and MSE recommend 160 random bits. P is a 768 
bit safe prime. Thus, the size of Ya is 96 bytes (768/8=96 
bytes) and its value is not bigger than P. And PadA is 
random data with a random length of 0-512 bytes. So, the 
length of message sent from A to B in step 1 will always 
be in the range of 96 to 608 bytes.  

Next, in step two, peer B responds with its D-H public 
key Yb (Yb = gb mod P) and some padding (PadB). 
Similarly, the length of message reply from B to A in step 
2 is also in the range of 96 to 608 bytes. 

In the message sent by peer A in step 3, H is the SHA-
1 hash function with 20 bytes binary outputs. S is the 
negotiated D-H key. Skey is the weak shared secret key 
mentioned before. E() is RC4 encryption, with key 
H(’keyA’, S, SKey) for A and H(’keyB’, S, SKey) for B. 
VC is a verification constant, but in this version of BT 
protocol it is a string of 8 bytes set to 0x00. 
CryptoProvide and CryptoSelect are a 4-byte bitfields. 
len(X) specifies the length of X in 2 bytes. PadC and 
PadD are zero-valued padding of 0–512 bytes. IA is the 
initial payload data from A and it is considered as atomic. 
Thus there must be no blocking operations before IA is 
completely transmitted. But after that, a block occurs 
since A waits for B to send next message before A 
continues to send his bitfield, thus IA only includes the 
following fields (in order): PStrLen (1 byte), PStr (19 
bytes), Reserved (8 bytes), InfoHash (20 bytes) and 
PeerID (20 bytes). Thus the length of IA is 68 bytes. So, 
the total length of the third message is in the range of 124 
to 636 bytes. 

2) MSE message resembling 
Although, the first three messages of MSE handshake 

have some distinctive properties in length.  But 
unfortunately, each of them is not transmitted in one 
packet. It is often divided into several packets and the 
payload size is around 100 bytes per packet. Thus we 

TABLE I.   
APPLICATION SIGNATURES OF BITTORRENT PROTOCOLS 

Protocol Name Signatures Protocol 

Peer Wire ^\x13BitTorrent protocol TCP 

TCP Tracker ^get .*announce?info_hash TCP 

UDP Tracker ^\x00 00 04 17 27 10 19 80 UDP 

request ^d1:a 

response ^d1:r DHT 

error ^d1:e 

UDP 
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TABLE II.   
STRUCTURE OF ANNOUNCE RESPONSE PACKET 

Offset Size Name Value 

0 32-bit integer action 1(announce)

4 32-bit integer transaction_id  

8 32-bit integer interval  

12 32-bit integer leechers  

16 32-bit integer seeders  

20+6*n 32-bit integer IP address  

24+6*n 16-bit integer TCP port  

Figure 3. Peer list from tracker over TCP 

need to resemble packets in a TCP flow into messages 
first, and then determine whether this flow belongs to 
encrypted BT traffic according to direction and length of 
first three messages. Fig. 2 describes the main steps. 

Step 1: TCP Resembling. First we group the traffic 
packets into TCP flows with the four tuples {SrcIP, 
SrcPort, DestIP, DestPort}. The source and destination 
of the flow is defined as the source and destination IP 
address of the flow’s first packet. 

Step 2: Message Resembling. Because MSE handshake 
messages are often divided into several packets, so we 
merge first few packets into messages according to the 
direction and the flags. In each flow, we only take the 
packets with the PSH flag into consideration. While those 
ACK, RST and SYN packets are omitted. We merge the 
PSH packets with same direction into one message, until 
meet the next reverse PSH packet. And the message 
length is the sum of payload length of these packets. 

Step 3: Stream Resembling. Finally, we arrange these 
messages into a stream. A message stream is defined as a 
bidirectional, ordered sequence of messages. The source 
and destination of a stream is same as the flow. In each 
stream, if a message is sent from the source to the 
destination, then the message direction is positive and 
denoted as “+”. Similarly, the message direction is 
negative if the message is sent from the destination to the 
source and denoted as “-”. And because only the first 
three messages in MSE handshake have distinctive 
properties in length, so the message stream only include 
the first three messages in each flow.  

Now the flow form A (1.2.3.4:5) to B (6.7.8.9:10) can 
be described in a message stream {+120, -97, +239}. 
Then we compare it with the stream of a normal MSE 
handshake process. According to aforementioned analysis, 
the stream of a normal MSE handshake should be 
{+[96,608], -[96,608], +[124,636]}. Thus, this flow 
between A and B can be identified as an encrypted BT 
traffic. 

C.  M3: Signaling-based Pre-identification 
For a distributed application system, like BT, the most 

important thing to keep the system alive and running well 
is that all users may discover each other easily. So, the 
system must have a mechanism to maintain the 
information of all users. In BT, a peer can obtain the list 
of other pees from trackers, DHT and by peer exchange 
(PEX) protocol [34]. Thus, if any identification method 
can grasp the list of peers, it may find the Achilles heel.  

1) Peer list from tracker 
Tracker is very critical for BT. After downloading 

the .torrent file, peers contact the specified tracker to 
request the current list of peers. The request and response 

message between peers and trackers is transferred by 
TCP or UDP protocol. 

The TCP based tracker responds peer’s GET requests 
with “text/plain” document consisting of a bencoded 
dictionary which has the following parameters: failure 
reason, interval, complete, incomplete, peers, etc. The 
value of parameter of “5:peers” is a list of dictionaries 
containing a list of peers. To reduce the size of responses 
and to reduce memory and computational requirements, 
trackers use a compact format of peer list, where each 
peer is represented using 6 bytes. The first 4 bytes contain 
the 32-bit IPv4 address. The remaining two contain the 
port number. Both address and port use network-byte 
order. So if we identify a TCP flow as a TCP_Tracker 
flow, we mark it. And after some time, if we receive a 
reverse packet in same flow which containing the 
parameter of “5:peers”, we will obtain the list of peers. 
For example, in the TCP packet showed in Fig. 3, we 
match the parameter “5:peers”. And behind the “:”, there 
is a 600 bytes list of peers. Each peer is represented using 
6 bytes. So we can find the first two peers are “0x 3d b2 
15 9f 00 50” (61.178.21.149:80) and “0x 7d 27 3f 02 00 
50” (125.39.63.2:80). 

In UDP based tracker protocol, there are several types 
of packets, including connect request, connect response, 
announce request, announce response, scrape request, 
scrape response, error, etc. The list of peers is only in the 
announce response packets from tracker to peers. The 
structure of the announce response packets is shown in 
Table 2. And we can find that the value of the first 4 
bytes always equals 1, according to the protocol 
specification. It can be used as an additional signature to 
identify the announce response packets. But this signature 
is too ordinary, and may introduce lots of false positive. 
Thus we first use the signature “^\x00 00 04 17 27 10 19 
80” to identify a UDP flow as an UDP_Tracker flow. 
And if we receive a reverse packet in the same UDP flow 
and its first 4 bytes are “0x 00 00 00 01”, we extract the 
list of peers from the twentieth bytes to the end.  

2) Peer list from DHT 
Because of the importance of tracker in BT, so it is 

easy for ISP to limit the BT traffic by block the trackers. 
To implement the trackerless system, BT uses a DHT for 
storing peer’s information. The DHT protocol is a simple 
RPC mechanism consisting of bencoded dictionaries sent 
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Figure 4. Peer list from DHT over UDP 

over UDP. A single query packet is sent out and a single 
packet is sent in response. There are three message types: 
query, response, and error. And there are four types of 
queries: ping, find_node, get_peers, and announce_peer. 
The list of peers is only in the response packet to 
“get_peers” query. If a queried node knows some peers, it 
returns the compact format peer information in a 
parameter “6:values” as a list of peers. So we use the 
signature “d1:r” to identify a UDP packet as a DHT 
response message. And if it has the parameter of 
“6:values”, we will get the list of peers. For example, in 
the UDP packet showed in Fig. 4, we match the signature 
“d1:r”, so it is a DHT response message. And we also 
match the parameter “6:values”. And behind it, there is a 
list containing 5 peers. Each peer is represented using 6 
bytes. So we can find the first two peers are “0x da 04 bd 
17 1a e1” (218.4.189.23:6881) and “0x 44 70 f1 b2 26 
e8” (68.112.241.178:9960). 

3) Peer list from PEX 
Most BT clients also use PEX protocol [33] to gather 

peers information more swiftly and efficiently. PEX 
greatly reduces the reliance of peers on a tracker by 
allowing each peer to directly update others in the swarm. 
PEX messages are exchanges periodically over peer wire 
protocol, which are bencoded dictionaries containing a 
list of peers to be added and removed. The parameters of 
“added” and “added6” are used to add one or more 
IPv4/6 addresses. In this work, we only consider the 
“added” field that contains the IPv4 addresses. To avoid 
the confusion with “added6”, we use the string “5:added” 
instead of “added” to locate the peer list. Thus we first 
use the signature “^\x13BitTorrent protocol” to identify a 
TCP flow as a Peer_Wire flow.  And in the same TCP 
flow, if we receive any packets containing the string of 
“5:added” in application payload, we extract the peers 
information. 

4) Pre-identification of BT traffic 
After obtaining the list of peers from tracker, DHT and 

PEX, we store them into a hash table, named list of pre-
identified flow. The hash value of two tuples {IP, Port} 
of each peer extracted from the peer list is calculated with 
MD5 algorithm. For any newly arrived TCP flow, if the 
hash value of {DestIP, DestPort} has already in the list 
of pre-identified flow. This flow should be marked as BT 
traffic. But with the time elapsing, we will get more and 
more list of peers, thus list of pre-identified flow will 
expand rapidly. So some records in the list should be 
eliminated periodically. We used the LRU (Least 
Recently Used) algorithm to update the list of peers, and 
the update interval is an empirical value and will be 
discussed in section IV. 

IV.  EXPERIMENTAL SETUP 

In this section, we explain how to establish our 
experimental environment, make the benchmark traces 
and setup the update interval of list of pre-identified flow. 

A.  Environment and Traces 
Another important point in traffic identification is to 

verify the approaches with benchmark traces containing 
accurate labeled traffic. Basically there are two methods 
to obtain traffic traces. One is to capture real traffic from 
the Internet and then label the target application with 
third party tools. But it is very difficult to reach 100% 
accuracy. Another method is to get self-generated traffic 
traces of the target applications in a controlled 
environment. This method can get higher accuracy.  

Thus, we collect 7 real traffic traces at the up-link line 
of our lab, a total controlled environment, including self-
generated BT traffic with modified Vuze clients [2]. In 
each trace, we used 10 computers to run the modified 
Vuze clients with 5 different .torrent files each to 
generate the real BT traffic, 5 for unencrypted and 5 for 
encrypted. The download speed is limited to 1KB/s and 
the upload speed, 10KB/s. We use these modified Vuze 
clients not only to generate real BT traffic, but also to 
enable them to label the BT traffic they generated. And 
we use another 10 computers to generate background 
traffic, such as HTTP(S), FTP, DHCP, SMTP and POP3, 
etc. In all traces, there are little packets generated by 
Windows OS or system services. All these packet traces 
are collected at the uplink line of our lab. For privacy, we 
anonymized all the IP addresses. Those .torrent files 
running on modified Vuze clients come from the 
www.torrentz.com, and belong to five categories: movie, 
TV, music, game and anime. And in each trace, every 
client randomly selects 5 different .torrent files. 

Then we divided these 7 traces into two types, 2 for 
configuration and 5 for evaluation. The two configuration 
traces were collected from March 1 to 5, 2010 (denoted 
as C1) and March 11 to 15 (C2). We first apply our 
cocktail approach on these configuration traces offline to 
determine the update interval of list of pre-identified flow. 
And the five evaluation traces are collected from April 1 
to 9, 2010 (denoted as T1), April 11 to 19 (T2), April 21 
to 29 (T3), May 1 to 9 (T4) and May 11 to 19 (T5). After 
collecting these real traffic traces, we label them as 
benchmark traces. 

B.  Benchmark Traces 
Like other research works, well labeled benchmark 

traces are very critical to verify the effectiveness of our 
approach. Because there are few benchmark traces 
containing accurate labeled traffic of the target BT 
applications, so we use two methods to label the BT 
traffic in real traffic traces, including signature-based 
methods and manual analysis. 

In the signature-based method, the signatures we used 
are listed in Table 1. In this step, we process traces with 
Bro [35], an open-source network intrusion detection 
system. We added functions to Bro to match the 
signatures in packet payloads and label the corresponding 
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Figure 5. Update interval setup 

flows. Thus, the flows of unencrypted data transferring, 
TCP-Tracker, UDP-Tracker and DHT can be labeled 
accurately.  

But not all BT flows have traceable signatures, 
especially for those encrypted BT traffic. And because 
there still have no well accepted methods, which can 
identify the encrypted BT flows with 100% accuracy, we 
do it manually. Actually, the best way to label the traces 
with high accuracy is to let the BT applications tell us 
how much traffic in the traces on earth is generated by 
themselves. So we label the traces with the help of those 
modified Vuze clients we used to generate the real BT 
traffic. We choose Vuze, formerly Azureus, because it is 
the most popular open source client with cross-platform 
compatibility and features a powerful API for 
dynamically adding new functionality. Like other 
ordinary BT clients, these modified Vuze clients can 
parse the .torrent files, query and connect to other peers, 
and download the sharing files. Moreover, we enable 
them to report some information of all other peers, which 
they try to connect to or receive the connections from.  

But they only report the IP address and port of peers, 
so we still can not labeled BT flows directly. Thus we 
need further processing at these traffic traces. First we 
resemble the packets into flows according to the five 
tuples {SrcIP, SrcPort, DestIP, DestPort, Protocol}. For 
each flow, if the {SrcIP, SrcPort} or {DestIP, DestPort} 
is reported by modified Vuze clients, thus we label this 
flow as BT traffic. For example, if a modified Vuze client 
reports that it connected to a peer at {1.2.3.4, 5}. And in 
real traces, there are two flows {6.7.8.9, 10, 1.2.3.4, 5, 
TCP} and {10.9.8.7, 6, 1.2.3.4, 5, TCP}. Thus, we label 
these two flows as BT traffic.  

And for those background traffics, such as HTTP(S), 
FTP, DHCP, SMTP, POP3, and those generated by 
Windows OS, system services and even known 
applications, we all labeled them as non-BT traffic. 
Finally, we labeled the two configuration traces, C1 and 
C2, and five evaluation traces, T1 to T5, as our 
benchmark traces. And the summary of these traces is 
given in Table III. 

C.  Metrics Definitions 
We use three kinds of metrics to evaluate the accuracy 

of our method at the level of flow, packet and byte. First, 
we give the metrics of flow with examples. For example, 
if there are n flows as total in a traffic trace. So if a flow 
is identified as the BT flow but in fact it does not belong 
to it, we call it a false positive and use nfp denotes the 
total number of false positive flows. Similarly if a BT 
flow is not identified, we call it a false negative and use 
nfn denotes the total number of false negative BT flows. 

And if it is correctly identified, we call it a true positive 
and use ntp denotes the total number of true positive BT 
flows.  

So the fist metric we used is the recall rate of flows 
(Rf). It is used to measure the portion of the flows that 
can be identified correctly by our method out of the all 
flows belonging to the BT application. 
 ( )f tp fn tpR n n n= +  (1) 

The second one is the precision rate of flows (Pf). It is 
the number of the true positive flows as the fraction of the 
total flows we identified 
 ( )f tp tp fpP n n n= +  (2) 

The third one if the false positive rate of flows (FPf). It 
is used to measure the portion of non-BT flows but 
identified as BT flows out of the all non-BT flows. 
 ( )f fp fn tpFP n n n n= − −  (3) 

Similarly, we use Rp, Pp and FPp denote the three 
metrics of packet, Rb, Pb and FPb for byte. 

D.  Update Interval Setup 
We first applied our approach on configuration traces 

offline. And after considering the recall, precision, false 
positive and the memory consumption of list of pre-
identified flow, we determined the update interval of list 
of pre-identified flow. Fig 5 shows the average value of 
four metrics on two configuration traces, C1 and C2. And 
we can find that when the update interval is 7 minutes, 
the recall rates of flows, packets and bytes can reach the 
maximum at the same time. While the false positive rates 
of flows, packets and bytes all reach the minimum when 
the update interval is set as 8 minutes. The precision rates 
are not influenced obviously by the parameter of update 
interval. But when the interval increases, the memory 
consumption of list of pre-identified flow increases 
simultaneously. It is almost a linear increase. A good 
identification approach should have low false positive 

TABLE III.   
NUMBER OF FLOWS/PACKETS/BYTES IN THE BENCHMARK TRACES 

Protocol C1 C2 T1 T2 T3 T4 T5 
flows 472k 597k 604k 815k 773k 761k 702k

packets 19,826k 21,837k 20,375k 18,223k 23,148k 12,492k 14,910kBT 
bytes 4,133M 2,555M 4,107M 5,497M 5,644M 3,371M 5,111M
flows 176k 257k 342k 297k 425k 259k 393k

packets 10,862k 8,093k 7,295k 9,745k 8,624k 7,065k 7,058knon-BT 
bytes 2,663M 1,129M 1,454M 2,992M 2,787M 2,242M 2,327M
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Figure 7. Precision Rates 

Figure 6. Recall Rates Figure 8. False Positive Rates 

rate, high precision rate and recall rate. So we set the 
update interval at 8 minutes in following evaluation 
experiments. 

V.  EVALUATION RESULTS 

In this section, we present the results of identifying BT 
traffic in the evaluation traces, T1~T5. Among our three 
sub-methods, M1 and M2 are enough to identify all BT 
traffic theoretically. And they may still miss some flows 
or some packets in the flows. To illustrate the effect of 
our cocktail approach, we first use M1+M2 methods to 
identify the T1~T5 traces. And then we use cocktail 
approach (M1+M2+M3) to identify these traces again. 
The update interval is 8 minutes.  

A.  Recall Rates 
Fig.6 shows the recall rates in trace T1~T5. Our 

cocktail approach can achieve very high recall rate, no 
matter what identification level is concerned. At the level 
of flows (Rf), cocktail approach can identify 80%~90% 
BT flows, while the M1+M2 only identify 22%~39% 
flows. But at the level of packets and bytes, it looks like 
that M1+M2 can achieve better performance. The recall 
rate of packets and bytes, Rp and Rb, are between 
55%~72% and 70%~86%. While Rp and Rb of our 
approach are still between 85%~95% and 88%~98%. The 
reason lies in those un- or semi- established BT flows. 
For BT clients, after they obtain the list of peers they will 
try to connect the remote peers with the TCP handshake 
and then BT handshake or MSE handshake. Among these 
flows, part of them may have only a SYN packet and will 
not get any response for all sorts of reasons. And another 
part of them may establish the TCP connections, but can 
not establish BT or MSE connections. Thus in these 
flows, there are no application signatures or any MSE 
features. Thus the M1+M2 will miss them, which are also 
missed by most of existing approaches. While our 
approach, especially M3, can foresee these BT flows by 

analyzing the signaling. So we will not miss them, 
although there are few packets or bytes belong to them. 
Therefore, no matter what identification level is 
concerned, our approach is stable. 

B.  Precision Rates 
Fig.7 gives the data of precision rates. It looks like a 

draw between cocktail approach and M1+M2, especially 
at the level of bytes. The M1+M2 have achieved high 
precision rates already. The Pf is between 89.35~97.65%, 
the average is 93.44%. The Pp and Pb are between 
97.42~99.16% (98.37%) and 97.95~99.69% (98.96%) 
separately. While the Pf, Pp and Pb of cocktail approach 
are 95.87~99.46% (98.26%), 97.90~99.60% (98.83%) 
and 98.02~99.84% (99.03%) separately.  

92 JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012

© 2012 ACADEMY PUBLISHER



Figure 9. Identification cost on packets 

Figure 10. Identification cost on time 

C.  False Positive Rates 
Fig.8 gives the data of false positive rates. And we can 

find that on all traces our approach can efficiently 
decrease the false positive rates. The FPf of M1+M2 on 
five traces is between 7.58~0.56%, the average is 4.16%. 
The FPp and FPb are between 6.68~1.05% (3.81%) and 
2.94~1.28% (2.09%) separately. While the FPf, FPp and 
FPb of cocktail approach can drop to 4.81~0.43% 
(2.47%), 3.34~0.80% (2.10%) and 1.74~0.92% (1.31%) 
separately. But our approach still introduces few false 
positives which are caused by HTTPS and SMB (Server 
Message Block) protocols. It is easy to distinguish these 
false positive flows by port-mapping, because they are 
running on fixed port of 443 and 445. 

D.  Real-time Identification 
Now, we evaluate our approach the ability of real-time 

identification, as shown in Fig. 9 and Fig. 10.  
In Fig. 9, we find almost 90% flows can be identified 

at the first packet, which is the TCP SYN packet. Because 
most upcoming flows are predicted by M3 with the list of 
peers extracting from the signaling packets. And another 
peak appears at the point of 4 on x-axis. It means about 
5% flows can be identified at the fourth packet. They are 
unencrypted BT flows, and the M1 match the signatures 
in the first BT handshake packet after 3-way TCP 
handshake, which is the fourth packet of that flow. The 
remaining flows are left to M2. Most of them can be 
identified before the twelfth packet. So if a flow can not 
be identified in 12 packets, it has few chances, less than 
2%, to be a BT flow. Thus, the weighted average number 
of packets should be checked by cocktail approach before 
the flow is determined as BT flow or not is 1.66.  

If we consider the time before a flow can be identified, 
we find that over 85% flows can be identified in 100 ms, 
even in 1ms, as shown in Fig. 10. That is to say they are 
identified as soon as they are generated. This all 
contributes to the M3 by wiretap the signaling. The most 
of remaining flows will be identified in 1000 ms by M1 
and M2 together. And another interesting phenomenon is 
that the handshake process of some flows may continue a 
relative long time before the packet containing the 
signatures is transmitted or two peers finish the MSE 
handshake. It looks like a long tail. To identifying these 
flows, we must wait and store the necessary information 
of them, such as five tuples of flows, which occupy the 
resource of CPU and memory. It will greatly degrade the 
real-time identification ability of our approach. So if a 
flow can not be determined in 1000 ms, it should be 
omitted or treated as none BT traffic. But it will cause 
little false negatives. 

VI.  CONCLUSIONS AND FUTURE WORKS 

P2P traffic identification is a hot spot of research in 
recent years. Lots of creative approaches are proposed 
from different viewpoints. But the real-time identification 
is still a hard task. In this work, we a cocktail approach 
consists of three sub-methods to identify BT traffic in 
real-time. These sub-methods combine with each other 
and aim at identifying different kinds of BT traffic at the 

very beginning of or even before the traffic generated. 
Results indicate that near 84% flows can be identified at 
the first packet and in 1ms. And to evaluate our approach, 
we use modified Vuze clients, not only to generate real 
BT traffic, but also to label out these traffic in benchmark 
traces by themselves. It can reach very high accuracy and 
help us to well evaluate our cocktail approach. Thus this 
cocktail approach achieves the ability of real-time 
identification with high accuracy, low overhead.  

And next, we plan to model the BT signaling process 
to reduce the overhead our approach further. 
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Abstract— The paper syncretizes the fundamental concept 
of the Sea Computing model in Internet of Things and the 
routing protocol of the wireless sensor network, and 
proposes a new routing protocol CASCR 
(Context-Awareness in Sea Computing Routing Protocol) 
for Internet of Things, based on context-awareness which 
belongs to the key technologies of Internet of Things. 
Furthermore, the paper describes the details on the protocol 
in the work flow, data structure and quantitative algorithm 
and so on. Finally, the simulation is given to analyze the 
work performance of the protocol CASCR. Theoretical 
analysis and experiment verify that CASCR has higher 
energy efficient and longer lifetime than the congeneric 
protocols. The paper enriches the theoretical foundation 
and makes some contribution for wireless sensor network 
transiting to Internet of Things in this research phase. 

Index Terms— context-awareness, Internet of Things, 
routing protocol, energy efficient, Sea Computing 

I.  INTRODUCTION 
Recent rapid progress in sensor, networking, and 

RFID (Radio Frequency Identification Devices) 
technologies allows connecting various physical world 
objects to the cyber infrastructure, which could enable 
realization of the Internet of Things (IOT) vision. IOT is 
a technological revolution that represents the future of 
computing and communications, and it aims at increasing 
the ubiquity of the Internet by integrating every object for 
interaction via embedded systems, which leads to the 
highly distributed network of devices communicating 
with human beings as well as other devices[2]. Sea 
Computing is a new model of IOT, which emphasizes the 
intelligence of the nodes. Interaction between nodes has 
been significantly enhanced, and the nodes deal with the 
gathering information themselves rather than transmit it 
to the others [3]. 

The technologies of wireless sensor network (WSN) 
are the concrete representations for implementing the IOT 
vision, and the specialties low-dissipation, low-cost, 
distributed and self-organized bring an important 
revolution in the computer application domain [4]. The 
essential characteristic of the IOT is transparency. The 
context-aware computing will debase the degree of the 
humankind participating straight greatly then 
implementing transparency intercommunion through 
apperceiving the useful information to reason, decide and 
calculate automatically. Therefore, the research on the 
context-aware computing is very important to implement 

the imagination of the IOT. Its appearance and 
development correspond to the need of individual and 
multi-kind in the future with high 
informationization[5-6]. This paper chooses the 
context-awareness to be the research keystone as the 
junction of the IOT thought and WSN technology. The 
protocol CASCR (Context-Awareness in Sea Computing 
Routing Protocol) is brought forward in this paper on 
aiming at the existent problems in the existing WSN 
routing protocol. Some promoting effect reference value 
and scientific basis to some extent will be brought in the 
domain of the IOT. 

The rest of the paper is organized as follows. In 
Section II, we discuss the related work. In Section III and 
IV, we present the key technologies, context-awareness 
and sea computing, of the paper. Section V describes our 
proposed routing protocol for IOT with formal definitions. 
We evaluate our protocols in Section VI, and conclude in 
Section VII. 

II. RELATED WORK 
The academia sorts the IOT/WSN routing protocols 

some kinds according to different standards [7-8]. It can 
be sorted into two kinds below by the communication 
ways of the nodes: complanate routing protocols and 
hierarchical ones. Concretely, the hierarchical ones need 
the support of the basal general routing protocol working 
in the clusters. They also can be sorted into the ones 
based on the data and the ones based on the location 
information by the discovering procedure of the routing.  

The IOT/WSN routing protocols are not mature 
enough, and lots of them are in the academic research 
phase. Some analysis to the classical ones will be given 
as below [9-10]. 

(1) The protocol LEACH (Low Energy Adaptive 
Clustering Hierarchy) ignores the concrete energy 
problem that the cluster head nodes assemble together 
easily in the election so as to the illusive randomicity. 
The formula considers the randomicity and misses the 
logicality. 

(2) Although SPIN (Sensor Protocols for Information 
via Negotiation) solves the resource wasting like 
information blast and information redundancy through 
the negotiating mechanism with the localized topology as 
the CASCR in this paper, the complicated “three times 
shake-hands” and the inflexible energy threshold all make 
SPIN poor in the energy efficient. 
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(3) As the representation of the routing protocol based 
on the query, the manner Rumor on the random 
single-cast lack the guarantee in reliability and logicality. 
Rumor cannot get rid of the unoptimizable problem and 
the routing ring in the path producing. 

(4) The routing algorithm EPGR (Energy Prediction 
and Geographical Routing) given in the reference [11] 
cannot reflect most WSN nodes’ different working states 
practically with the node’s states designed in it. And its 
designing is complicated and poorly representational; The 
algorithm DMMDR (Dynamic Multifactor Markov 
Decision Routing) given in the reference [12] designs the 
sensor nodes into different states, but the topology 
variety’s uncertain and frequency in the practical 
deployment of WSN will make the scale of the “states” 
here instable and uncertain. The DMMDR discusses the 
WSN topology problem with the topological structure 
only and is lack of the application rationality; the model 
CTMPC (Context-based Triggered Task Model in 
Pervasive Computing) given in the reference [13] is an 
application representation of the context-aware 
computing. But this model and other similar research 
thoughts given by the academia are only settling in the 
theoretical reasoning level and the qualitative plan level. 
They are unable to deploy quantificationally and 
standardly in the concrete application as the superficial 
research level of the context-aware computing. The 
application of the context-awareness in the pervasive 
computing environment in the future must merge with 
mathematics tool so that the integrated indices of the 
WSN routing technology can be improved better; the 
algorithm MAFZP (Mobility Aware Fast Zoned Protocol) 
given in the reference [5] does not make full use of the 
context-aware computing with the far-fetched designing 
model. It cannot reflect the context relationship of the 
nodes’ movement well and be lack of the technical 
interfusion in the details. So it cannot be considered as a 
representative designing of the context-awareness core 
thought merging with the concrete application deeply for 
the lower specialty exertion of the context-aware 
computing. 

III. CONTEXT-AWARE COMPUTING 
What is called context-awareness is a kind of 

controlling, obtaining and analyzing technology to the 
context information. And the mutative information of this 
ambient environment is so-called “context”, for example, 
the geography location, environment information, jitter 
data or states of the monitored target.  

The context-aware computing includes five sub- 
technologies mainly: (1) context-getting (2) context- 
modeling (3) context-reasoning (4) 
context-conflict-solving (5) context-storage and 
management. 

A context-aware system means that a system which 
can use the context information and do some 
corresponding change or configuration automatically as 
the variety of the context information to provide the users 
individual proper context service [13]. The protocol 

CASCR given in this paper makes the IOT a 
context-aware system. 

The context-awareness has an extensive application 
field in human production living like the intelligent 
official work, house-hold service, medical treatment and 
so on. For implementing the application system 
intelligent, controllable and predictable highly as the final 
destination of the context-aware computing, making the 
topology states in the IOT system predictable and 
reasonable to some extent through utilizing the IOT 
nodes’ relevant real-time information, data, states and 
parameters as the context knowledge is positive to the 
IOT routing technology in the present development phase 
[14-15]. 

IV. SEA COMPUTING MODEL 
Sea Computing is a new computing model of IOT. 

Through embodying the computing unit and 
communications equipment in the physical world objects, 
the objects can interconnect with each other. Even in the 
scene which is unpredictable in advance to judge, Sea 
Computing can realize the interaction between nodes. Its 
essence is making the information device invisibly 
integrate into the real physical world everywhere, and 
extending the informatization to the physical world. 

On the one hand, by strengthening the variety 
embodying information devices in the objects, making 
objects and information devices achieve a close 
integration, the objects could natively obtain the 
information about the physical world; on the other hand, 
by strengthening the local real-time interaction and 
distributed intelligence between mass individual things, 
the objects will be provided with self-organization, 
self-calculation and self-feedback of Sea Computing 
functions. The goal of Sea Computing is the intelligent 
communication between objects, realizing the interaction 
of things, emphasizing the intelligent connection and 
physical properties emergence in the physical world. It is 
a physical world-centric perspective. 

The characteristic of Sea Computing is [3]: 
(1) Embodiment. Information devices are embodied 

into various things, so do the sensors. The 
information devices have the same lifecycle as 
the object, and it is self-management and 
self-maintenance. 

(2) Autonomy. The objects are not controlled 
passively, but possess a certain autonomous and 
autonomic ability. 

(3) Local Interaction. Sea Computing make full use 
of locality principle, and things are mainly 
through local interaction to realize 
communication. 

(4) Swarm Intelligence. Sea Computing model of 
IOT is a dynamic self-organizing system. The 
intelligent algorithm in one node can’t know the 
result in advance, and it needs to interact with the 
other ones through the embedded intelligent 
algorithm to produce the effective intelligent 
decision. 
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Due to the characteristic described above, in Sea 
Computing model the routing protocol not only transmits 
the data, but also perceives the data. The routing is 
established to transfer the data, and meanwhile, the data 
promotes the routing. CASCR based on Sea Computing 
uses context-aware computing to perceive the 
information and to optimize the routing. 

V. THE PROTOCOL CASCR 
With syncretizing the context-aware computing, the 

protocol CASCR (Context-Awareness in Sea Computing 
Routing Protocol) considers the inherent specialties of the 
IOT adequately and utilizes multi-kinds context 
information to describe and review the work state data of 
the nodes roundly. It can control the nodes’ variety trend 
in the long time running effectively and elevate the using 
efficiency of the energy. 

A. Formal Definitions and Basal Work flow &Thought 
In this section we will define some fundamental 

thoughts of CASCR protocol, and the detail information 
will discuss in the next section. 

For the brevity of discussion, we use the following 
notation for formal definitions and quantitative. 

 
( )N A  node with identifier A 

( )Nei A  neighbor nodes of ( )N A  
( )Sup A  superior nodes of ( )N A  
( )Sub A  subordinate nodes of ( )N A  
( )Col A  colleague nodes of ( )N A  

( ) f wS A −  one of the five states for ( )N A  
represents that ( )N A  is in the 
state of full-working, and from 
this state, ( )N A  can change into 
the other states under some 
specific condition 

( )serS A  the second state which means 
( )N A  is in the state of serving 

( )s wS A −  the third state, which means 
( )N A  is in the state of 

single-working 
( )sleS A  the forth state, which means 

( )N A  is in the state of sleeping 
( )hibS A  the fifth state, which represents 

that ( )N A  is in the state of 
hibernating 

( )slice n  the thn
 time unit  

( )Energy ConsumptionRate M −  dynamic context information of 
( )N M , which represents the rate 

of energy consumption in the past 
timeslices  

( )Consumption RateInstant M −

 
dynamic context represents the 
instant value of consumption of 

( )N M

Re( ) sidual EnergyLife M −  dynamic context represents the 

lifetime of residual energy of 
( )N M  

( )Pending TasksQueue M −  dynamic context which stands for 
the pending task queue of ( )N M  
in the future timeslices 

( )iCF E  trust degree for the state 
transforming probability 

( , )Dis A B  the number of hops between 
( )N A  and ( )N B  

( ) ( )N A M X  ( )N A  receives message M from 
( )N X  

( )WT A  the working time of ( )N A  
jH  transferring the current state to 

state j   
EC  short for ( )Energy ConsumptionRate M −  
CR  short for ( )Consumption RateInstant M −  
RE  short for Re( ) sidual EnergyLife M −  
PT  short for ( )Pending TasksQueue M −  

( )Tran A  the transferring process of ( )N A , 

working with jH to specify the 
node’s ID 

( )
jHCF E

 
the trust degree for state 
transforming to state j 

( / )
jHP E S

 
the posterior probability of trust 
degree for transforming to state j, 

being equivalent to 
( )

jHCF E
 

( / )jP H S  the posterior probability of jH , 

equivalent to 
( / )

jHP E S
 

 
The complanate routing protocol is more efficient 

than the hierarchical ones in the middle or small scale 
IOT network and inside the clusters. It has the low 
complexity, implementation cost, good controllability, 
transplantation and extensive application range 
characteristic. So the CASCR given in this paper 
designed as a complanate routing protocol can be 
transplanted into the clusters of the hierarchical routing 
protocol.  

Each node has a relative notation set with the other 
nodes, which are ( )Nei A , ( )Sup A , ( )Sub A  and ( )Col A . 
For the further discussion briefly we define them first.   

 
Definition 1: (1) The neighbor nodes of ( )N A , 
( )Nei A ,  is a set of nodes which can reach node A with 

only one hop, i.e., ( ) : { ( ) | : ( ( ), ( )) 1}Nei A N x x Dis N x N A= = . 
(2) The superior nodes of ( )N A , ( )Sup A , is a set of 

neighbor nodes which send the gathering message to 
N(A), i.e., 

( ) : { ( ) | : ( ) ( ), ( ) ( )}Sup A N x x N x Nei A N A M x= ∈ . 
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(3) The subordinate nodes of ( )N A , ( )Sub A , is a set 
of neighbor nodes which receive the message from node 
A, i.e., ( ) : { ( ) | : ( ) ( ), ( ) ( )}Sub A N x x N x Nei A N x M A= ∈ . 

(4) The colleague nodes of ( )N A , ( )Col A , is a set of 
neighbor nodes which neither are the ( )Sup A  nor the 

( )Sub A , i.e.,  
( ) : { ( ) | : ( ) ( ), ( ) ( ), ( ) ( )}Col A N x x N x Nei A N x Sup A N x Sub A= ∈ ∉ ∉

 
Figure 1 illustrates one example of the relationships 

of the nodes. The nodes (0)N , (5)N , (3)N , (1)N , 
(2)N  and (7)N  are all the neighbor nodes of (6)N , 

Therein, the (0)N , (5)N  and (3)N  are the superior 
nodes of the (6)N ; As the same, (7)N  is the 
subordinate node; (1)N  and (2)N  are the colleague 
nodes of (6)N . But (4)N  is not like any one of them. 

The subordinate and superior nodes can exchange in 
Sea Computing model, because in IOT a node can 
transmit the gathering data to the subordinate nodes, and 
also can send the controlling message to the superior 
nodes. But in this paper, we make a unified definition to 
prevent misleading.  

There are some different work schemes in the sensor 
nodes to suit the different work environment and the 
mutative portfolio flow with time. Every work scheme 
predefined is called a work state. The nodes adopt 
different work manners and energy scheme to achieve the 
goal that adapt the environment and save energy through 
changing their work states. There are five different states 
defined in the protocol CASCR. 

 

 
Figure 1.  The relationships of the neighbor, superior, subordinate and 

colleague nodes 

Definition 2: Operations and States 
Operations: 
Operation 1, gathering: The node’s sensor assembles 

the information from the surrounding environment. 
Operation 2, transmitting: The node’s transceiver 

transfers the data and controlling operations for its 
superior and subordinate nodes. 

Operation 3, fusing: The node’s intelligent 
information device deal with the gathering data by 
compressing and fusing before transmitting them to other 
nodes. 

Operation 4, controlling: The node receives the 
operation order, and the intelligent algorithm of 
information device control the object.  

Operation 5, Sleeping: Through the intelligent 
algorithm of information device, the node could turn into 
sleeping. If the node is sleeping, it will not transmit the 
data, and the processor runs in very low power. But if the 
node needs to come back for work, the transceiver and 
processor will launch quickly. 

Operation 6, Hibernating: The node shuts itself down, 
and it would not gather data, transmit information or fuse 
it. But the timer is still working, so that the node still 
synchronizes with the others. 

States:  

State 1: ( ) f wS A − , which means that every module in 
the node A is in the working state. The node needs to do 
the former four operations above including gathering, 
fusing, and sending the controlling data that needs to be 
done by itself and at the same time transmits the data 
information of its superior nodes. 

State 2: ( )serS A , which means the node accomplishes 
its work and transmits the data and controlling operations 
for its superior. 

State 3: ( )s wS A − , which means the node just gathers 
the environment information and fuses it by itself but not 
any other nodes. 

State 4: ( )sleS A , which means that the transmitter will 
be shut down and the processor will be down to the 
lowest. The receiver will be set to work on the low power 
waste state. 

State 5: ( )hibS A , which means that the transmitter, 
receiver and processor will be all shut down except the 
timer. The node stays in the absolute still state. 
 

Definition 3: The long time running nodes in the 
WSN will work as the timeslice that are equal in length. 
So the transition of the states in the Definition 2 is 
according to the timeslice as basal units. The sensor 
nodes must work in a kind of states n slice time. 
Thereinto, n is integer. 

N(A)’s working time can include one or more 
timeslice. ( ) : {{ ( )} | }kWT A slice t t= ∈ , is infinite 
integer domain. 

Definition 4: The dynamic context of the nodes is the 
most straight and effective context information that can 
be researched quantificationally. The dynamic context of 
the nodes are the information in all kinds that can be used 
to describe the dynamic work status of the nodes in the 
IOT application environment including the energy 
consuming rate, processing task quantity per fixed time, 
and the work states’ variety information of the nodes and 
so on. 

The context data message for election to the next hop 
just transmit among the nodes that have straight operation 
contact i.e. the operation superior just calculating and 
forecasting the future work state for its operation 
subordinate and then the useful context information in 
single hop area will be in control in the IOT which 
running the CASCR. The whole IOT network has 
initialized steady effective routing before the CASCR’s 
running. Based on this precondition, we consider that 
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there are not redundant route, roundabout route and 
short-inefficient ones in any local topology of the IOT. 
And some trivial simple questions will not be given 
definitely for simplifying the length of this paper. 

B. Detail Definition and Data Structure 
There are five states: full-working, serving, single- 

working, sleeping, hibernating states defined in the 
CASCR as the program in the section above, definition 2. 
Before discussing the details, we first introduce one rule 
for the nodes’ working states transferring. 

 
Rule: The node cannot transfer to the state 4 or state 5 

from the state 4 or state 5, i.e., 
4

5 4 5

( ) : { | : ( ) , ( )

, ( ) , ( ) , [1,5]}
j sle sle

hib hib

Tran A H j S A H S A

H S A H S A H j

= → ¬ →

¬ → ¬ → ¬ ∈  
 
The state 4 and 5 can only be the transition results of 

the other three states. This design will decrease the 
probability of false disability of the vast nodes in the 
IOT.  

The protocol CASCR combines with the AI (artificial 
intelligence) theory and Markov probability tool 
quantificationally process the data in kinds gathered by 
the nodes at every time slice according to a set of 
adjustable states transition rules and then input the 
quantitative module of the CASCR for the effective 
parameters that can be used to forecast the states variety 
trend at last. Like the figure 2 below. 

 
Figure 2.  The demonstration of the transitions between the states of 

the nodes 

 
1

1
Hω

1
2

Hω

1
3

Hω
1

4
Hω

⊗

⊗

⊗

⊗

1( / )P H S
1
( )HCF E

1
( / )HP E S

      

Figure 3.  The processing thought on the main data of the CASCR 

Through utilizing the 5 4×  data as sets (illustrating by 
figure 4) to compute with the adjustable states transition 
conclusion 1 5~H H stored in the nodes, the weight 

H j
iω relative to every conclusion will be obtained and then 

the weights will combine with trust degree ( )iCF E  of 
that kind of the data, i.e. the trust degree of the evidence 
in this observation. After that, the integrated accordant 

degree ( )
j

H
CF E , i.e., ( / )

j
H

P E S , relative to conclusion jH  
for the node in this timeslice will be obtained. It is 
considered as posterior probability 1( / )P H S  of the 
integrated evidence in the dynamic observation. At last, 
the state transition matrix stored in the node will be 
initialized through computing to get other four posterior 
probability values to the other four states. These values 
are all based on the context data in a timeslice’s first half. 
In this paper, a time slice unit is set as 10 minutes to be 
an example (the concrete value can be adjusted in the 
different scenes or simulation environment). So the first 5 
minutes in the timeslice will represent the node’s working 
state in the second 5 minutes and even the future. 

 

Figure 4.  The mapping for 
jH

iω stored in node 

 
Figure 5.  Collect the context data in a time slice 

Definition 5：Rate of the node’s energy consumption 

in the thi  

timeslice,
1 (J/ min)1

i ii
Energy Consumption

e eRate +
−

−=
, there 

into ie  is the residual energy value of the battery in node 
as the unit Joule, and the positive integer i is in the field 
[0,4]. 

Gather five residual energy values of the battery a, b, 
c, d, e as the unit Joule and use the latter value minus the 
former to get the real energy consumption in the past 1 
minute. For the six values: 1 ae = , 2 be = , 3 ce = , 4 de = , 
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5e e= and one initial value 0e ini= , there are five 
1
1

i ii
Energy Consumption

e eRate
−

+ −
=

 values. These five 

parameters will be used as ( )Energy ConsumptionRate M −  data.  
Definition 6: Instantaneous value of consumption, 

( )Consumption RateInstant M − , is obtained through gathering 
instantaneous energy consumption rate value on the five 

times instant and use them as ( )Consumption RateInstant M −  
directly with the unit J/ min .   

Definition 7: Queue of pending tasks data, 
( )Pending TasksQueue M − , is obtaining in the same way as the 

CR data. Gather five residual data queue length values of 

the node and use them as the ( )Pending TasksQueue M −  directly. 
The measurement of the queue length is according to the 
concrete IOT environment with the fixed length data as 
the standard value100% .  

Definition 8: Lifetime of residual energy, 
1

1

Re
5

5

i i
i i

i
sidual Energy

e e
CR CRLife e

CR

+
+

−

−
=

, thereinto ie  is the residual 
energy value of the battery in node as the unit Joule, and 
the positive integer i is in the field [1,4]; 

iCR presents 
instantaneous energy consumption rate 

i
Consumption RateInstant − . 

The RE data is for gathering five residual time data of 
the battery. Divide the present residual energy value ie  
by the present instantaneous energy consumption rate 
value iz  and five instantaneous residual time value of 

the battery 
i

i

i

t
z
e

=
 will be obtained with the positive 

integer i in the field [1,5]. We use the latter value minus 
the former to get the residual time rate of change of the 
battery relative to the one minute past for reflecting the 
degree of change and consumption rate of the battery 
energy residual time in this first half time slice. It can be 
positive or negative. Four iv  values will be got through 

1i i iv t t+= −  with the positive integer [1,4]i ∈ . At last, we 
divide iv  by the last value 5t  to get four 

Residual EnergyLifeTime −  data, i.e. 

5

i i
Residual Energy

vLifeTime t=
. Several types of the four 

data in the matching with the transition rules (refer to the 
Table 1); the semantic distance method will not be 

adopted for the unidirectivity of the data bound in the 
items. It is judged just by how many data accord with the 
standard values in the four. It will be set to 1 if all do 

with also can be set to 
3

1
4

×
 if there are three do. The 

other items will be calculated by the ways of semantic 
distance.  

The protocol CASCR chooses the next hop 
succedaneous node in the single hop area. The superior 
nodes send a routing election request message in their 
neighbor area and the destinations will be confirmed as 
the environment context data table stored in the nodes 
(illustrating by Figure 6 and 7). The destination nodes 
that receive the request message will reply a routing 
election reply message according to their context data 
situation (illustrating by Figure 8). CASCR don’t adopt 
the manner of periodic synchronization to decrease the 
cost of communication and quantity of the packets among 
the nodes. 

 

 
Figure 6.  The format of the Routing Election Request message 

 

 
Figure 7.  The structure of the Environment Context Data Table 

The third and fourth item in the Figure 8 are used to 
judge whether the reply nodes are the neighbour of the 
nodes will be replaced and its next hop one.  

Several data structures stored in the nodes are the 
context data table (CDT) to store the context data 
information of this node, the subordinate context data 
table (SCDT) to store context data information of the 
subordinate nodes of this node, the environment context 
data table (ECDT) to store context data information of the 
ambient nodes of this node in a single hop neighbour area. 
The traditional routing table has the problems of items 
scale, time to live, onefold function and out of date and so 
on [16]. The CDT implements the functions of the 
traditional routing table in the conventional routing 
protocol uniformly and exceeds the category of the 
onefold routing information.  

Dest Src Boolean1 Boolean2 Energy ConsumptionRate −

1 2 3 4 5

Consumption RateInstant − Residual EnergyLifeTime − TasksPendingQueue − CurrentState
6

ID1 ID2 Y/N Y/N EC1 EC2 EC3 EC4 EC5 CF(E1) CR1 CR2 CR3 CR4 CR5 CF(E2)

7

RE1 RE2 RE3 RE4 RE5 CF(E3)

8

PT1 PT2 PT3 PT4 PT5 CF(E4)

9

1/2/3/4/5
 

Figure 8.  The format of the Routing Election Reply message 
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Consumption RateInstant − Residual EnergyLifeTime − TasksPendingQueue − CurrentStateEnergy ConsumptionRate −

 

Figure 9.  The structure of the Context Data Table in this node 

Energy ConsumptionRate − Consumption RateInstant − Residual EnergyLifeTime − Pending TasksQueue − CurrentState

 

Figure 10.  The structure of the Subordinate Context Data Table

 

C. Quantitative Module of CASCR 
The context data gathered on the time slice are 

processed according to the 5 states transition rules to get 

the weights values 
H j

iω  that represent the influence of 
these context data toward the states’ transition 
respectively. We use the formula fuzzy match theory, 
Minkowski distance, like equation (1) [17]: 

    

1/

1
( 1)1( , ) [ ( ) ( ) ]

n

i iBA
i

d A B u un
σ σ σµ µ

=
≥= × −∑

        (
1) 

A relevant standard transition value in an item of the 
transition rules is defined as S. So we measure the 
relevant parameters which represent the target node in the 
first half time slice with the S as the standard. For 

example, the 1x , 2x , 3x , 4x , and 
{ } { }1 2 3 4 1 2 3 4, , , , , ,U u u u u x x x x= =  as the universe of discourse 

then { }( ) , 1, 2,3A i iA u u U iµ= ∈ = , 
{ } { }( ) , 1, 2, 3 1,1,1,1

B i i
B u u S iµ= = = = , thereinto, the fuzzy 
set A represents the degree that iu  approaches to S. The 
membership function designed in the CASCR is as the 
formula (2), and it is easy to prove that formula (2) obey 
a normal distribution. 

                          
2( )( ) e iu S

A iu λµ − −=                                   (2) 

( )iCF E  is the key parameters for evaluating a set of 
evidence’s trust degree. An array of data from the reality 
which represent the states of the nodes to some extent 
need to be measured by the way of the degree of the jitter 
of this kind of data in some range. We will turn this set of 
data down in the trust degree if the jitter extent of the data 
exceeds our practice to the WSN’s work situation, 
otherwise reversely. This mechanism restricts the relevant 
weights that participate in the reviewing to the CASCR 
effectively. The jitter extent of the sample data will be 
mapped to the relevant trust degree ( )iCF E , i.e. the 
probability determinacy of this set of data evidence in this 

samples gathered observation. The CASCR utilizes cloud 
model theory and improves it proper for the trust degree 
computing [18-20]. The formula (3), (4), (5),(6) are as 
below. 

               1

1
( )

2

n

i
i

En X E X
n

π

=

= × −∑
                    (3) 

1
( )

1 n

i
i

E X X
n =

= ∑
                                    (4) 

2
2He S En= −                    (5) 

( ) e He
iCF E ε−=                     (6) 

 
Thereinto, iX  is the single sample observation value, 

with 
2S  the sample variance and ( )E X  is sample 

average, i.e., ( )E X X= . We use the formula (7) to merge 
the weights of the multi-kinds sample data with the 

relevant trust degree to obtain ( / )
j

H
P E S . 

1

1

( / ) ( / )
1( ) ( ( ))

j

j
j

j

H

H
H

H

j
n

n i i
i

i
i

P H S P E S

CF E CF Eω
ω =

=

= =

= ×∑
∑

         (7) 
The table of the states transition rules of the nodes is 

stored in the nodes as Table I. 
At last, we forecast the target nodes’ transition trend 

in the future time slice through Markov probability tool. 
With the equation Chapman-Kolmogorov [21]: 

1

( ) ( ) ( ), , 1, 2ij ik kj
k

P u v P u P v i j
∞

=

+ = =∑
  (8) 

Because the node’s state transition rule is matched 
through fuzzy formula, it means that the next timeslice 
state is only relative with current situation. So the state 
transition is a Markov process. We use the relationship 
P( ) P(0)nn =  to calculate the 5 5×  state transition matrix. 

The results of probability calculated by C-K equation 
are stored in the Probabilistic or-set table (p-or-set tables 
for short) [22]. We define the p-or-set table in another 
way, which makes it more suitable for our algorithm.  
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Figure 11.   Probabilistic or-set-table for CASCR 

 

TABLE I.  STATES TRANSITION RULES OF THE NODES 

EC CR RE PT Conclusion 

＜0.5 ≤3 ＞-0.5 ＜3 H1: transfer 
to state 1 

＜0.5 ≤3 ＞-0.5 0 H2: transfer 
to state 2 

0.5～1 3～4 -0.5～-1 ＞3 H3: transfer 
to state 3 

1～2 4～5 -1～-2 0～5% 
or ＞6 

H4: transfer 
to state 4 

＞2 ＞5 ＜-2 0 or ＞8 H5: transfer 
to state 5 

 
 
Definition 9: A p-or-set tables is a probability space 

in which the set of outcomes S  is finite, and whose 
outcomes are all the probabilistic counterpart, i.e., 

( , ) ( ) 1
H

a pair p where p H
∈

=∑　
S

S . Therein, 
: { | [1,5]}jH j= ∈S . 

In each p-or-set table cell the pair is defined as  
5

, , ,1 ,1 ,2 ,2 ,3 ,3
1

,4 ,4 ,5 ,5

( : ) : , : , : ,

: , :

i i i i i i i i
j k j k j j j j j j

k

i i i i
j j j j

H P H P H P H P

H P H P
=

〈 〉 = 〈

〉

∏

,  
therein, i is the number of rows whereas j is the 

number of columns, and k presents the state number. 
 
Fig. 11 illustrates the p-or-set table for CASCR. The 

column number depends on the set size of ( )Nei A , and the 
table cells are the probabilistic counterpart where the 

attribute values are the state transition jH , and plain 
probability. In the first cell of Row 2, the content means 

1N  has 
1

1,1P  probably transit to State 1, and 
1

1,2P  
probably transit to state 2. We can consider the p-or-set 
table as the Markov state transition matrix, and the 
number of rows presents the number of order of the 
transition matrix. 

VI. SIMULATION AND RESULT 
This paper designs the virtual environment of the 

simulation experiment based on the physical equipment. 
It is built according to the real data of the sensor nodes. 
The CASCR is compared with the classical LEACH and 

SPT(shortest path tree) at the aspects of the number of the 
alive nodes, average energy dissipation and so on. The 
simulation tool is Matlab 7.8.0 and the environment 
parameters are in the Table II below. 

TABLE II.  THE PARAMETERS IN THE SIMULATION ENVIRONMENT 

Parameters Values 
area acreage 1500m×1500m 

source voltage 3V(DC) 
transmitting current 30mA 
transmitting power +0.5dBm 
receiving current 37mA 

single hop distance 150m 
antenna type omni antenna 
number of nodes 50 to 100 
power upply 

capacity/node 60mAh 

λ 0.0078 
σ 2 
ε 0.4621 

timeslice 60s 
standard queue 10K 

data rate of node 250Kb/s 
contrastive protocols LEACH & SPT 

 
The simulation work is comparing with the classical 

LEACH of the hierarchical routing and the classical SPT 
of the complanate routing.  

As illustrated in Figure 12, we run the protocol with 
100 nodes lasting 50 minutes. The survival time of nodes 
which running CASCR is longer than the other two 
protocols. In the beginning, CASCR will collect the 
context information from the neighbor nodes, and that 
would cause some nodes to consume more energy. So 
there are some nodes die early in the first 5 minutes. But 
when the nodes get adequate context information, the 
CASCR algorithm will be self-optimizing, hence the 
lifetime of CASCR nodes are two and a half times of SPT 
and one and a half time of LEACH. 

From 10th minute, nodes start to die, and the LEACH 
and SPT’s alive nodes number sharply decline. However, 
CASCR uses context-ware technology to maintain alive 
nodes number, and we can see the number of alive nodes 
running CASCR decline slowly. 
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Figure 12.  The number of the nodes still alive with time varying in the 

three protocols 

Figure 13 shows the average energy dissipation of the 
three protocols. From the results, we can see CASCR also 
has better energy consumption control than the other two. 
As the discussion above, CASCR’s nodes need to collect 
context information first and calculate through Markov, 
so its energy consumption in the first 10 minutes is more 
than LEACH and SPT. But from 10th minute, the energy 
consumption of CASCR is much lower, which is in 
accord with the alive node number.  

 
Figure 13.  The node’s average energy dissipation with time varying in 

the three protocols 

Figure 14 is a comparison in total quantity of the 
gathered data with the nodes’ number varying. We run 
the three protocols for 20 minutes with 2 nodes increased 
every time, and the nodes number is increased from 50 to 
100. SPT is suited to the small scale network. When the 
scale of nodes is small, for example less than 60 nodes, 
the SPT performs the best. However, with the number of 
nodes increased, SPT’s performance descends radically. 
Since LEACH is a hierarchical routing protocol, when the 
nodes’ scale becomes larger, the performance increases 
along. For the CASCR, the quantity of the gathered data 
is one weakness, because in CASCR the nodes have 5 
states, including sleeping and hibernating, some nodes 
may not gather data all the time. But as illustrated in 
Figure 12, the lifetime of CASCR is 1.5 times of LEACH, 
and the average quantity of data gathered by LEACH is 
1.39 times of CASCR, due to CASCR with long lifetime, 

for long-time running CASCR will have a better 
performance. 

 
Figure 14.  The total quantity of the gathered data with the nodes’ 

number varying in the three protocols 

Figure 15 shows the control packet statistic with the 
number of nodes varying in the three protocols. We run 
the protocols for 20 minutes with 2 nodes increased every 
time, and the nodes number is increased from 50 to 100. 
As illustrated in the figure, the control packet statistic of 
SPT is always the least, because once the shortest path 
tree is built, it would not send much control packets. 
LEACH is a hierarchical routing protocol, and it will 
always cycle randomly pick the cluster-head node then 
broadcast the head node’s information. So with the 
increase in the number of nodes, LEACH will send more 
control packets. For CASCR, the control packets are used 
to multicast the dynamic context information and the 
multicast frequency is every half time slice. CASCR is in 
the middle level, better than LEACH and little worse than 
SPT. However, SPT’s lifetime is short and energy 
dissipation is high, which makes its performance of it is 
not good like the other two. 

 
Figure 15.  The control packet statistic with the nodes’ number varying 

in the three protocols 

 
The result shows that the CASCR has a better 

performance to some extent than the other two protocols. 

VII. CONCLUSION 
In an IOT network, nodes have stronger sensory 

ability and smarter intelligence. So in this paper we 
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propose the protocol CASCR as the representative which 
using the core idea of the context-aware computing into 
the basis routing protocol. Context information will 
become more and more important with the development 
of IOT, because we will not satisfy by gathering the data, 
but knowing the meaning of the data.  

Based on the Sea Computing model, we transform the 
traditional routing thought into a positive predictable 
routing protocol with using fuzzy match theory of 
artificial intelligence and Markov probability model, 
which contain some forwarding and directive meaning. It 
is an exploratory evolution direction of the WSN 
technology in the accordance with the IOT guidance 
feature in the future. 

Through the simulation and analysis of CASCR, the 
results show that the CASCR has longer life time and 
lower energy consumption, which indicated that CASCR 
is more suitable for the IOT routing based on Sea 
Computing model. But it still has abundant space for 
improving and the core protocol CASCR proposed here 
can be improved continuously by the theory circles as a 
fundamental protocol framework, and can also be 
enhanced to a cluster-type protocol. We will keep on 
doing the research on this field. 
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Abstract Energy-constrained computing environments are 

emerging those years, especially in embedding computing. A 

game theoretic energy-aware scheduling algorithm for multi-

core systems is proposed in this paper, namely, GTFTES 

(Generalized Tit-For-Tat Energy-aware Scheduling). GTFTES 

is designed to work in a resource-rich environment where 

resources always compete for tasks. A generalized Tit-for-Tat 

based method, where whether a core will cooperate or not is 

decided by a hardness factor, is considered in this paper. The 

algorithm is implemented in our EASS simulator. Simulations 

results show that the proposed game can reduce the 

temperature difference between different groups of cores 

which effectively avoids the local hotspot of a processor. 

Index Terms energy-aware scheduling, multi-core, game 

theory, generalized tit-for-tat 

I.  INTRODUCTION 

Resources in embedded systems such as power and 

computation capacity are often limited in both industrial and 

mobile applications. It is deserved attention that there exists 

an increasing trend in the use of multi-core processor in 

energy-constrained embedded and mobile systems, where 

real-time guarantee must be met without exceeding safe 

temperature levels within the processor. However, multi-

cores increase power consumption which in turn creates 

temperature problems and non uniform power density map. 

As high-performance embedded systems become 

increasingly energy-constrained, the question of how to 

balance the energy distribution against real-time guarantee 

must be addressed.  

Dynamic Thermal Management (DTM) techniques are 

the primary solutions to lower energy consumption in 

hardware level. Clock gating and Dynamic Voltage 

Frequency Scaling are two reactive DTM mechanisms. 

When the core power rises to a critical level, clock gating 

technique switches off the core clock for a certain period of 

time and then switches it on. During this time the core is 

slowing down the total processing time and in turn 

decreases power consumption. Dynamic Voltage Frequency 

Scaling (DVFS) decreases the frequency and voltage of 

processors at run time to achieve lower power consumption. 

Hardware level thermal management can respond rapidly 

when the processor is overheated. However, it has no 

information on the behavior of the applications when the 

processor is running, i.e., hardware level thermal 

management always responds in the same way independent 

from the workload, moreover, hardware level thermal 

management mechanism increases chip cost. 

Recently, software level energy management technique 

has been studied because of its low cost. The primary 

advantage of software technique is that it can obtain the 

information of running threads; hence it can reduce the 

processor energy or temperature according to the 

characteristics of the thread. One primary approach adopted 

in operating system level for energy management is energy 

aware scheduling, which takes processor power into account 

to avoid thermal violation, and keeps the temperature below 

a certain limitation by throttling the "hot" tasks. Authors in 

[1-3] present algorithms for thread migration. However, 

they do not take real-time characteristics into consideration. 

Paper [4] proposes a thread scheduling scheme for a class-

based 2D Mesh interconnected multi-core system which 

considers inter-core distances in its scheduling decisions. 

Without considering the temperature property, their 

algorithm is hard to fulfill the thermal constraints. Authors 

[5] only analyze the relationship between activity migration 

and power density. Some thermal-aware scheduling 

algorithms are only suitable for CMP architecture [5-7]. 

Algorithms in [8] aims to minimize the energy consumption 

and the makespan of complex computationally intensive 

scientific problems, subject to energy constraints. Moreover, 

authors in [6] also did some research the problem of power-

aware scheduling/mapping of tasks by applying game theory 

in [9]. However, their algorithms only consider energies 
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rather than temperatures. In contrast, we propose a more 

detailed and energy-aware scheduling environments where 

players (cores) are competing for the tasks, and from a more 

realistic perspective, temperatures are used to evaluate the 

algorithm s performance.  

The problem we consider falls under the class of resource 

allocation problems. Although these problems have been 

exploded theoretically and practically in areas such as gird 

computing, scheduling and wireless network [10-12], it s 

still a novel approach to apply market models into the 

constraint-aware scheduling, such as power-aware, 

temperature-aware scheduling. In the most common form of 

auctions, the highest bidder wins the resource and pays as 

much as the bid. However, the users may have an incentive 

to lie about their true value of the resource. A Vickrey 

auction [13] is a type of sealed-bid auction, where bidders 

submit written bids without knowing the bid of the other 

people in the auction. The highest bidder wins, but the price 

paid is the second-highest bid. This type of auction gives 

bidders an incentive to bid their true value. 

Above lists common game theoretic methods which 

works in a non-corporative and Tit-for-Tat manner. Yet, Tit-

for-Tat, as traditionally defined, makes sense only for a two-

player game. For a many core processor, the cores in it are 

always highly interacted especially in many core systems. 

For example, if one core is thermally saturated, and its 

neighbor cores are often influenced for the heat transferring. 

Thus, it is reasonable to model the scheduling by utilizing a 

corporative game model. In this paper, we adopt the 

generalized Tit-for-Tat mechanism to model the scheduling 

problem. The objective is to minimize power density of the 

processor and temperature of each core.  

This paper is an extension in terms of both theoretic and 

simulation results of our conference paper [14]. The main 

contributions of this paper are as follows. 

 A generalized tit-for-tat based corporative 

scheduling game is proposed in the energy-aware 

scheduling algorithm.  

 A simple but feasible and efficient temperature 

calculation method is presented.  

 Extensive simulations on our energy-aware 

scheduling simulator, namely EASS, are given. 

The rest of the paper is organized as follows. In section II, 

we present some notations and the problem definition. In 

section III, the GTFTES algorithm and temperature 

calculation algorithm is stated in this section. In section IV, 

the GTFTES algorithm is implemented in EASS and 

compared with other related algorithms. The experimental 

results and performance analysis is listed in this section. In 

section V, we summarize related work. We conclude the 

paper in Section VI. 

II.  PRELIMINARIES 

In this section, we give some notations and the definition 

of the problem. We introduce the scheduling environment 

considered by this paper and the concepts of game theory. 

 A.  A Scheduling Environment 

This paper adopts a resource-rich scheduling environment 

in which numerous execution cores complete the tasks. The 

reason that we adopt such a circumstance is that, currently, 

the execution cores of commercial CPU, especially GPU are 

soaring in an astonishing rate. It is common to see hundreds 

of cores in a GPU. However, since not all users  daily tasks 

can be related to GPU, there is circumstances that majority 

of the execution units of GPU are idle, which also means 

number of tasks is less than the cores .  

A multi-core scheduling environment (shown in Figure 1) 

in which cores are competing for tasks is proposed in this 

section. In such environment each core wants to maximize 

its income through executing tasks. Tit-for-Tat is a highly 

effective strategy in game theory for the iterated prisoner's 

dilemma. In this paper, we consider a generalized tit-for-tat 

method where each player decide to cooperate or retaliate 

according to the hardness factor h . Specifically, after each 

round of the game, each player will calculate the proportion 

that the players who cooperate (this proportion is specified 

as hardness h ). If h  is over a predefined value, the player 

will decide to cooperate in the next game round. Otherwise, 

he will choose to retaliate.  
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Task Agents Set
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2
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Figure 1. Scheduling Environment of GTFETS

Auctioning is a common way of allocating tasks to cores. 

In an auction each core bids a certain amount to buy a task. 

As the cores are selling its services, we use a reverse second 

price auction.  

We consider a more general and realistic scenario where 

cores may have potential to cooperate to avoid the hotspot 

and reduce the energy consumption of a processor. And also, 

they are rational which means they will choose to retaliate 
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without considering the power status of the processor. 

Consider a energy-constrained embedded system that 

consists of a set of tasks, T = {
1
, 

2 i } ( 0 i N ) 

and a set of execution cores 
1 2, , , jEC ec ec ec .  

To state and analysis the algorithm, we need some 

assumptions which are stated next. 

A.1 No task is starved of wealth.  

A.2 The scheduling environment is resource-rich. As in 

market, this is a model of supply exceeds demand. Thus, 

with this assumption, the cores compete for the tasks sounds 

reasonable.  

Then, the symbols used in this paper are listed in Table I. 

TABLE I.   

SYMBOLS AND NOTATIONS 

Symbol Notation 

i
ec  The execution core on which the current thread is 

running 

i
w  The overall wealth that a core bids at each time slice. 

i
b  The core 

i
ec  

j
c  The jth execution core where 0 j M  

c
C  Currently available cores. 

c
T  Temperature set of the currently available cores 

c j
T t  

j
p  The price that core 

j
ec  has to pay for the winning of 

an auction 

g  The biding function of each task. 

i

th
h  The core s hardness threshold which is actually a 

percentage of plays who choose to cooperate in a new 

round of game.  

th
S  The temperature threshold of a execution core.  

T  The set of tasks that are ready to be executed.  

 The weighting coefficient that a agent to evaluate the 

value of a core 

avg
L  The average execution time of a task on a core 

 The weighting coefficient on 
avg

L when task agents 

are calculating the bids 

B.  Game Theory and Generalized Tit-for-Tat 

Game theory is a multi-player decision theory. The 

players of a Game are subjects that make decisions. The 

players participate in a Game in order to get maximum 

benefit by selecting a reasonable action. Thus the elements of 

a Game include players, information, strategy spaces and 

payoff functions. In our scheduling environment, the 

competition of task j  is a Game among N  cores. Game 

theory involves three basic elements, which is defined as 

follows: Player set N : The set of all execution 

cores. {1,2, }EC n . Strategic set iS For each core 

i N owns a strategic set, which comprises several 

strategies
( ) ( ) ( )

1 2{ } { ,..., }, 1,2,...,i i i

i i nS s s s s i n . After 

each core determines its strategy, then 1 2{ , ,..., }ns s s s  

expresses action of the N cores at one time. We utilize 
is  to 

represent th
-is  is the strategy 

set of all the other cores. Payoff function
iu : S R , 

representing the benefits of cores in different strategies. 

Hence each cores wishes to seek for the maximal profit; 

therefore it intends to enlarge the benefit of its payoff 

function. 

Generally, in game theory, effectiveness of a strategy is 

measured under the assumption that each player cares only 

about him or herself. By this game-theory definition of 

effectiveness tit for tat was superior to a variety of alternative 

strategies. However, in reality, tit-for-tat is only applicable to 

two player game where non-corporative actions are common. 

Generalized tit-for-tat is an extended version of tit-for-tat 

which could be used in the multi-player game. In this 

mechanism, in each auction, players can decide to cooperate 

or retaliate according to their observations. 

 

III.  GAME THEORETIC TEMPERATURE-AWARE SCHEDULING 

ALGORITHM 

In this section, a game theoretic thread allocation in the 

energy-constrained systems and a temperature calculation 

method which is used in the simulator to evaluate the 

effectiveness of the GTFETS algorithm are proposed. 

Moreover, the theoretic results of the task allocation game 

are analyzed. 

A.  Problem Definition 

We consider a scheduling environment with an energy-

limited processor executing tasks whose number is always 

lower than cores (as assumption A.2 shows). Thus, a 

scenario of cores competing for different tasks is considered 

in this paper.  

In reality, the cores favor to get a task to execute for the 

sake of getting as much personal profit as possible. Actually, 

they only consider their own payoffs rather than the power 

status of a processor. However, for multi-player games in 

economic environments, there do exist some corporations 

where a group of players have a social goal. The HotSpot  

of a processor may cause instability of the processor and 

even hardware damage [15], which is a reason that the 

processor performs to achieve a more uniform thermal status 

of itself for the sake of longer servicing time. In our previous 

work [16], we proposed temperature-aware scheduling 

algorithm which the temperature is calculated in a pre-set 

interval. Though, by adopting this method, the hotspots of 

processors can be efficiently eliminated, it is more expensive 

to do so than just using the power which can be calculated 

from the voltage. Thus, we consider energy factor as the 

main social goal of cores, and treat the temperature as a 

measurement of the algorithm.  
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One reverse VCG auction is actually one type of the 

sealed bid auction where the resource could be divided to be 

allocated to the tasks. In our scheduling scenario, each core 

iec  submits a price that a task should pay for the executing 

service. Naturally, the core biding the lowest bids will win 

the auction. The auctioneer (the scheduler proposed in this 

paper) firstly decides the winning cores, and then assigns the 

tasks to the cores. As what it does in VCG, the auctioneer 

charges each core the harm they cause to other cores, and 

ensures that the optimal strategy for a task is to bid the value 

of the cores. 

Formally, this N-player game can be written as 

, ,i iG N S u  which specifies for each player i  a 

set of strategies, or bidding functions, iS  (with i is S ) and 

a payoff function 1, ,i nu s s  giving the computational 

capability  associated with outcome of the auction. 

B.  Task Allocation Algorithm 

As described in section 3.1, we consider the auction 

happens at the beginning at each time slice. However, in 

practical applications, not all the cores are willing to choose 

to cooperate in an auction for the sake of social goal. Also, 

the core affinity of each task is an important issue that a task 

allocation algorithm should consider. In the GTFTES 

algorithm, the task preferentially choose its previous 

execution if it is in the winners of each auction. The task 

agent s algorithm is listed in Table II. 

TABLE II.    

TASK AGENT S ALGORITHM 

Algorithm Name Task s Algorithm 

Input:  Bids set 
i i

B b , ready set of tasks 

T  

Output:  The task allocation relation 

1. Rank the bids in non-increasing order. The winners are 

the top T  cores. 

2. Calculate the winner  payment. A winner s payment is 

the least bid of the winner set without its participation.  

3. If the previous execution core of task is in the winner 

set and it is currently not ocupied. Allocate itself to its 

previous core. 

4. Else, allocate the tasks whose previous execution core 

is not in the set of winners according to the tasks 

contribution. Specifically, the tasks with lower 

contribution will be allocated to a core with lower bid. 

 

TABLE III.   

CORE AGENT S ALGORITHM IN ROUND K 

Algorithm Name Cores  Algorithm 

Input:  
The core s hardness threshold 

i

th
h  and 

temperature threshold 
th

S , the set of 

tasks T  

Output:  The core s bid vector 
i

b .

1. Carry out the valuation of itself and calculate its thermal 

status 
i

S . 

2. if 
i th

S S , the core is forced to cooperate in this round 

of auction. And, calculate its bid by its thermal status, 

that is, 
i i

b P . Then jump to step 6. 

3. Calculate the hardness 
k

h  in the previous round of the 

auction, which aims to decide whether to cooperate or 

not.  

4. if 
i

k th
h h , the core will choose to cooperate in this 

round of auction. And, calculate its bid by its power 

status, that is, 
i i

b P . 

5. if 
i

k th
h h , the core will choose to retaliate. And, 

calculate its bid by the average execution time of the 

tasks in T , that is, 
i avg

b L . 

6. Send the bid to auctioneer (Task Agent ).  

 

The core agent s algorithm in the auction of each time 

slice is to carry out a proper bid. Firstly, the cores should 

decide whether to cooperate or not. If corporation is selected, 

the core has to carry out for a social goal more uniform 

power status of the processor. Specifically, if the core has a 

higher power consumption in the passing ten time slices, it 

should carry out a much higher bid to avoid being selected to 

execute a task. The algorithm is listed in Table III.  

C.  Temperature Calculation Method 

Real temperature measure method, like integrating 

advanced thermometers, can undoubted get very precise 

temperature dynamics. However, that kind of equipments are 

not integrated in all systems, or the number of them is 

limited. Some models calculate the temperatures by 

completely theoretic methods, which may be so unrealistic to 

be utilized to real systems. In this section we use an 

integrated method of calculating temperatures which utilized 

the empirical temperature property of an instruction-level 

event.  

The GTFETS algorithm is evaluated by the temperatures 

traces of the processor in the simulation, and the calculation 

method is presented in this subsection. The symbols used in 

the temperature calculation method are listed as follows.  

 pT : the temperature of the processor (°C). 

 ,jq x y : the power density of the jth  core (W/m2). 

 , ,ju x y t : the temperature of the jth  core  on plane 

z at time t

 jS : the area of core j  

 j : the constant values that used in the superposition 

of different cores  temperature. 

 h : the conductance of processor s interface material, 

h k d . 

 va : event power, which is counted by performance 

counter v .  

 jt : the number of times the event j happens. 
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We adopt the similar thermal model used in [17] and its 
physical architecture is depicted in Figure 2.  

 
Figure 2.   ATMI physical model 

Let 
0,0,0

, ,u x y t  to denote the temperature generated on 

the plane 0z  when a core located at point 0,0,0 . Then 

the temperature of the jth core is: 

0,0,0
, , , , ,

j j j j j j
u x y t q x y u x x y y t dxdy (1) 

Then, by adopting the concept of superposition of ATMI 

model, the temperature of processor can be calculate by  

, ,p j j j jj N
T u x y t                 (2) 

We give a simpler and faster core power estimation 
method. Generally, most of the processors include some 
dedicated hardware performance counters for debugging and 
measurement. Hardware performance counters includes 
event signals generated by processor functional units, event 
detectors detecting these signals and triggering the counters, 
and configured counters incrementing according to the 
triggers. As the read operation  of performance counters can 
be finished by only several assembly instructions, we can 
read one or more performance registers to calculate each 
core power in every or several time slots which ensures no 
influence on the timing requirements of real-time systems. 
The performance counter used here includes cycle counts, 
the number of floating point register accesses, and 
instructions executed. A single core power density is: 

1
, 1,2, ,

m

j v v jv
q x y a t S v m    (3) 

We adopt event power va as in [18], which is depicted in 

Table IV. 

TABLE IV.     

EVENT POWER VALUE va  

Event Event Power(W) 

time stamp counter 11.23 

unhalted cycles 14.53 

retired branches 26.79 

Substituting Eq.3 in Eq.2, we can get Eq.4. 

1

0,0,0
, ,

m

v vv

p j j j

j N j

a t
T u x x y y t dxdy

S
(4) 

IV.  SIMULATION 

The GTFTES scheduling algorithm for multi-core systems 

is implemented in our EASS (Energy-Aware Scheduling 

Simulator). In this section, the experimental setup, algorithm 

evaluation methodologies and simulation results is presented.  

A.  Experimental Setup 

1) Platform:To verify the proposed algorithm, the 

ATMI[17] thermal model is adopted. The ATMI thermal 

model takes power traces as input and outputs the steady or 

transient temperatures. The ATMI parameters in our 

experiment are listed in Table V. 

TABLE V.     
ATMI PARAMETERS 

Parameters Unit Value 

Heat Sink width Meter 0.10 

Heat sink thermal resistance  Meter 0.3 

Copper thickness Meter 5e-3 

Silicon thickness  Meter 5e-4 

Interface thickness Meter 1e-4 

Interface thermal 

conductivity

W/mK 4 

 

Artificial Thread : In our simulator, we use artificial 

thread which is defined as a C struct (Listed as follows) for 

simulation. 
struct task { /* task id */ 

int tid ; 
/* thread ' s power density contribute*/ 
float power_density_contribution; 
/* task' s running core */ 
int execusive_core; 
/* deadline of a task*/ 
int deadline ; 
/* arrivial time of a task*/ 
int arrivial_time ; 
/* execution time of a task*/ 
int execution_time ; 

/* worst case execution time of a task*/ 
int worst_case_execution_time ; 
 
/* thread state 
 RUNNINGSTATE: the task is running now. 
EADYSTATE: the task is ready for running 
*/ 
int state ; 
 
/*The simulation step that a processes may 

occupy*/ 
int duration_step ; 
 
/*The range that a task s simulation step number*/ 
int duration_step_range ; 
 
/*The deadline penalty that a task has to pay*/ 
float deadline_penalty; 
 
/*The thermal penalty that a task has to pay*/ 

heat flux q(x,y,t)(W/m2) 

conductance h2(W/m2K) 

conductivity k2(W/mK) 

conductance h1(W/m2K) 

conductivity k1(W/mK) 

z=z2 

z=z1 

z=0 
x=-L/2 x=+L/2 

Tamb 
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float thermal penalty ; 
};  
 

Tasks are classified into Cool, Warm and Hot three types, 

as listed in TABLE VI. A sample task set is given in Table 

VI. 

TABLE VI.   
 A SAMPLE TASK SET. 

Task Arrival 

Time 

Deadline Power 

Contributi

on 

Executi

on Core 

Therm

al Type 

1
 31 37 13.131*105 1 Hot 

2
 7 37 11.382*105 1 Hot 

3
 3 42 14.308*105 1 Hot 

4
 4 30 10.224*105 1 Hot 

5
 4 40 6.538*105 2 Warm 

6
 22 40 8.257*105 2 Warm 

7
 16 18 0.641*105 2 Cold 

8
 10 20 4.814*105 2 Cold 

9
 27 30 8.126*105 2 Warm 

10
 9 14 4.972*105 2 Cold 

11
 30 36 11.221*105 3 Hot 

12
 9 35 11.333*105 3 Hot 

13
 5 41 13.314*105 3 Hot 

14
 3 29 10.226*105 3 Hot 

15
 2 36 7.548*105 3 Warm 

16
 20 39 6.153*105 4 Warm 

17
 17 20 0.289*105 4 Cold 

18
 11 21 5.113*105 4 Cold 

19
 26 31 8.143*105 4 Warm 

20
 10 13 4.953*105 4 Cold 

B.  Methodology 

ATMI can model different parts of processors, such as 

Floating Point Unit (FPU), and consider their influences on 

the processor energy. We simulate cores of a multi-core 

processor as the ATMI parts of a processor. Since our 

algorithm focuses on the core energy consumption, we only 

simulate the cores without other parts of processor (FPU, 

Instruction Cache, Data Cache, L2 Cache and so on). Of 

course, these omitted parts have influences on the 

processor s temperature, for simplicity, we suppose that the 

influence is zero. We rewrite ATMI to implement our core 

temperature calculation method and thread thermal 

contribution prediction. Every core corresponds to an ATMI 

image. The ATMI outputs processor temperature 

processorT and ,core iT , where 1 i n is the core index, i.e., we 

first consider a 4-core processor.  

The ultimate goal of the GTFTES is to get uniform 

temperature and power distribution. So, in the simulation we 

have to decide the factor (power or temperature) to evaluate 

the efficiency of the algorithm. As we all know, excessive 

power consumption leads to short battery life, higher utility 

costs, and large currents in interconnect, and elevated 

temperatures. Also, the power can fluctuate in a large range 

in a short time, while the temperature may not. All those 

come to our decision to use temperature as a measure of the 

GTFTES algorithm.  

We simulate the NBS-EATA algorithms in [9], a pure 

Tit-for-Tat algorithm where cores bid without consideration 

of corporation and our GTFTES algorithm. Firstly, we 

simulate the temperature differences irrespective of the task 

types (aperiodic tasks, periodic tasks and sporadic tasks). 

After that, task types are involved in the simulation, and in 

this part, the temperature distributions are evaluated. Finally, 

the simulation is extended to an eight-core processor.  

C.  Simulation Results of Temperature Difference 

The temperature difference between cores is an important 

evaluation factor for the algorithms, since the smaller the 

difference the more uniform power density map will the 

algorithms provide.  

We simulate different task sets with 50, 100 and 200 

tasks respectively. The GTFTES algorithm performs better 

than NBS-EATA and a pure Tit-for-Tat algorithm. For the 

sake of easy reference, we call the pure Tit-for-Tat 

algorithm PTFT algorithm.  

Our processor floorspan contains four cores sitting in a 

line. Thus, the two middle cores in the processor get higher 

temperatures than the other two cores. That is why, in our 

results, the four cores  temperatures fell into two categories: 

side cores and middle cores (As illustrated in Figure 3-5, the 

upper two lines are the temperature of middle cores, and the 

lowers are the side cores .). For the sake of clearness, we set 

one or two amplifiers (grey blocks in each subfigures of 

Figure 3-5.) to get a close look of the data.  

Take Figure 4 as an example, during the time period from 

0 to 0.08, the temperature difference of the two groups of 

cores grows steadily from nearly 0 to almost 5 centigrade. In 

the GTFTES algorithm, the cores sometimes are forced to 

cooperate or they may choose to cooperate in a round of 

auction. It means cores that choose to cooperate may lose 

the auction because of its high thermal status, consequently 

leading to a lower temperature. Therefore, as subfigures c in 

Figure 3-5 show, the GTFTES algorithm finally gets a 

lowest temperature difference among the three algorithms. 

Also, in Figure 5 which shows a temperature variation of 

a run of 200 tasks, GTFTES also shows a smaller difference 

between the two sets of core (around one centigrade lower 

than the NBS-EATA algorithm and two centigrade lower 

than the PTFT algorithm). Thus, the temperature difference 

between the central and side part of the processor is smaller.  
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(a) PTFT algorithm                                             (b) NBS-EATA                                                             (c) GTFTES                                 

Figure 3.   Temperature variations with 50 tasks. 

 

 
(a) PTFT algorithm                                                   (b) NBS-EATA                                                             (c) GTFTES                                

Figure 4.   Temperature variations with 100 tasks. 

 
 

(a) PTFT algorithm                                                    (b) NBS-EATA                                                             (c) GTFTES                                 

Figure 5.  Temperature variations with 200 tasks. 

D.  Simulation Results of Different Types of Tasks 

We generate three task sets with 250 aperiodic, periodic 

and sporadic tasks. Then, we simulate the GTFTES, NBS-

EATA and PTFT algorithms separately. After the simulation 

we get numerous discrete time points and the temperature at 

those points. The temperature distribution on those discrete 

time points has to be listed to show the competence of the 

GTFTES algorithm. Instead to show a temperature curve, we 

use TABLE VII to list the statistical results in detail for a 

clearer illustration.  

From the shaded grids of TABLE VII, we can see that the 

temperature range with majority tasks is decreasing 

gradually from 68 oC  in PTFT to 66-68 oC in NBS-EATA 
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and finally 64-66 oC  in GTFTES. Thus, we can say 

GTFTES can deal with aperiodic, periodic and sporadic tasks 

all with a better effect to lower the temperature of processors.  

TABLE VII.   
 TEMPERATURE DISTRIBUTION OF PTFT, NBS-EATA AND GTFTES WITH 250 TASKS  

 Percentages of the corresponding temperatures(%) 

PTFT NBS-EATA GTFTES 

Aperiodic Periodic Sproadic Aperiodic Periodic Sproadic Aperiodic Periodic Sproadic 

56oC 4.22 4.51 3.52 3.35 4.16 6.17 4.23 4.16 5.16 

56-58 oC 8.45 7.16 9.16 12.54 13.17 12.46 11.66 13.27 13.89 

58-60 oC 11.46 12.16 12.45 15.32 15.33 14.33 14.52 15.13 16.11 

62-64 oC 13.3 14.33 14.33 17.97 16.38 16.85 18.87 18.48 20.83 

64-66 oC 14.98 13.88 15.75 21.21 19.72 23.31 30.24 29.51 28.44 

66-68 oC 19.1 18.11 19.21 29.24 30.51 26.42 20.21 18.72 15.31 

68 oC 28.12 29.12 25.12 0 0 0 0 0 0 

Note: Aperio: Aperiodic tasks; Perio: Periodic tasks; Sproa: Sporadic tasks. Gray grids represent the highest temperature range in a column. 
 

TABLE VIII.   
 TEMPERATURE DISTRIBUTION OF PTFT, NBS-EATA AND GTFTES WITH 250 TASKS IN A EIGHT-CORE PROCESSOR  

 Percentages of the corresponding temperatures(%) 

PTFT NBS-EATA GTFTES 

Aperiodic Periodic Sproadic Aperiodic Periodic Sproadic Aperiodic Periodic Sproadic 

56oC 3.22 4.61 5.42 2.15 4.15 4.17 5.16 4.2 6.06 

56-58 oC 7.45 7.06 7.28 13.73 13.28 13.46 10.73 12.18 12.98 

58-60 oC 9.46 11.25 12.33 17.36 15.25 15.31 14.59 16.18 16.12 

62-64 oC 12.3 12.25 13.43 19.94 16.46 16.77 21.8 18.48 21.93 

64-66 oC 13.98 16.87 16.66 26.23 24.63 24.4 36.14 26.61 25.34 

66-68 oC 22.1 19.12 22.32 20.21 25.5 25.43 18.31 21.62 17.31 

68 oC 31.12 28.11 22.1  0 0 0 0 0 

Note: Aperio: Aperiodic tasks; Perio: Periodic tasks; Sproa: Sporadic tasks. Gray grids represent the highest temperature range in a column. 

 

D.  Simulation Results of Different Number of Cores 

In order to show the core adaptability, we simulate the 

GTFTES algorithms under an eight-core processor. By 

listing the temperature distribution of this round of 

simulation (TABLE VIII), the similar conclusion that the 

GTFTES gets lower temperatures than PTFT and NBS-

EATA algorithms can be reached.  

 

V.  RELATED WORKS 

The majority of the power management research focuses 

on power management for the purpose of saving energy, not 

for balancing power consumptions and maintaining safe 

temperature levels [19-22]. While energy and temperature 

are closely related, power control mechanisms for energy 

and temperature are quite different. Although it has been 

shown that many energy-saving techniques do not work 

well in reducing peak temperature [23-25], there is still 

some change to design energy-balancing techniques in 

multi-core systems. 

In this section, we generally look into the power 

management techniques from the perspective of temperature 

management, power management, and finally the game 

theory methods used in energy-related scheduling.  

Firstly, from the perspective of temperature management, 

the authors [26] study the thread migration in temperature 

constrained multi-core processors. They show that the 

thermal benefit of thread migration depends on the number 

of threads, characteristics and ambient temperature. The 

thread migration algorithm makes thread exchange when a 

cold and a hot core are detected. They demonstrate that their 

method yields the same throughput with HRTM (Heat-and-

Run Thread Migration) [6], but requires fewer migrations. 

Authors in [2] a temperature-aware task scheduling 

algorithm in microprocessor systems. 

Secondly, several power management techniques have 

been proposed and applied in modern processors via either 

hardware or software mechanisms [3, 17, 18]. Hardware 

level DTM mechanisms, such as Dynamic Frequency 

Scaling(DFS) and Dynamic Voltage Scaling(DVS) as well 

as clock gating, are able to reduce processors temperature 

effectively and guarantee thermal safety, but with high 

performance loss. So some literature adapts to the software 

based mechanisms. As to the multi-core processors power 

management, there are some software-based mechanisms, 

such as an power density management approach based on 

operating system is studied in [6]. The proposed method has 

two key components: SMT thread assignment and CMP 

thermal migration. Within the heat-and-run the SMT thread 

assignment attempts to increase processor-resource 

utilization by co-scheduling threads using complementary 

resources; the CMP thread migration cools overheat by 

migrating threads. They show that their mechanism achieves 

9% higher average throughout than stop-go and 6% higher 

average throughout than DVS. The authors [27] propose a 
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method to balance power consumption in multiprocessor 

systems. They use performance counters to create energy 

profiles which is used to describe the energy characteristics 

of individual tasks, and distribute energy consumption of all 

CPUs of a system. Their results show a 5% increase in 

throughput for a system with all CPUs busy by avoiding the 

throttling of processors. As stated above, these methods pay 

their attentions on the power management rather than the 

temperature management. The authors [28] present a 

method to minimize the total energy consumption and 

guarantee deadline of each task. They present a mixed-

integer linear programming model for the NP-complete 

scheduling problem and solve it for moderate sized problem 

instances using a public-domain solver. For larger task sets, 

they present a novel low-energy earliest deadline first 

(LEDF) scheduling algorithm and apply it to two real-life 

task sets. However, they do not pay much attention to multi-

core systems and energy balancing management. 

Finally, authors in [8, 9] propose a corporative game 

theoretic method to address the problem of power-aware 

scheduling/mapping of tasks onto heterogeneous and 

homogeneous multi-core processor architectures. They 

consider the problem as a multi-objective optimization 

problem. However, they did not pay much attention to the 

temperature problems which is a key factor in the energy 

consumption[25]. 

VI.  CONCLUSION 

In this article, we propose a generalized tit-for-tat based 

energy-aware scheduling algorithm, namely GTFTES, for 

multi-core systems. Right before each auction, each core 

will decide to cooperate or not by the hardness factor. If it 

decides to cooperate, it will bid according to its power status. 

Otherwise, it will bid according to the average execution 

time of the tasks. Moreover, we have given core temperature 

calculation method which is used in the result analysis stage. 

In GTFTES, the scheduler forces the cores to cooperate if 

some core is thermal saturated. Simulation results show that 

the proposed game can surely reduce the temperature 

between different groups of cores and avoid the hotspot of 

the processor. 
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Abstract—In energy constrained wireless sensor networks, it is 

significant to make full use of the limited energy and 

maximize the network lifetime even when facing some 

unexpected situation. In this paper, all sensor nodes are 

grouped into clusters, and for each cluster, it has a mobile 

cluster head to manage the whole cluster. We consider an 

emergent situation that one of the mobile cluster heads is 

broken down, and hence the whole cluster is consequently out 

of work. An efficient approach is proposed for recovering the 

failure cluster by selecting multiple static sensor nodes as the 

cluster heads to collect packets and transmit them to the sink 

node. Improved simulated annealing algorithm is utilized to 

achieve the uniform deployment of the cluster heads. The new 

cluster heads are dynamically changed in order to keep 

balanced energy consumption. Among the new cluster heads, 

packets are transmitted through multi-hop forwarding path 

which is cost-lowest path found by Dijkstra’s algorithm. A 

balanced energy consumption model is provided to help find 

the cost-lowest path and prolong the lifetime of the network. 

The forwarding path is updated dynamically according to the 

cost of the path and residual energy of the node in that path. 

The experimental results show that the failure cluster is 

recovered and the lifetime of the cluster is prolonged.

Index Terms— wireless sensor networks, mobile ad-hoc

networks, energy consumption, failure recovery

I. INTRODUCTION 

Wireless Sensor Networks (WSNs) are widely used in 

environmental monitoring, disaster relief, health care and 

so on. WSNs are composed of large numbers of sensor 

nodes which are battery-powered, with sensing and limited 

computation as well as communication capabilities. Their 

major work is to sense the environment and route data 

packets to the Base Station (BS) via multi-hop path [1, 2]. 

Due to the battery constraint, the sensor nodes collect the 

useful information and transmit them over a long time 

period [3]. And the majority of energy consumption is 

expended on forwarding the packets [4]. How to provide a

balanced energy consumption achieving maximum 

extension of lifetime and improving Quality of Service

(QoS) of network has become a research focus in recent 

years.

Large numbers of sensor nodes are grouped into clusters

[5], and each cluster has a cluster head. Vupputuri et al. [1]

propose an efficient way using a mobile data collector(DC)

as the cluster head to collect the data from static sensor 

nodes. Then the DCs aggregate the data and transmit it to 

the BS. DCs have the capability of motion which can be 

controlled. Because the energy of the sensor nodes is 

mainly expended on transmitting the data, hence in a multi-

hop network, it will consume more energy if the node is 

closer to the sink node [6]. Consequently, DCs should 

change their location dynamically according to the energy 

of different area. DCs will move to the area which is of 

high energy. DCs play an important role in the WSNs, 

however, there is a shortcoming that if one of the DCs is

out of work, whole cluster won’t work anymore. So it is 

necessary to focus on self-reorganization for the WSNs and 

balanced energy consumption in unexpected situation.

In this paper, we propose a solution of self-recovery

strategy with balanced energy consumption in wireless ad 

hoc networks with the failure cluster which is out of work. 

Simultaneously, the energy consumption of the node is 

minimized and we can keep the original performance of the 

whole WSNs. When meeting the unexpected situation, the 

WSNs can recover the cluster by itself. The rest of the 

paper is organized as follows. Section II describes the 

related work and the problem statement. In Section III, we 

define the energy model, and propose an improved

simulated annealing algorithm to achieve the uniform 

deployment, besides we use the Dijkstra’s algorithm to find 

the cost-lowest forwarding path. In Section IV, we will 

discuss the simulation results. Finally, Section V concludes 

the paper.

II. RELATED WORK AND PROBLEM STATEMENT

A. Related Work

Due to the strict energy constraints of the nodes, it is 

extremely essential to optimize the energy consumption for 

WSNs. Energy consumption consists of transmission cost 
*Corresponding author
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and aggregation cost [7]. And there is also another energy 

cost for transmission and reception of the packets and an

energy cost depending on the distance between two nodes 

in transmission to balance the energy consumption [8]. In 

addition, the node can be set to several states, such as low-

energy consumption state, transmission state, receiving

state and so on. In LEICP [9], in order to prolong the 

lifetime of the WSNs, a fitness function is defined to 

balance the energy consumption in every cluster according 

to the residual energy and positions of nodes. In [10], the 

authors present a comprehensive energy model for a fully 

function wireless sensor network, and the model is divided 

into 2 parts, energy consumption due to synchronization 

and the energy consumption due to data transmission. 

Besides, the energy for empty frames and missed part are 

also analyzed. In this paper, we also provide an energy 

consumption model like [10]. However, it is important to 

apply the energy model in finding the cost-lowest path and 

the formation of the cluster. Moreover, in ad-hoc WSNs, 

the forwarding path should vary dynamically. 

In order to optimize energy consumption and maximize 

the life time of the WSNs, balanced sensor deployment as 

well as cost-lowest path is found by Dijkstra’s algorithm in 

[11] and [12]. Dijkstra’s algorithm will find the cost-lowest 

path based on the path distance, while we propose to apply 

the energy model to the Dijkstra’s algorithm to select the 

optimized path. So it is reasonable to have uniform energy 

consumption. 

It is of great significance for the cluster heads to have a 

better coverage of all the sensor nodes in its cluster [13]. 

Recently, there are many ways to detect the sensor and 

maximize the coverage. In [6], the authors propose that 

cluster heads perform parallel particle swarm optimization

to maximize the coverage matrix. In LEACH, they use 

simulated annealing to find the most optimized location for 

the cluster heads. In [14], simulated annealing is also 

utilized to optimize localization. In the procedure of the 

simulated annealing algorithm, it will select the adjacent 

nodes to be compared with the current selected cluster 

heads, and the group of nodes with the minimum distance 

sum which is calculated from all the other nodes to the 

cluster heads will be the cluster heads. Consequently, it will 

make a contribution to the uniform distribution of the nodes. 

In [15], the parallel distributed self-organization clustering 

protocol based on clustering architecture is proposed. And 

the WSNs are partitioned into many small logic zones 

distributed uniformly according to the geography locations 

of the nodes. In this paper, we select cluster head not only 

based on the distance, but also the number of the times for 

which the node has been the cluster head, because the 

cluster head will be updated dynamically. In [16], the 

method is to dynamically schedule sensors’ work cycles or 

sleep cycles in the heterogeneous WSNs. The author used a 

multiple criteria decision making method to optimize the 

sleep scheduling process. These studies have successfully 

obtained good results in energy optimization and extension 

of the maximum lifetime of WSNs, but failure self-

recovery strategy with balanced energy consumption for 

WSNs with multiple clusters is rarely mentioned.

B. Problem Statement 

However, almost all recent papers assume that the 

nodes are all in well condition. But we cannot deny that

majority of the sensor nodes are exposed in the nature, 

perhaps it will break down for physical reasons (e.g. 

components of the circuit is damaged by high temperature 

or water) or technical reasons (e.g. a software bug in the 

system), especially if the cluster head is out of work, the 

performance of the whole WSNs will go down. So it is 

important and necessary to detect and solve this problem 

quickly.
A WSN is divided into multiple clusters, every cluster 

has one Mobile Cluster Head (MCH), which will collect the 
packets from sensor nodes in their own cluster, and then 
send the packets to BS. If a MCH is out of work, packets of 
the whole cluster are missed. As showed in Figure 1, the red 
symbol is the broken down MCH. We suggest that multiple 
sensor nodes should be selected in that cluster, which will 
act as the role of the failure MCH. The new cluster heads 
will take responsibility of collecting the packets from 
member sensor nodes. Besides, among the new cluster 
heads, a cost-lowest forwarding path will be found to 
transmit the packets to the adjacent MCH or BS. So the 
balance of the energy consumption in the failure cluster 
needs to be focused on to maximize the lifetime of the 
whole cluster in this unexpected situation.

×

×

Sensor Node MCH

Failure MCHNew Cluster Head

BS

Transmitting Direction

×

Cluster 3

Cluster 1

Cluster 2
Cluster 4

Cluster 5

Cluster 6

Figure 1. A WSN with failure MCH

We simply describe a WSN with failure MCH and 
present the approach as showed in Figure 1. The WSN is 
divided into six clusters (cluster 1-6). Data packets of sensor 
nodes are collected by Cluster head for each cluster in the
WSN. If the cluster head close to the base station, the data 
packets will be collected directly to the base station. If the 

JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012 117

© 2012 ACADEMY PUBLISHER



cluster head far away from the base station, data packets are 
sent to the base station through other cluster heads. As 
showed in Figure 1, MCH of cluster 4 breaks down
suddenly, and the whole cluster is consequently out of work.
If a sensor node is selected to substitute the breakdown 
MCH, the node energy will be consumed rapidly, which 
leads to the extremely early death of the node. This paper is 
aimed at re-organizing the failure cluster by balanced energy 
consumption of the new cluster head. The new cluster heads
and the forwarding path found by Dijkstra’s algorithm are
constantly updated, ultimately achieving balanced and 
minimum energy consumption to prolong the network 
lifetime.

III. MODELING AND ANALYSIS

We propose a strategy to re-organize the sensors by 

themselves. Our solution is to filter out the eligible sensor 

nodes to be cluster heads at first. The second step is to find 

the cost-lowest path according to Dijkstra’s algorithm 

which is based on the energy consumption model. Finally, 

the path weight will be changed dynamically based on the 

energy model.  Consequently, the forwarding path is also 

changing during the packets transmission. Then the whole 

networks can work normally. Furthermore, our contribution 

is to recover breakdown cluster without extra mobile 

cluster head.  More importantly, the life time is almost the 

same as the original networks. 

A. Eligibility of Sensor Nodes

First of all, the eligible sensor nodes need to be filtered 

out. In LEACH, it selects the eligible sensor nodes simply

according to the energy, while the selection process is 

based on the location and distance of the nodes. But this

procedure may cause that the node with high energy as well 

as good location (specifically, it may be relatively close to 

the centre of the area) may be selected as the cluster head 

frequently, which will have a negative effect on the energy 

balance in the whole cluster. As a result, we select the 

cluster heads according to their residual energy and the 

times for which they have been the cluster head. For this 

restriction, the sensor is eligible, only if the energy of the 

sensor surpasses the average energy of the whole cluster, 

and the number of times it has been the cluster head is less 

than the average times. Thus not all the sensor nodes which 

surpass the average energy are equal. The nodes are more 

likely to be selected which have never been the cluster head. 

It is defined as:

If iE E and iP P then the i-th node is eligible.

0

nn

i

i

E

E
nn

                            (1)

        0

nn

i

i

P

P
nn

                                       (2)

where nn is the number of the sensor nodes in this cluster, 

iE is the residual energy of i-th sensor node’s, E is the 

average energy of the whole sensors in the cluster, iP is the

number of the times for which i-th node has been the 

cluster head, P is average times of the whole sensors. The 

nodes’ energy and the eligible of the sensor nodes vary 

dynamically. In every round when changing the cluster 

heads, eligibility needs to be calculated again. 

B. Uniform Deployment for New Cluster Heads

The uniform distribution of the cluster heads is also 

important to the energy balance of the nodes. We discuss 

how to select the cluster heads from eligible nodes to make 

the cluster heads’ location well-distributed based on the 

distance and energy. Thus coverage and the energy 

efficiency can be provided for WSNs.

We have improved the model of simulated annealing, 

and we add our evaluating standard into the annealing 

model to optimize the process. The theory of simulating 

annealing originated in the physical theory, and the concept 

is based on the manner in which liquids freeze or metals re-

crystallize in the process of annealing [14], which can be 

used to locate a good approximation to the global optimum 

of a given function in a large search area. Here we can use 

this theory to select a location of the cluster heads to 

perform the best coverage and the energy efficiency. The 

process is:

When the algorithm of simulated annealing starts, the 

sensor nodes are initialized to be a high energy level. Then 

multiple sensor nodes are randomly selected from the 

eligible sensor nodes as the initial cluster heads. The 

number of the cluster heads depends on the scale of the 

cluster, packets length, and so on [16]. Next, the 

optimization process will begin. At first, the cost of the 

initial cluster heads will be calculated. Then each cluster 

head’s neighbor will be randomly selected as a new group 

of cluster heads. Neighbors’ existence must be confirmed. 

And the cost of the new cluster head is calculated, if the 

cost of the new cluster heads is less than the current cluster 

heads, the group of new cluster heads will substitute current 

cluster heads in this step, otherwise current cluster head is 

the same. At last, previous process is repeated until the 

iteration is at the end. Thus the best choice of the new 

cluster heads is found out.

The cost is defined according to not only the distance of 

sensor nodes but the energy state of each one.

1
cost ( ) (1 / / )( 1, 2, 3... )

nn

ij i s i c
j

MIN D P P E i N   (3)

where , are const numbers which are suitable to 

different specific WSNs. Dij is the distance between i-th

sensor node and j-th sensor, the function MIN will find the 

minimum Dij from other cluster heads to the j-th sensor 

node. i is the sequence number of cluster heads which is 

from 1 to Nc. Nc is the number of the cluster heads. nn is the 

number of the sensor nodes, jP is the number of the times 

for which the j-th cluster head has been the cluster head, sP
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is the total number of the times, iE is the residual energy of 

i-th cluster head. With this energy cost model used in the 

simulated annealing, we can obtain a better location of the 

cluster heads.

Algorithm 1: Find Optimized Cluster Heads

Begin 

Step 1. Initialize Dij, Pi, Ps, Ei, which is defined in 

equation (3);

Step 2. Randomly select Nc cluster heads from 

eligible sensor nodes. The state S is initialized, S = {1,2,..

Nc};

Step 3. Calculate cost of current cluster heads CC

by equation (3);

Step 4. Set minimum cost, MIN_C = CC;

Step 5. Set iteration condition ITER(It is set to be 

1000 in this paper), and set the iteration value K=0;

Step 6. Find the cluster heads with lowest cost:

Step 6.1 Randomly select neighbor sensor

  nodes of S as  new cluster heads;

Step 6.2 Calculate the cost of new cluster heads

CN;

Step 6.3 Decide whether to change current 

cluster head to be new cluster heads
         Step 6.3.1 According to LEACH , 

  set ck = 1000 exp(-K / 20);

Step 6.3.2 Calculate probability PK of 

changing the current cluster heads:

If   (CN<MIN_C)    PK = 1

           else if (CN==MIN_C) PK = 0

             else PK =exp(-(CN – MIN_C) / ck))   

         Step 6.3.3 let rand = a random real number 

in (0, 1);
       Step 6.3.4 if (rand< PK )

Change S and current cluster heads with 

new cluster heads

MIN_C = CN

Step 6.4 K=K+1, if (K<ITER) go to Step 6.1, 

else iteration is finished and  return current cluster heads;

End

In Algorithm 1, CN is the energy cost of new cluster

heads found from the neighbor. CC is the energy cost using

current cluster heads. MIN_C is recently the minimum cost. 

ITER is the loop times in which we predict that the best 

location of the cluster heads will be found. S is the state, 

namely, the neighbor nodes will be picked around S, and it

is initialized to be current cluster heads. The algorithm 

presents that, If CN is less than MIN_C, new cluster heads

becomes new optimum and the state S will be changed to 

new cluster heads. Otherwise, new cluster heads may still 

become new optimum with a non-zero probability set 

below. Because, if CN is less than MIN_C, PK will be set to 

1, so the random number distributed between 0 and 1 must 

be less than PK, then the current cluster heads must be 

replaced by new cluster heads. However, if CN surpasses

MIN_C, the probability of changing state S is not zero, but 

an extremely small number. 

This algorithm has a relatively high complexity. 

However, it is the BS’s responsibility to run this algorithm

to reduce the extra consumption of sensor nodes. The 

location information of all sensor nodes needed in the 

algorithm is stored in the BS in advance. It will not vary 

due to the static sensor nodes. The energy level of each 

node and the times for which sensor node has been the 

cluster head will be attached in the data packet to be sent to 

the BS. Then after the process of the BS, BS needs to return 

the selection result to the selected cluster heads. 

Now the new cluster heads are set up. Besides, by this 

algorithm, each sensor nodes have acknowledged that 

which cluster head it will be managed by, according to the 

minimum distance between itself and the cluster head. Then 

the sensor node will begin to transmit packet to its cluster 

head. Each packet from the cluster head will be attached 

with the energy value of themselves. And all of this will be 

send to the BS. BS is responsible to maintain the energy of 

the whole breakdown cluster. Then, once the BS finds any 

one of the cluster heads’ energy is below the threshold, it 

will re-select the cluster heads for the cluster using 

Algorithm 1. We define the threshold Th as:
2

Th E       (4)

In (4), is a constant number, E is the average energy 

of the whole cluster. The value of can be changed to 

select the occasion of changing the cluster heads to keep a 

balance between the uniform energy distribution of all 

sensor nodes and the times of changing the cluster head, 

which will finally lead to a best performance.

C. Energy Consumption Model

There must be immense and wasteful energy 

consumption if all the cluster heads in the failure cluster 

send their packets directly to the BS or adjacent MCH 

which is perhaps far away. It is effective to set up a multi-

hop topology for the cluster heads to save energy. We 

suggest each cluster head select a cost-lowest way from 

itself to BS or adjacent MCH through multiple other cluster 

heads. Dijkstra’s algorithm is utilized to select the cost-

lowest way, and the way weight is defined as the syntheses

of distance and energy. 

We divide the energy consumption into two parts for 

each node. One is energy consumption of transmission, the 

other is reception consumption. They are defined separately. 

The reception energy consumption is a const value C, and 

the transmission part is obtained by equation (5): 

tE E b                                (5)

2 2 2
(( _ _ ) ( _ _ ) )

i j i j
E L ch x ch x ch y ch y b   (6)                    

rE C                                        (7)
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where Et is the transmission consumption, E is the cost of 

radio based on the distance between two cluster heads, b is 

data size of the packet. If b is a constant number, Et will be 

just related to the radio energy. ch_x and ch_y are the 

coordinate of the cluster head. Er is reception energy. 

D. Cost-lowest Path by Dijkstra’s Algorithm

As what is presented previously, among the cluster 

heads, it is expensive if every cluster head transmit the 

packets directly to the BS or the adjacent MCH. It is 

necessary to find the cost-lowest way to the sink node. The 

forwarding path is probably a one-hop directly, also 

perhaps a multi-hop path, which all depends on the cost of 

the path. 

In [7], Dijkstra’s algorithm has been utilized to find the 

cost-lowest path. However, they just take the distance 

between two nodes into consideration. Considering that one 

of the cluster heads’ location is so well that all the other 

cluster head will select it as a vertex in the path, 

consequently, this cluster head will expend more energy 

than the other cluster heads. It will cause an unbalanced 

energy deployment in the cluster heads, which finally 

results in that this group of cluster heads need to be 

changed so early according to equation (4). In order to 

address this problem, we propose a dynamical edge weight, 

which varies in real time. During the transmission, the path 

will be changed if needed according to the real-time edge 

weight. 

Then the edge weight value between two cluster heads 

is defined as:

, (1 / )   ( )i j t iEW E E i j                    (8)

where Et is the transmission consumption defined in 

equation (5). is a const number. Ei is the i-th cluster 

head’s residual energy. i, j is the number of the cluster head 

from 1 to Nc (defined in equation (3)). Base on this edge 

weight model, the weight depends on Et and residual

energy of the cluster head. Once the path is found, the Et is 

a relatively stable value, and will only be changed a little if 

the packet size is changed, while residual energy is 

changing with the procedure. As the energy goes down, the 

edge weight will rise up correspondingly. If one of the 

cluster head’ energy goes extremely down, the network can 

sense this situation, and adjust its edge weight to a high 

level. Then the Dijkstra’s algorithm will be utilized again to 

find a new path for them. Obviously, the cost-lowest way is 

dynamically changing to achieve the best energy saving 

and energy balance. 

Given the network Graph <V,E> with edge weight, 

Dijkstra’s algorithm can find the forwarding path with 

minimum cost from every node to the sink. At our present 

situation, V is a set of the cluster heads. E is a set of edges

from any one cluster head to other cluster heads. For every 

edge, we have an edge weight which is calculated in 

equation (8) stored in a matrix. 
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10
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Figure 2. Cost-lowest forwarding path by Dijkstra’s algorithm

At beginning, every forwarding path from the cluster 

head to the sink node (BS, or adjacent mobile sink node) is 

initialized to infinite. S is a set of sensor nodes whose final 

cost-lowest-path weights from the source cluster head have 

already been determined. S is empty initially. In the 

algorithm, it will repeatedly select the vertex u from V-S

with the lowest-cost path estimated, then add it to S, and 

update the entire determined path leaving u. Through Nc

times loop, the forwarding path from every cluster head to 

the sink will be set up. The running time of this Dijkstra’s

algorithm depends on how the min-priority queue is 

implemented, and we achieve the running time of 

O(V
2
/lgV). This is practical to implement the min-priority 

queue with a binary min heap. Furthermore, for a definite 

time, the edge weight matrix will be updated with the 

energy going down, and the Dijkstra’s algorithm will be 

called again to re-build the path. 

TABLE I. INFORMATION OF NODES 

Node  No. ch_x ch_y Ei

1 9.6532 90.9823 0.9263

2 17.7690 102.5647 0.9256

3 26,1295 26.6744 0.9230

4 31.2210 68.2318 0.9584

5 40.6683 5.9087 0.9906

6 59.9032 35.6784 0.9756

7 75.3462 67.9984 0.9920

8 90.7640 8.0864 0.9716

9 99.9736 103.9833 0.9667

10 117.9065 82.9472 0.9575

Figure 2 shows one scenario of the forwarding path

selecting. There are ten cluster heads which are numbered 

from 1 to 10, and one sink node. In Table 1, it shows the 

coordinates and energy level of each node. In order to find 

the cost-lowest path, according to the equation (8) and 

Algorithm 2, there are 4 paths selected which are cost-

lowest and leads to a uniform deployment of energy. Our 

strength is not only focusing on the energy consumption but 

also energy deployment, which will make a contribution to 

prolonging the whole networks lifetime.
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Algorithm 2: Find Cost-lowest Path

Begin 

Step 1 Initialize SN and V
           SN source nodes, such as BS or adjacent

MCH      

          V cluster heads

          Initialize Et and Ei

Initialize Np which is used to record last node 

added  in SN. Initialize Np = source node number.

Step 2 Update edge weight value EW according to 

              equation(8)

Step 3 Iteration to find cost-lowest path

          While (V )

Step 3.1 Find next node

                u find a node number from V which has 

a minimum edge weight to Np from EW

                 Delete u from V.

                 Add u to set SN SN SN u .

Let p = u

             Step 3.2 Update former cost

                     For each cluster head which is adjacent u ,

relax cost of the cluster-head

Update the cost-lowest path.

          End While

Step 4 Return the cost-lowest path

End

In Algorithm 2, step 1 is initialization, to set V and SN, 

and update the edge weight value EW. Step 2 is iteration to 

extend the forwarding path to find the cost-lowest path. In 

step 3, every loop we select a node from V which has a 

minimum edge weight to p from EW as node u, then 

remove it from V, add it into SN. It is calculated that with 

the addition of u whether some existent paths need to be 

changed, namely whether the cost is lower through node u. 

If the cost is lower through u, the existent paths need to be 

updated. This procedure is repeated until all cluster heads 

are added in SN, and V is empty. Thus the cost-lowest path 

from source to the sink node is found. 

IV. NUMERICAL CALCULATION AND EXPERIMENTAL 

RESULTS

In this section, we will conduct some simulation 

experiments to analyze the energy efficiency, energy 

balance and lifetime time of the re-organized cluster as well 

as performance. In this simulation, we focus on breakdown 

cluster which is managed by the failure MCH. According to 

our strategy, static cluster head will be selected to take 

responsibility to transmit the packets. During the simulation, 

energy of each node will be recorded to prove the uniform 

deployment of the energy, while total mounts of packets are 

calculated to test lifetime of networks. 
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Figure 3. Sensor nodes distibution for experiment

A. Simulation Environment

Generally, we only take the breakdown cluster into 

consideration. It is a topology of 100 sensor nodes (i.e.

nn=100) and one BS which is the sink unit. We assume that 

all these sensor nodes are distributed in an area of 

100 100m m , as showed in Figure 3. Distribution of the 

sensor nodes are generated by NS2. We suppose the initial 

energy of the sensor node is 1. We set the parameter =

1 10-7, = 1, Nc = 10 in (3), namely, we will select 10 

cluster heads as the cluster heads. In (4) we set =0.9. In 

(5), =1 10-7, =1 10-8, and we set b to a const value 

1K, which means that all the packets are 1K. In (6), we set 

=1. In (7), the const reception consumption C = 1 10-5. 

= 1 in (8). When the simulation ends, the total number of 

packets transmitted is 15263, and the total round of 

changing the cluster heads is 1030. 

B. Balanced Eenergy Consumption 

We capture 4 moments uniformly by time in the 

simulation to show the residual energy of all the sensor 

nodes, we can observe that, at any moments, the energy of 

the node is at the proximity level. 

Figure 4 shows the energy relationship of 100 nodes at 

different time points. We can see that the energy difference 

of any two nodes’ energy is less than 20% of the whole 

energy. If one node’s energy is at the top of all nodes’ 

energy, it wont be the top in next period, which shows that 

the node of high energy is more likely to be the cluster head. 

And the energy consumption of each sensor node is

generally similar from the beginning to the end, and the 

energy line is going down uniformly. It can prove that in 

our algorithm, the energy consumption of the nodes in the 

failure cluster can keep balanced.
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Figure 4. Remained energy of sensor nodes
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Figure 5. Average remained energy of 100 nodes

In Figure 5, the average energy of the 100 nodes is 

calculated in every round. It also shows that in our strategy, 

the average energy goes down stably, and the energy of the 

whole WSNs is uniformly distributed in the 100 nodes. 

While the lower line indicates the energy level in LEACH,

the consumption of sensor nodes is larger than that in our 

method. The energy consumption is not uniformed due to 

its random selection of the member nodes. Meanwhile, the 

energy level of each node will fluctuate in LEACH. As for 

our method, using extended simulated algorithm and 

Dijkstra’s algorithm, the consumption of the sensor nodes 

is uniform and minimized. It obviously reflects that lifetime 

of the WSNs is prolonged longer than LEACH. 

Figure 6 depicts the relationship of the living nodes of 

the cluster. We can see that using multiple static cluster 

heads, 100% of the nodes are alive, which covers 90% of 

lifetime. However, with the MCH, at 200-th round, the 

nodes begin to die. But the WSNs can last a long time with 

MCH, because the death rate of sensor nodes is going down. 

Compared with the method only using DCs in [1], our 

method saves more energy in the whole process. Until up to

the 1000th round, the nodes begin to die. In contrast, the 

method using only DCs starts at about the 200th round. 

However, in terms of the whole lifetime in our method, it is 

a little shorter but very close to the method using DCs. 
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Figure 6. Number of living nodes

Figure 7 depicts the energy comparation between two 

situations. One situation is that cluster is recovered by 

multiple static cluster heads when MCH is broken down.

The other is that the cluster is recovered by multiple static 

cluster heads at first, and then after 400 rounds, alternate 

MCH (AMCH) is dispatched to recover the cluster. The 

energy consumptions in two situations are close to each 

other. Due to the AMCH, the rate of the energy declines.

The lifetime of WSNs is thus prolonged.
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From the simulation, the contribution of our strategy is 

to make all the sensor nodes involved in the recovery of the 

cluster. All nodes have the possibility to be the cluster 

heads. This kind of uniform energy consumption will lead 

to longer lifetime. Compared with the MCH or AMCH, the 

performance of static cluster head is almost the same, 

especially in the comparison of living nodes (as shown in

Figure 6) with original MCH. By using static cluster head, 

100% living nodes will last longer.

V. CONCLUSIONS

The heterogeneous WSNs consist of static sensor node, 

mobile cluster heads and the base station. We discuss a

scenario that one of the mobile cluster heads breaks down. 

The sensor nodes in the failure cluster will recover

themselves by selecting multiple temporary cluster heads to 

act as role of mobile cluster head. Improved simulated 

annealing algorithm is utilized to achieve the uniform 

deployment. An energy model is applied to keep the 

balanced energy consumption. We use extended Dijkstra’s 

algorithm to find the cost-lowest path based on our energy 

model. Our proposed solutions achieve that the failure 

cluster is recovered by the multiple new static cluster heads, 

which can work normally. Due to the balanced energy 

consumption, the lifetime of the WSNs is prolonged as 

showed in the simulation.  The strength of the solution in 

this paper is that the breakdown networks are recovered in 

a short time using the static sensor nodes, while we can also 

keep the well performance of the network. So the whole 

WSNs can live longer in complex and hostile environment. 

Each node can participate in the management of WSNs, so 

the WSNs will be stronger.

This paper discusses situation that only a small number 

of MCHs can not work in WSNs. If there are multiple 

adjacent clusters do not work, our method can also self-

recover, but the efficiency will be affected. Our future work 

will be focused on the situation that multiple adjacent

MCHs do not work normally. We will re-divide clusters to 

increase efficiency of the node transmission in WSNs.
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Abstract—Link weighting is crucial for performance of link-
based web page ranking algorithms. Typically, a link is 
viewed as recommendation between pages, which is an 
unquantifiable term and existing approaches lack physical 
interpretations. In this paper, we view a link as the 
attractive force between pages, and map concepts of web 
(in/out degree, content similarity, etc.) to those of physics 
(mass, distance, attractive force). Inspired by Reilly’s Law 
of Retail Gravitation, we propose a gravitation-like model 
for calculating the attractive force. We then implement a 
instance of our algorithm framework by taking some 
features of web pages into consideration. Experimental 
results show that this instance outperforms other typical 
algorithms (HITS, Randomized-HITS, and SALSA) with 
higher precision, better resistibility of TKC effect and no 
need of filtering intra-domain links.  
 
Index Terms—Link Analysis, Attractive Force Model, Link 
Weight, Web Information Retrieval 
 

I.  INTRODUCTION 

In modern web search engines, link-based ranking 
algorithms play an important role [1]. It is clear that 
different links are of different importance in contributing 
to the rank of a page on a given query. Thus a problem 
arises on how to assign weights to links. Till now, there is 
not a satisfying approach to the problem of weighting 
links since many features are involved, such as text in 
documents, link anchors, user feedback.   

Typically, existing link analysis algorithms are based 
on the assumption that a link stands for a 
recommendation of one page to another. However, the 
term “recommendation” is hard to quantify, i.e., it is hard 
to determine the extent of recommendation from one 
page to another. This hardness essentially answers for the 
difficulty of weighting links and existing approaches lack 
physical interpretations.  

The angle of view of recommendation lies at the start 
point of each link:  a link from page A to page B exists is 

because that the author of A thinks B is important and 
makes a recommendation of B. However, from another 
angle of view, i.e., at the end point of each link, we can 
say that a link pointed to page B by page A is because 
that the importance of B causes the attention of A. From 
this point, instead of recommendation, a link can be 
interpreted as an attractive force between two pages, 
which is a quantifiable term. Note that web is a social 
phenomenon, and it has been observed by W.J.Reilly that 
the attractive force between cities follows Sir Isaac 
Newton’s theory of gravitation (Reilly’s Law of Retail 
Gravitation)[2], it is convincing to assume that the 
attractive force between pages follows a similar law.  

From the above observations, in this paper, we propose 
a new framework for query-dependent link analysis in 
which each link is weighted by calculating the attractive 
force between its two associated pages. A mapping is 
built from concepts of web pages (in/out degree, content 
similarity, etc.) to those of physics (mass, distance, 
attractive force), and the attractive force is computed with 
formulas like theory of gravitation.  

It is encouraging that we can really benefit from the 
nature since we have implemented an instance of the 
framework. Though only partial features are involved in 
this instance, the instance, which we call G-HITS, shows 
great advantages over other typical approaches such as 
HITS[3], Randomized-HITS[4] and SALSA[5]. 
Experimental results show that our instance algorithm 
outperform other algorithms in three aspects. 1) Better 
precision: G-HITS perform much better than other 
algorithms under the P@10 precision metric. 2) 
Resistance of TKC Effect: G-HITS is less vulnerable to 
the TKC effect than algorithms. 3) No need of filtering 
intra-domain links: Other algorithms need to filter intra-
domain links to alleviate bias caused by mutually 
reinforcing effect. This is time consuming and may 
manslaughter some useful information. G-HITS without 
filtering intra-domain links perform as well as filtering, or 
even better.  

The rest of the paper is organized as follows. Section 2 
presents the background and some related works. The Manuscript received December 28, 2010; revised March 1, 2011; 

accepted March 28, 2011. 
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attractive force model and the algorithm framework 
presented in section 3. In section 4 we implement a 
instance algorithm. The experiments and evaluations are 
given in section 5. Finally, we conclude the paper in 
section 6. 

II.  BACKGROUND AND RELATED WORK 

A.  Background 
Kleinberg [3] proposed that web documents had two 

important properties, called hubness and authority, as 
well as a mechanism to calculate them. In his Hyperlink-
Induced Topic Search (HITS hubness) approach to broad 
topic information discovery, the score of a hub (authority) 
depended on the sum of the scores of the connected 
authorities (hubs). Kleinberg calculated these scores on 
the subset of the web that included top-ranked pages for a 
given query, plus those pages that pointed to or were 
referenced by that set. 

Page and Brin [6] proposed an alternative model of 
page importance, called the random surfer model. In that 
model, a surfer on a given page i, with probability (1 − d) 
chooses to select uniformly one of its outlinks, and with 
probability d to jump to a random page from the entire 
web. The PageRank score for node i is defined as the 
stationary probability of finding the random surfer at 
node i. PageRank is a topic-independent measure of the 
importance of a web page, and must be combined with 
one or more measures of query relevance for ranking the 
results of a search. 

B.  Related Works 
Ideally, HITS is a good model for query-dependent 

page ranking. However, in the real web world, there are 
many negative characteristics that affect precision of 
ranking algorithms. Thus many works try to improve over 
HITS. Lempel and Moran [5] defined a tightly-knit 
community (TKC) as a small but highly connected set of 
sites. Even though such a community is not quite relevant 
to the query, it may still be ranked highly by link-based 
ranking algorithms. The authors proposed SALSA, a 
stochastic approach for link structure analysis, and 
demonstrated that it is less vulnerable to the TKC effect 
than HITS. Ng et al. [4] presented randomized HITS and 
subspace HITS algorithms to enhance the stability of the 
original HITS algorithm, etc. Though all of these 
algorithms adopt weighting links to address the problems, 
none give a clear answer or physical interpretation on 
why the links should be weighted in such a way. Bharat 
and Henzinger [7] proposed a number of improvements 
to HITS. One of the changes is an algorithm called imp, 
which re-weights links involved in mutually reinforcing 
relationships and drops links within the same host. They 
found that imp made a significant improvement over the 
original HITS. Chakrabarti et al. [8] extend HITS by 
increasing the weights of links whose anchor text 
incorporates terms from the query. 

There are several works that try to provide general 
framework for links analysis. HITS emphasizes mutual 
reinforcement between authority and hub webpages, 

while PageRank emphasizes hyperlink weight 
normalization and web surfing based on random walk 
models. Ding et al [9] systematically generalized and 
combined these concepts into a unified framework. Xi et 
al [10] proposed a unified link analysis framework, called 
“link fusion”, which considers both the inter- and intra-
type link structure among multiple-type inter-related data 
objects and brings order to objects in each data type at the 
same time. Chen et al [11] proposed a unified framework 
that put both explicit and implicit link structures under a 
framework.  

Finally, we note that physical models, especially 
gravitation model, have been successfully applied in 
related fields such as information retrieval and data 
mining. Shi et al [12] provided a gravitation-based model 
and bring explicit physical interpretation to formulas and 
concepts in information retrieval. Zhang et al [13] 
proposed a mechanical algorithm for data clustering 
which give explicit descriptions for movements of data 
points when falling into their genuine clusters. 

III.  ATTRACTIVE FORCE MODEL AND ALGORITHM 
FRAMEWORK 

A.  Basic Concepts 

1.  Particle, Hub Mass and Authority Mass 
In our model, the web pages are depicted as particles. 

Following Kleinberg [3], who associated every page with 
a hub weight and an authority weight, we associate every 
web page with a hub mass and an authority mass. Note 
that hub mass and authority mass are both query-
dependent. Intuitively, a page with a high authority mass 
tends to attract more attention and a page with a high hub 
mass tends to convey more authority information. Thus, 
features like page content, page-query similarity and 
web-logs are factors of authority mass and hub mass.  

We should note the more a page link to or linked by 
other pages, the more it can cause attention or convey 
information. Thus in-degree and out-degree are both main 
factors of hub/ authority mass. 

 

 
Figure 1.  Query space and page space 

2.  Distance between Pages 
The distance between two pages is a similarity metric. 

The WWW can be seen as a huge space, query and web 
page can be seen as two dimensions of the space. Most of 
the web link analysis research only analyzes the 
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hyperlinks within web pages, without considering the 
query dimension. However, in the real world, web pages 
and queries have close relationships. For example, see 
Fig 1, a query in the Query space can not only refer to 
other queries, but also refer to the web pages in the Web-
page space. 

3.  Attractive Force between Two Pages 
Assume there are two pages i and j, whose hub masses 

and authority masses are denoted by aihi MM ,, , and 

ajhj MM ,, , respectively. There distance is denoted 

by jir , . Note that hub mass acts for conveying 
information and authority mass acts for attract attention, 
thus the attractive force between i and j, denoted by jiP ,  

is dominated by hiM , and ajM , , following a formula 
like theory of gravitation. 

                     2
,

, ( , )

0 ,

ih ja

i jij

M M
C if i j E

rP
otherwise

×⎧
∈⎪= ⎨

⎪
⎩

                (1) 

Where C is a constant. E is the set of the directed edges 
of the web graph G= (V, E), derived from the given query. 
 

 
Figure 2.  The attractive force between two pages 

B.  Algorithm Framework 

1.  Constructing a Sub Graph from the WWW 
For a parameter t, the t highest-ranked pages for the 

query from a text-based search engine are collected. They 
are referred as the root set Rσ . The procedure is the same 
as HITS [3] algorithm. Then, the base set Sσ is obtained 
by growing Rσ to include any page pointed to by a page 
in Rσ and any page that points to a page in Rσ , with the 
restriction that every page in Rσ can bring at most d pages 
pointing to it into Sσ . So the collection of the hyperlinked 
pages in the Sσ can be viewed as a directed graph G= (V, 
E). 

2.  Computing Hub Weights and Authority Weights 
Like other typical link analysis algorithms, our 

algorithm framework is also based on the random walk 
process of Markov chains. Let there be a random surfer 
who follows hyperlinks in both the forward and backward 
directions. More precisely, the surfer starts from a 
randomly chosen page, and visits a new web page at 
every time step. Every time step, he tosses a coin with 

probability ε , and if the coin lands heads, he jumps to a 
new web page chosen at random. If the coin lands tails, 
then he checks if it is an odd time step or an even time 
step. If it is an odd time step, then he follows a randomly 
chosen forward link from the current page; if it is an even 
time step, then he traverses a random backward link of 
the current page. Thus, the random surfer alternately 
follows links in the forwards and backwards directions, 
and occasionally “resets” and jumps to a page chosen at 
random. That can be expressed in the matrix-vector terms 
as follows: 
                        ( 1) ( )1 (1 )t T t

ra P hε ε+ = + − ×
r

                   (2) 

                        ( 1) ( 1)1 (1 )t t
ch P aε ε+ += + − ×

r
                  (3) 

Where P is the adjacency matrix derived from the query-
specific link graph, each element of the matrix P is the 
value of the attractive force that one page links to the 
other. 1

r
is the vector consisting of all ones, rP is the same 

as P with its rows normalized to sum to 1, and cP is P with 
its columns normalized to sum to 1. 

IV.  AN ALGORITHM INSTANCE 

Implementation of our algorithm framework need 
concrete methods for computing masses and distances. In 
this section, we provided an instance of the algorithm in 
which part of the features are involved. 

A.  Computing hub mass and authority mass 

 
Figure 3.  Increasing trends of hub/authority mass, with the increasing 

of the out-degree / in-degree 

It has been analyzed that in-degree and out-degree are 
both main factors of hub/ authority mass. Let investigate 
how they affect the masses. Intuitively, the more a page is 
pointed by other pages, the higher authority, and it should 
be assigned a lager mass. In the beginning, when a page i 
has a small number of in-links, adding a new link to it is 
of much importance for it to gain more attention. 
However, when a page i already has a large number in-
links, a new added link has little impact to its popularity. 
This means that a page’s authority mass increase with its 
in-degree following a curve like Fig 3. The relationship 
between hub mass and out-degree is similar. We adopt 
logarithm functions to describe them. Note that out-
degree also affect authority mass, since a page link to 
many other tends to be known more, but its impact is 
much less than in-degree. The relationship between 
authority mass and in-degree is similar. 
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The formulas of hub mass ihM and authority 
mass iaM are as follows. They are the base-e logarithm 
functions of | ( ) |F i  and | ( ) |B i , which represent out-degree 
and in-degree respectively. 

              ln(| ( ) | 1) ln(| ( ) | 1)ihM F i B iα β= × + + × +            (4) 

              ln(| ( ) | 1) ln(| ( ) | 1)iaM B i F iα β= × + + × +            (5) 

Where α and β are the dependent factors. We set the 
factors as follows: α is 0.80-0.85, β is 0.15-0.20 and 

1α β+ = . 

B.  Computing distance between pages 
According to the relationship of queries and web pages 

in the space, distance ,i jr  between two pages can be 
reflected by the distance of pages i and j to query q, 
which can be indirectly reflected by the content 
similarities of pages i and j to query topic q. That can be 
expressed as follows. 

                               , , ,( , )i j q i q jr f s sλ= ×                            (6) 

Where λ is the dependent factor and satisfies 0 1λ< ≤ . If 
λ  is larger, the distance will be dependent on the content 
similarities more. The formula of content similarity ,q js of 
page j to the query topic q is showed in the below, ,q is is 
the same with it. 

                    
, ,

1
,

2 2
, ,

1 1

t

k j k q
k

q j t t

k j k q
k k

w w
s

w w

=

= =

×
=

×

∑

∑ ∑
                        (7) 

Where , ,k j k j kw tf idf= × , , ,k q k q kw tf idf= × , and ,k jtf is the 
frequency of the term k in document j , ,k qtf is the 
frequency of the term k in query q, kidf is an estimate of 
the inverse document frequency of the term k on the 
WWW. 

Then, the formula of the distance is as follows. 

                           2 2
, , ,(1/ )i j q i q jr s sλ= × +                      (8) 

Formula (8) also reflects distance of page i to page j 
reasonably, we can assume that query q, page i and j can 
form a right-angled triangle in the data space. ,i jr , 

,q is and ,q js are the edges of the triangle. The physical 
meaning of distance ,i jr  between two pages is that if 
content similarities ,q is and ,q js are larger, the distance of 
page i to j will be nearer. 

C.  The algorithm 
The algorithm is a HITS-like algorithm with a 

gravitation model. We name it G-HITS. The algorithm is 
described as follows. 

Algorithm 1: G-HITS algorithm to compute the 
hub weights and authority weights 

Input: The sub graph G (V, E) derived from the given 
query 
Output: h, a 
Iteration (G) 
  F (i) denote the set of all pages i points to i 
  B (i) denote the set of all pages pointing to i 
  Pij denote the attractive force from i to j 
1.    Let z = [1, 1, … , 1]T 
2.    Initialize h and a, set h = z, a = z 

3.    1
1 (1 )

| ( )|( )
h a Pji ijB jj F i

ε ε
→

∑= + − × ×
∈

                        

4.    11 (1 )
| ( )|( )

a h Pj jii F jj B i
ε ε
→

∑= + − × ×
∈

                        

5.    Normalize h and a 
6.    Obtaining /i ih h h= , /i ia a a=  
7.    Repeat 3, 4, 5, and 6 until convergence 
Return h, a 

The time complexity of the iteration algorithm above 
is 2( )O N . The element ijP can be expressed as follows: 

                          ,( , , )ij ih ja i j ijP f M M r W= ×                       (9) 

Where                 
1 , ( , )
0 ,ij

if i j E
W

otherwise
∈⎧

= ⎨
⎩

                         (10) 

According to the Randomized HITS algorithm [10], 
the iteration will cause ( )ta and ( )th  converge to the odd-
step and even-step stationary distributions. 

V.  EXPERIMENTS AND EVALUATIONS 

A.  Experimental Methods 

TABLE I.   
THE SIMILARITY THRESHOLDS OF THE QUERIES 

Queries abortion jaguar geometry genetic bicycling java 

,q iMins 1.0E-06 5.0E-07 5.0E-07 5.0E-07 5.0E-07 1.0E-06

 

TABLE II.   
THE DATASET DETAIL FOR EACH QUERY, FILTERING THE INTRA-DOMAIN 

URLS 

Queries abortion jaguar geometry genetic bicycling java 
Bσ size 1546 1097 2185 2117 1892 2851
Links 1018 1011 2190 2024 4327 9290

 
We performed experiments on G-HITS and three other 

typical algorithms with the following 6 different queries: 
abortion, jaguar, geometry, genetic, bicycling and java, 
which have been used in previous works [3]. We first 
obtained the root set Rσ and base set Sσ for every query 
like HITS [3] algorithm, and then we got the directed 
graph G= (V, E) derived from the Sσ .Secondly, we 
attempted to filter the noninformative URLs, which exist 
in the web pages, according to the distributions of the 
content similarities of the pages for each query. We set a 
similarity threshold ,q iMins for each query, showed in Table 
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1. Then we filtered the URLs whose content similarities 
are below ,q iMins , and we got the new base set Bσ . Thirdly, 
we did the experiments under two conditions as follows: 

(1)  Filtering intra-domain links: In this experiment, we 
filtered intra-domain links, following HITS and SALSA 
algorithms. The size and the links of Bσ are presented in 
Table 2. 

(2) No filtering the intra-domain links: In this 
experiment, we didn’t filter the intra-domain links, since 
we want to have a comparison with the filtered 
experiments. The size and the links of Bσ are presented in 
Table 3. 

Then, we set the factorsα =0.80, β = 0.20, λ  =0.95, 
C=1.00, t=200, d=50, the convergence thresholdδ to be 
1.0E-06, and the jump probability ε to be 0.20 for every 
query. 

TABLE III.  
THE DATASET DETAIL FOR EACH QUERY, WITHOUT FILTERING THE 

INTRA-DOMAIN URLS 

Queries abortion jaguar geometry genetic bicycling java 
Bσ size 1546 1097 2185 2117 1892 2851
Links 9536 9494 6704 11385 22846 49538
 

 
Figure 4. Comparison of P@10 Authority Page Precision of the G-HITS, 
Randomized HITS, SALSA, and HITS, filtering the intra-domain links 

B.  Results Analysis and Evaluations 

1.  Authorities Evaluation 
P@10（Precision at 10） is the number of relevant 

documents in the top 10 documents in the ranked list 
returned for a topic. If the document is relevant, the score 
of it will be 1; else it will be 0. 

We asked 100 volunteers to evaluate the result 
authorities according to our rules above. Then we got the 
average high relevant rate for each query topic, marked as 
P@10 Authority Page Precision. We can see the 
performance comparison of the four algorithms in Fig 4, 
the experiment has filtered the intra-domain URLs. And 
in Fig 5, the experiment is without filtering intra-domain 
links. 

(1) The experiment with filtering intra-domain links. 
We performed this experiment following HITS, 

SALSA and other algorithms to filter the intra-domain 
URLs. We can see that G-HITS algorithm get higher 

authorities than other three typical link analysis 
algorithms, in appendix 1 and 2. For example, the results 
authorities of Top1-Top10 for the query “abortion”, 
showed in appendix 1. Seven URLs are quite popular 
with the volunteers in G-HITS algorithm, which are Top1 
to Top6, and Top10. But there are four, five, and five 
URLs are popular, in HITS, SALSA, and Randomized 
HITS algorithms, respectively. 
 

 
Figure 5.  Comparison of P@10 Authority Page Precision of the G-
HITS, Randomized HITS, SALSA, and HITS, without filtering the 

intra-domain links 

 (2) The experiment without filtering intra-domain 
links. 

We can see the performance of different result 
authorities in appendix 3, with the query “jaguar”. The 
authorities of G-HITS are much better than other three 
algorithms. We can compare the experimental results of 
the filtered and unfiltered intra-domain links in appendix 
2 and appendix 3, with the same query “jaguar”. We find 
that the unfiltered results of G-HITS in appendix 2 are 
even better than the filtered in appendix 3. But for the 
other three algorithms, it can be seen that the filtered 
results are better than unfiltered. Thus, we can get rid of 
the redundant time of filtering. This is because that G-
HITS has strong resistibility against TKC effect, which is 
explained in the following sub-sections. 

2.  Resistance of TKC Effect 
The TKC Effect occurs in HITS algorithm for the 

query topic “jaguar”, showed in appendix 2, which has 
filtered intra-domain links. It is obviously that Top6 to 
Top10 are URLs from the same domain. That is the result 
of the Mutual Reinforcement Approach of HITS 
algorithm. Top8 to Top10 are same domain URLs of 
SALSA algorithm, which is less vulnerable than HITS in 
the TKC Effect. Randomized HITS also has TKC effect 
obviously. But see the authorities of G-HITS algorithm 
presented in appendix 2, we find that just Top4 and Top5 
are in the same domain. Then, let’s see appendix 3, which 
is results without filtering intra-domain links. The results 
of HITS, SALSA and Randomized HITS are quite bad 
because of the TKC Effect occurred. But the results of G-
HITS are much better than them, and show the robustness 
against the TKC Effect. Similar phenomena are also 
found in the top ten authorities of query “genetic”, 
“bicycling” etc. Thus, G-HITS algorithm is more resistant 
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to the TKC effect than other algorithms, no matter on the 
condition of the filtering intra-domain links, or no 
filtering intra-domain links. 

We can give brief analysis to this phenomenon. In G-
HITS algorithm, different links correspond to different 
attractive force values from physical perspective. For 
example, web page k links to both i and j, if the content 
similarity of page i to the given query q is larger than j, 
the distance of page k to i will be nearer than k to j; at the 
same time, if the authority mass of page i are not the 
same with the page j, then, attractive force kiP will be 
different from kjP .Thus, the mutually reinforcing effect 
alleviated and no page can benefit too much from its 
neighbor, which can lead to TKC Effect. While at the 
same time, not all intra-domain links are used for 
navigation, some are also used for recommendation. This 
explains why no filtering of intra-domain links for G-
HITS sometimes performs better than filtering. 

VI.  CONCLUSIONS AND FUTURE WORK 

In this paper, an attractive force model for link 
weighting is proposed from the perspective of social 
science inspired by Reilly’s Law of Retail Gravitation. 
An algorithm framework for base query-dependant web 
page ranking is then deduced and an instance of the 
framework is implemented. Experimental results show 
that it is encouraging that we can really benefit from the 
nature. An open problem is that how can we fuse all the 
features that affect page ranking into this model. Another 
problem is how we can develop a similar model for 
query-independent web page ranking. 
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Abstract—The HITS algorithm is a very popular and 
effective algorithm to rank web documents based on the link 
information among a set of web pages. However, it assigns 
every link with the same weight. This assumption results in 
topic drift. In this paper, we firstly define the generalized 
similarity between a query and a page, and the popularity of 
a web page. Then we propose a weighted HITS algorithm 
which differentiates the importance of links with the query-
page similarities and the popularity of web pages. 
Experimental results indicate that the improved HITS 
algorithm can find more relevant pages than HITS and 
improve the relevance by 30%-50%. Furthermore, it can 
avoid the problem of topic drift and enhance the quality of 
web search effectively. 
 
Index Terms—HITS Algorithm, Link Analysis, Similarity, 
Popularity 
 

I.  INTRODUCTION 

With the rapid growth of computer technique and the 
Web, 2EB (1EB≈1024*1024*1024GB) information is 
produced each year in the whole world and the increasing 
speed of information has been beyond imagination. Thus, 
how to effectively search relevant information from the 
huge information on the internet is the primary goal of 
the modern search engines. Link analysis plays an 
important role in accomplishing this task. 

The most two famous link analysis algorithms are 
PageRank algorithm [1] by Sergey Brin and Lawrence 
Page and the HITS algorithm [2] by Kleinberg. They are 
all purely link-based algorithm which do not think about 
the content of the page so that resulting in the problem of 
topic drift. That means the results of the algorithms often 
contain some non-relevant pages with tightly 
interconnected density. In order to control the topic drift, 
page ranking algorithms based on hyperlinks and content 
have been proposed, such as the ARC algorithm [3] and 
the Average algorithm [4]. HITS algorithm can not treat 
links differently, due to its definition makes the quality of 
hubs is determined by it pointed to the quantity of 
authority page. In 2001, Allan Borodin and others 

proposed the Hub-Averaging (HUBAVG) algorithm 
which sets the hub weight of some node i to the average 
authority weight of the authorities pointed to by hub i. 
Later, Allan Borodin and others proposed the Authority-
Threshold algorithm [5] which sets the hub weight of 
node i to be the sum of the k largest authority weights of 
the authorities pointed to by node i. This corresponds to 
saying that a node is a good hub if it points to at least k 
good authorities. Moreover, Lempel and Moran proposed 
the SALSA algorithm [6] based on the Markov chain. 
Cohn and Chang proposed the PHITS algorithm [7] based 
on the probability model, and so on. 

Based on the HITS algorithm, this paper finds that the 
HITS algorithm treats links equally and does not take use 
of the content of the page when distributes rank scores. 
As a result, the definition of the similarity of the pages 
and the popularity of the pages are proposed by this paper 
to influence the rank result. This paper proposes the 
Improved HITS (I-HITS) algorithm based on similarity 
and popularity, which differentiates the importance of 
links with the similarity of pages and the query topic and 
the popularity of pages. And I-HITS algorithm constructs 
a new adjacency matrix to compute hubs and authorities. 
Theoretical analysis and experimental results both show 
that the I-HITS algorithm performances better in search 
precision and avoids the problems of topic drift 
effectively. 

The rest of this paper is organized as follows. A brief 
background review of HITS algorithm and the problems 
it has been presented in Section 2. An extended HITS 
algorithm, the Improved HITS algorithm is described in 
Section 3. Experimental results of I-HITS are given in 
Section 4. Section 5 summarizes the conclusions. 

II.  HITS ALGORITHM AND PROBLEM ANALYSIS 

A.  HITS algorithm 
Unlike PageRank algorithm, Kleinberg proposed a 

more refined notion for the importance of the Web pages. 
He believed that the importance of pages is dependent 
with the query topic. In his framework of Fig. 1, every 
page can be considered as two identities, hub and 
authority. The link structure can be described as a 
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dependent relationship: A good authority is a page 
pointed to by good hubs, while a good hub is a page that 
points to good authorities. Therefore, Kleinberg defined 
the following mutual reinforcing relationship between 
hubs and authorities: the hub weight to be the sum of the 
authorities of the nodes that are pointed to by the hub, 
and the authority weight to be the sum of the hub weights 
that point to this authority [2] [8] [9]. 

 
Figure 1.  Hubs and authorities 

              ∑
∈

=
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ji ha          and      ∑
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Let ai and hi represent the authority and hub weight of 
page i, respectively. B(i) and F(i) denote the set of 
referrer and reference pages of page i, respectively. 

B.  The problems of the HITS algorithm 
 
 
 
 
 
 
 

Figure 2.  A bad example for HITS 

 

 
 
 
 

Figure 3.  Another bad example for HITS 

The definition of HITS algorithm has the following 
two implicit properties. It is symmetric, in the sense that 
both hub and authority weights are defined in the same 
way. If we reverse the orientation of the edges in the 
graph, authority and hub weights are swapped. The HITS 
algorithm is also egalitarian, in the sense that when 
computing the authority weight of some page p, the hub 
weights of the pages that point to page p are all treated 
equally (same with computing the hubs weights). 
However, these two properties may sometimes lead to 
non-intuitive results. Consider the example graph in Fig. 
2 demonstrates that if the number of white authorities is 
larger than the number of black hubs, the HITS algorithm 
will allocate all authority weight to the white authorities, 
while giving little weight to the black authority and easily 
cause topic drift. However, intuition suggests that the 
black authority is better than the white authorities and 
should be ranked higher. Similarly, in Fig. 3, after 
computing, the middle black authority will have higher 

authority weight than the white authority, but actually 
they should be equally good. Therefore, we seek to 
change the symmetric and the egalitarian of the HITS 
algorithm, and aim at treating links differently. 

III.  I-HITS ALGORITHM 

In view of the problem of the HITS algorithm, the 
paper proposes the I-HITS algorithm, which is according 
to the product of the relevance of Web page and query 
topic, the relevance of Web page linked to and query 
topic and the popularity of the page to weight the link 
instead of the average transfer strategy. 

A. Definition 1: The similarity of the page and the query 
If page i points to page j, then i is called the source 

page and j is called the target page. In most cases, the 
more information a source page contains with the query 
Q, this source page is more relevant with the query topic, 
and the similarity is Si. Similarly, the more information a 
target page contained with the query Q, this target page is 
more relevant with the query topic as well, and the 
similarity is Sj. Furthermore, we find that anchor text is 
used to describe the target document, not to describe the 
current document [1] [10], and it summarizes the topic of 
the target document with a high degree of accuracy [11]. 
Therefore, in order to reduce the computational 
complexity, computing the similarity of the target page 
and the query Q is simplified by computing the similarity 
of the anchor text and the query Q. Thus, in the adjacency 
matrix, if page i points page j, the item in it is (1+ Si)*(1+ 
Sj); if not, it is 0. 

B. Definition 2: The popularity of the page 
The more popular a page is, the more other pages tend 

to point to it or it will be linked to by other pages. The 
proposed extended I-HITS algorithm contributes larger 
rank values to more important (popular) pages instead of 
dividing the rank value of a page evenly among its 
outlink pages. 

     
a                                               b 

       
c                                               d  

Figure 4.  How to distribute weight with popularity 

Fig. 4.a represents the HITS algorithm. According to 
the out-degree of h, h allocates its weight as the 
probability of a quarter. That is, a, a1, a2 and a3 will get 
the same value of hub. However, in Fig. 4.b, with the 
definition of the popularity, the hub value of each 
webpage is determined by the proportion of its in-degree 

Authorities Hubs 

 

 

JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012 131

© 2012 ACADEMY PUBLISHER



pointed to the overall in-degree. That is, allocating hub 
weights according to the migration probability of links. 
The in-degree of a, a1, a2, a3 are 4, 1, 1, 1, then a gets 4/7 
of the hub weight and a1, a2, a3 gets 1/7. Similarly, in Fig. 
4.c, when HITS computing authority values, the chances 
of the authority pages accumulating the authority values 
are equal. All the h, h1, h2, h3 pointing to “a” will have 
the same chance of gaining authority values. In the I-
HITS algorithm, the authority value of each webpage 
pointing to “a” is determined by the proportion of its out-
degree to the overall out-degree, as shown in Fig. 4.d. E.g. 
with the respective out-degree values of h, h1, h2, h3 at 
2、1、1、1, the authority values of h, h1, h2, h3 are 2/5, 
1/5, 1/5, 1/5 respectively. Advantage of this way is that 
allocating more rank values to the most popular pages 
from an objective point of view. Like in a certain area, 
the more fans he has, more famous he should be. 

The popularity from the number of outlinks is recorded 
as ( ),

out
j iW  [12]. ( ),

out
j iW  is calculated based on the number of 

outlinks of page i and the number of outlinks of all 
reference pages of page j. Where Oi and Op represent the 
number of outlinks of page i and page j, respectively. R(j) 
denotes the reference page list of page j. 
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The popularity from the number of inlinks is recorded as 

( ),
in
j iW  [12]. ( ),

in
j iW  is calculated based on the number of 

inlinks of page i and the number of inlinks of all 
reference pages of page j. Where Ii and Ip represent the 
number of inlinks of page i and page j, respectively. R(j) 
denotes the reference page list of page j. 
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In this example of Fig. 5, page A points page C and page 
D. The inlinks and outlinks of these two pages are IC=2, 
ID=1, OC=2, OD=3. Therefore, ( ),

out
A CW = OC/ (OC+ OD) =2/5 

and ( ),
in
A CW = IC/(IC+ IC) =2/3. 

  
 
 
 
 
 
 
 

Fig 5.  Links of Web 

C. The I-HITS algorithm 
⑴  Assign each page with two value: ai and hi, 

represent authority weight and hub weight. 
⑵ Initialize: ai=1, hi=1(i=1, 2, 3, … , n). 
⑶ Compute:    
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Normalization. 
⑸ If ai and hi do not converge, turn to step ⑶. 
 

IV.  EXPERIMENTS  

A.  Evaluation method 
TREC (text retrieval conference) is the greatest impact 

of evaluation conference in the text information retrieval 
areas. This experiment uses TREC’s P@10 evaluation 
criteria. That is, P@10 is the number of relevant 
documents in the top 10 documents in the ranked list 
returned for a topic. 

TREC usually use binary and ternary evaluation. This 
experiment uses a more specific and detailed ternary 
evaluation and classifies a document as: 

(1) Highly relevant (HR): Contain very important and 
very authoritative information about the given query. 

(2) Relevant(R): Have relevant but not important 
information about the given query. 

(3) Non-relevant (NR): Include neither the keywords 
of the given query nor relevant information about it. 

An objective categorization of the results is achieved 
by integrating the responses from several people who are 
able to offer impartial opinions: for each page, we 
compared the count of each category and chose the 
category with the largest count as the type of that page. 

B.  Experiment data 
In order to evaluate the I-HITS algorithm, this 

experiment compared with HITS and I-HITS on 5 
different queries, four in English and one in Chinese: 
abortion, alcohol, basketball, movies, 搜索引擎. All of 
these queries have already appeared in previous works [2] 
[13] [14] and are representative. The base sets for these 
queries are constructed in the fashion described by 
Kleinberg. Statistical data is in Table 1. 

TABLE I.   
EXPERIMENT DATA 

query nodes hubs authorities links 

abortion 1652 949 933 2849 

alcohol 1964 1441 1213 11083 

basketball 1153 930 641 3588 

movies 2934 2051 1885 18210 

搜索引擎 2884 2142 1744 37941 

C.  Evaluation 
The following table shows three queries results of 

alcohol, movies and 搜索引擎. In these tables, the results 
that are labeled highly relevant appear in boldface, while 
the relevant ones appear in italics, and the rest are non-
relevant. 

Table 2 shows the results of alcohol. The top 10 results 
returned by HITS are all relevant, 7 of them are highly 

A 

B 

C 

D 

E 
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relevant. The top 10 results returned by I-HITS are all 
relevant, 8 of them are highly relevant, the proportion of 

highly relevant improves by 10%. 

TABLE II.   
RESULTS OF ALCOHOL 

rank HITS I-HITS 
1 http://www.niaaa.nih.gov/                                           http://www.ndp.govt.nz/publications/review-        
2 http://www.health.org/                                                http://www.wrap.org/                                          
3 http://faculty.washington.edu/chudler/alco.html      http://www.alcoholmedicalscholars.org/            
4 http://www.alcoholfreechildren.org                               http://www.niaaa.nih.gov                                    
5 http://www.nasadad.org/                                             http://www.health.org/                                         
6 http://www.nofas.org/                                                    http://www.alcoholconcern.org.uk/                    
7 http://ncadi.samhsa.gov/govpubs/ph323                    http://ncadi.samhsa.gov/govpubs/ph323/           
8 http://www.alcoholconcern.org.uk/                            http://faculty.washington.edu/chudler/alc         
9 http://www.atf.treas.gov/                                               http://www.cdc.gov/alcohol/                                

10 http://www.hsph.harvard.edu/nutritionso                 http://www.atf.treas.gov/                                        

TABLE III.  
RESULTS OF MOVIES  

rank HITS I-HITS 
1 http://movies.yahoo.com/                                  http://www.gazettenet.com/dining                               
2 http://www.nytimes.com/pages/movies/in       http://www.onwisconsin.com/movies/                      
3 http://movies.msn.com/                                     http://us.lrd.yahoo.com/_ylt=A9FJq6Dw5x                
4 http://www.wmm.com/                                       http://www.hotfreelayouts.com/layouts.p                
5 http://dmoz.org/Arts/Movies/                             http://www.bio.unc.edu/faculty/goldstein/la                
6 http://www.moviesunlimited.com/                       http://www.frazy.com/                                               
7 http://service.real.com/filmcom/                         http://www.bio.davidson.edu/Courses/movie               
8 http://movies.about.com/                                  http://www.gnovies.com/                                              
9 http://www.empiremovies.com/links.php            http://www.yourmovies.com.au/                               
10 http://www.teachwithmovies.org/                       http://www.reelclassics.com/                                     

TABLE IV.  
RESULTS OF搜索引擎 

rank HITS I-HITS 
1 http://www.google.com/intl/zh-CN/               http://www.xpue.net                                                   
2 http://www.gseeker.com                                    http://www.tooooold.com                                           
3 http://www.wangtam.com/50226711/c_wav    http://www.bbssearch.cn                                           
4 http://www.yuleguan.com                                http://www.google.com/intl/zh-CN/                        
5 http://www.chinaventurenews.com                  http://www.1hd.cn                                                     
6 http://www.tjacobi.com                                    http://www.baidu.com/                                            
7 http://www.money-courier.com                        http://bizsite.sina.com.cn/                                          
8 http://www.geekervision.com                           http://it.sohu.com/7/0903/35/column213613             
9 http://www.in-women.com                               http://so.163.com/                                                     
10 http://www.tracingadget.com                           http://news.qq.com/a/20070405/001271.ht               

 
Table 3 shows the results of movies. 6 of the top 10 

results returned by HITS are relevant, 4 of them are 
highly relevant. 9 of the top 10 returned by I-HITS are 
relevant, 5 of them are highly relevant. The proportion of 
highly relevant improves by 10% and the proportion of 
relevant improves by 30%. 

Table 4 shows the results of 搜索引擎. 2 of the top 10 
results returned by HITS are relevant, 1 of them are 
highly relevant. 7 of the top 10 returned by I-HITS are 
relevant, 3 of them are highly relevant. The proportion of 
highly relevant improves by 20% and the proportion of 
relevant improves by 50%. 

From Table 2 to Table 4, to some extent, HITS 
algorithm and I-HITS algorithm all will product the 
problem of topic drift. However, Table 5 and Table 6 
show that I-HITS algorithm generates more relevant 
pages than HITS, which illustrates I-HITS is better than 
HITS in the precision. Furthermore, the proportion of 
highly relevant improves by 10%-20% and the proportion 
of relevant improves by 30%-50%. 

V.  CONCLUSION 

TABLE V.   
PROPORTION OF HR 

query HITS I-HITS 
alcohol 70% 80% 
movies 40% 50% 

搜索引擎 10% 30% 

TABLE VI.   
PROPORTION OF R 

query HITS I-HITS 
alcohol 100% 100% 
movies 60% 90% 

搜索引擎 20% 70% 
 
The research of page ranking algorithm is significant 

because it will increase the accuracy of search engines. 
At the beginning this article briefly introduced 
mainstream page ranking algorithms, especially analyzed 
HITS algorithm and its existing problem. Based on HITS 
algorithm, this article proposed I-HITS algorithm, which 
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is an algorithm according to parameters of similarity and 
popularity. I-HITS algorithm measured the importance of 
page link based on two page attributes, which includes 
source page, target page, relevancy of query topic and the 
popularity of page in Network subgraph. As a result, I-
HITS increased the ability of distinguish link importance, 
and avoid top drift. Furthermore, this article compared 
HITS algorithm with I-HITS algorithm by experiment. 
The result shows that I-HITS algorithm is better than 
HITS algorithm when searching related page. The quality 
of query is increased obviously. 
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Abstract—This paper introduces the concept of community 
seed, vector and relation matrix. In terms of the relation 
similarity between free vertices and the existing 
communities, we put vertices into different groups. A 
minimum similarity threshold is proposed to filter which 
gives a method to find the vertices located at the overlapped 
area between different communities. This paper analyzes a 
series of network dataset and proves that our algorithm is 
able to accurately find communities with high cohesion and 
weak coupling. We use a variety of test to demonstrate that 
our algorithm is highly effective at detecting community 
structures in both computer-generated and real-world 
networks.  
 
Index Terms—community seed; relation matrix; minimum 
similarity threshold; overlapped area; high cohesion and 
weak coupling 
 

I.  INTRODUCTION 

Network has attracted considerable recent attention as 
one of the most powerful mathematical presentation for 
complex systems. Network ideas have been applied with 
success to topics as diverse as scientific citation and 
collaboration [1], epidemiology [2], ecosystems, to name 
but a few. Previous study indicates that large complex 
networks have statistical features such as small-world 
phenomenon [3], isomerism [4], clustering, scale-free [5]. 
According to the recent research, complex networks also 
have obvious community structures [6]. Community 
structure is the reflection of networks’ modularization 
and heterogeneity; it tells us that the real world is 
combined by all sorts of vertices. It is of vital significance 
to deeper study the community structures which hidden 
behind the complex networks, as well as to intellectually 
mine them. For example, communities in social networks 
can be used to find vertices of similar interests and social 
context; classifying the pages on world wide web is good 
to improve the search efficiency and accuracy, and help 
to implement the function of information filtering, hot 
spots tracking, news analyzing and so on; the discovery 
of community in biochemistry networks and electronic 
networks is useful to find the function-related structure 
units. Finding these communities are not only helps to 

reveal how the high cohesion and loose coupling 
community structures are combined, but also helps 
people to better understand the distinctive characteristics 
of structures and functions in different levels of the 
system.    

Community detecting can be defined as: finding the 
vertices with similar characteristics in the complex 
network and artificially put them into a virtual group. 
Vertices in the same group have tightly connections while 
vertices in different groups have sparse connections 
[7][8]. After division we get a high cohesion and loose 
coupling system. The feature of community in complex 
network is similar to the clustering in data mining, so this 
feature is also called clustering. The ability to find and 
analyze communities in complex network can provide 
invaluable help in understanding and visualizing the 
structure of complex networks [9-20]. In this paper, we 
show how this can be achieved. 

Classical community discovery algorithms (CDA) 
include, G-N algorithm [10][15], label propagation 
algorithm [11-13], the CDA based on dynamical 
similarity[14], to name but a few. With the development 
of swarm intelligence, some scholars also came up with 
the idea of CDA based on genetic algorithm (GA) [16-19] 
and CDA based on particle swarm optimization 
(PSO)[20-22]. According to the operational solution 
strategies, the existing CDAs can be divided into two 
classes, heuristic CDA and optimal CDA. This paper is 
enlightened both by the thoughts in PSO and by the 
cooperative thoughts in CF, we entitled it as cooperative 
and heuristic CDA (CHCDA). Experimental results in 
section 4 show that the applications can effectively lower 
the algorithm’s time complexity with good practicality 
and applicability. 

II. PRELIMINARIES 

With the appearance of Green Computing, it has 
become a tendency to combine multiple algorithms 
together to reduce the algorithm’s time complexity. 
Particle swarm algorithm simulates the self-organized 
sports action in nature; multi-function optimization is 
able to find multiple optimal swarms at the same time. 
Therefore, we innovatively apply both these ideas to look 

JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012 135

© 2012 ACADEMY PUBLISHER
doi:10.4304/jcp.7.1.135-140



 
Figure 2. A simple undigraph. 

 
Figure 1. A small artificial network. 

for the community seed; then we compare the similarities 
between free vertices and the existing community. In this 
paper, we use vertices’ degree as the weight of core level, 
take the core vertex as the best particle, look for and 
detect the community structures in complex networks. 

A.  Relation matrix 
Assume that the network we studied has n nodes, A is 

the adjacent matrix and R is the relation matrix.  

Rn=An+En                                       (1) 

From the above formula we can see, the difference 
between A and R is, the diagonal elements in adjacent 
matrix is Ai,i=0 while the relation matrix is Rj,j=1.  

 
We use Figure 1to illustrate how CHCDA works. 
The theory of “Six Degrees of Separation” tells us that 

people who have same friends are much easier to become 
friends themselves than people who are randomly picked 
up from the society. Before theorem one, we define the 
concept of common neighbor and the concept of people 
with similar social relationships.  
Definition 1: Common neighbor. If node a has edges to 
both node i and j, a is i and j’s common neighbor. 
Definition 2: Similar social relationship. If i and j have 
many common neighbors and exceed a minimum 
threshold, we call i and j have similar social relationships. 

In this paper, we use relation similarity to weigh how 
close the nodes’ are. According to the description above 
we get Theorem 1. 
Theorem 1: In network N, We know that A and B are 
friends, B and C are friends, D and E are randomly 
chosen from N. We say that A and C are much easier to 
become friends than D and E. In other words, 
similarity(A,C)>>similarity(D,E)。 

Graph theory is always used to solve the problems in 
network; the problem described above is equal to 
calculate the probability of triangle formation in an 
undigraph. In other words, we need to prove that the 
probability of Triangle (A,B,C)>>Triangle(D,B,E). 

 
Proof:  
 

(1) Construct a simple undigraph as Figure 2 shows; 
(2) Set node B as a triangle vertex; 
(3) If nodes A and C are both B’s nearest neighbor, the 

probability of A, B and C to form a triangle is 50%; 
(4) If we randomly choose another two nodes D and E 

from the graph, the probability of B, D and E to form 
a triangle is 0.5*0.5*0.5=0.125; 

(5) Therefore, the similarity between A and C is much 
higher than D and E. 

Inference 1: Nodes who have similar social 
relationship are more probable belong to the same 
community. 

We construct the relation matrix in accordance with 
Figure 1 as below.  
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⎥
⎥
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⎢
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⎢
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⎢
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⎣

⎡

=

111000100000
111000000000
111000000000
000101111000
000011100000
000111100000
100111110000
010100111111
000100011111
000000011100
000000011011
000000011011

Matrix
 

By analyzing the matrix we know, the ith row of 
matrix represents the relation vector of i. As a result, we 
get the degree of i as formula 2 shows. 

1
1

, −= ∑
=

n

j
jii MatrixDegree         （2） 

By calculating the cosine similarity between relation 
vectors, we can find the most similar neighbor for each 
target vertex or community. 

B.  Community vector 
We use vectors to represent the vertices’ social 

relationship. To conveniently calculate the similarity 
between free vertices and the existing communities, we 
also use vectors to demonstrate community themes. The 
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eigenvector of community is combined by the relation 
vectors of the inner vertices. In this paper, we come up 
with two methods to demonstrate community 
eigenvectors. 

• Binary vector representation 
This method use binary numbers 0 and 1 to represent 

the community eigenvectors. 
For example, the relation matrix of Figure 1 is Matrix, 

the relation vector of vertex i is Matrixi.  We use VSN to 
represent the eigenvector of community SN, and the 
vector length is 12, the initial value of VSN is 0. The 
binary vector representation method can be described as 
below. 
foreach node i in SN 

 iSNSN MatrixVV ∪=                             （3） 

VSN(i)=1 means that there is more than one edge to 
vertex i, while VSN(i)=0 means none. This method is only 
able to show whether there is an edge to i or not, but not 
able to count how many. Therefore, we put forward 
another method to represent the community’s relation 
eigenvector. 

• Relation weighted vector representation 
This method is able to count the number of edges 

direct to the target vertex i, which to some extent reflects 
i’s attraction. We use SNi(a) to represent the number of 
edges in community SNi to vertex a. The larger of SNi(a), 
the bigger of a’s attraction. The calculation of relation 
weighted vector can be described as below. 
foreach node i in SN 

 VSN=VSN+Matrixi                                 （4） 

In this paper, the addition rules are as same as in math. 
Use Figure 1 as example, vertex 4 and 5 belong to SN1. If 
we use binary representation, VSN1=V4 ∪ V5=  <1,1,1,1,1, 
1,0,0,1,0,1,0>. This result tells us that there are edges 
direct to vertices 1, 2, 3, 4, 5, 6, 9, 11 in the network, but 
we do not know how many. If we use relation weighted 
representation method, VSN1= V4+V5=<2,2,2,2,2,1,0,0, 
1,0,1,0>, it tells us that for this moment, there are two 
edges direct to vertices 1, 2, 3, 4, 5, and one edge direct 
to vertices 6, 9, 11.  

Community vector vividly shows the relationship 
between vertices in the community, which makes it 
possible to weigh the similarity between free vertices and 
the existing communities. Besides, it provides an 
interface for the application of CF to CDA. 

C.  Community seed 
Based on thoughts in multi-function optimization, the 

best particle leads the rest ones to locate at the most 
suitable place[23]. Low degree means the vertex locate at 
the margin place while high degree means it locates at the 
core position. Community seed is the best local one in 
one community. We define the concept of community 
seed and free members as blew.  
Definition 3: Community seed. If vertex a is the first 
member of a community, it leads the following members 

to locate around it. The number one vertex becomes the 
seed of this community. 
Definition 4: Free members. The remained nodes in 
Ldegree that haven’t been divided into communities are 
called free members. 
The steps to choose community seed are as below.  

Step 1: All vertices are sorted in decreasing order of 
degrees which constitute a list Ldegree. 

Step 2: The set of community seeds S is initially set to 
empty.  

Step 3: Vertices in Ldegree are checked in turn from the 
beginning to the end of the list. If vertex i does not have 
connection with the existing communities{SN}, it 
becomes a new seed and is added to S; if not, calculate 
the similarity between i and SN and if similarity(i, SN)<
δ , i become a new seed and be added to S; else if 
similarity(i, SN)>δ, i becomes a member of SN.  

Because vertices with higher degrees are checked first, 
the community seed in each community must be the one 
with best location. These community seeds respectively 
guide the rest nodes in the same network to locate at the 
multiple optima. 

The similarity between community SN and vertex i is 
calculated as formula (5) shows. 

Sim(S,i)=cos(S,i)=
iS

iS

VV
VV
⋅
⋅                     (5) 

When the scale of network changes, it become 
necessary to change the minimum similarity threshold δ. 
The larger of the network scale, the more complex of the 
relationship between vertices. The largest number of 
edges in a network who have n vertices is (n^2-n)/2, 
which means one vertex has a maximum (n-1) neighbors. 
This paper uses relation matrix to represent the 
relationship between vertices in a network, every vertex 
has relation to itself which makes the biggest relation 
number to n. The principle of cosine similarity is that the 
more of the common neighbors that a pair of vertices 
have, the closer of the relationship between them. In a 
social network with n vertices, the maximum of the 
common neighbors is n, in other words, if two vertices 
have n common neighbors, the similarity between them 
must be 1, so we set the unit of minimum similarity 
threshold as 1/n.  

III. CHCDA 

In this algorithm, the number of seeds determines the 
number of communities in the entire network. As a result, 
we don’t need to artificially set the number of 
communities. 

A. Description of community division 
We still use Figure 1 to illustrate how this algorithm 

works out. For Figure 1, Ldegree=<5,6,4,11,1,2,7, 
9,3,8,10,12>, we set the minimum similarity as 1/12. 
Vertex 5 has the largest degree, so it becomes the first 
community seed, we name this community as A, and 
VA=V5. We check out the free members in Ldegree one by 
one, and compare the similarities between them and A. 
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Figure 3. Division of binary community vector representation 

 
Figure 5. Divided social structure of the network in figure 1. 

Figure 6.  Division results of nodes in Zachary Club 

Figure 4. Division of relation weighted community vector 
representation. 

Figure 3 is the dividing result of binary representation 
and Figure 4 is the dividing result of relation weighted 
representation. 

 

The green dotted line in Figure 3 and Figure 4 is the 
line of minimum similarity threshold. Compare the 
results of different community representations, we can 
see that they get the same community structure, but the 
relation weighted representation can effectively expand 
the elasticity of relations between nodes and reduce the 
fuzzification of node’s position. 

Besides, there is a distinctive node in figure 4, node 9 
belongs to both A and B. However, the similarity 
between community B and 9 is much higher. We call 
node 9 the contactor of A and B. Figure 5 shows the 
dividing results of relation weighted representation.  

B.  Procedure of cooperative CDA 
Step 1: Construct the adjacent map for network N; 
Step 2: Build the relation matrix; 
Step 3: Sequence the vertices in network N and build 

up Ldegree; 

Step 4: Look for the community seeds, define the 
community vectors. 

Step 5: Divide vertices into different communities. 
 

IV. EXPERIMENTAL RESULTS 

, We apply CHCDA to the dividing of Zachary club 
and dolphins network to test the feasibility of our 
algorithm. 

A. Zachary Club Network 
Zachary Club is a one of the most classical network for 

analyzing network structures. In 1970s, Wayne Zachary 
took three years to observe the social relationships of 
members in a US college’s karate club, after then he 
constructed the Zachary’s karate club network. The 
dataset includes 34 nodes and 78 edges, each node 
represents one member in the club, and edges state the 
relationship between members. In the procedure of 
investigation, he found that the director and the coach had 
disputes with each other about charging problems which 
result in the whole club break into two parts. The 
manager and the coach separately became the head of one 
part. In Figure 6, different colors represent members in 
different groups. As a real social network, Zachary club is 
often used to test the efficiency of community discovery 
algorithm. 

Using CHCDA, we firstly construct the relation map of 
Zachary club. The degree ranking list is Ldegree=< 34, 1, 
33, 3, 2, 4, 32, 9, 24, 6, 7, 8, 14, 15, 28, 30, 31, 5, 11, 20, 
25, 26, 29, 10, 13,16,17,18,19,21, 22, 23, 27, 12>,δ
=1/34. During the test, we use relation weighted 
representation to illustrate how this algorithm works well.  

In Figure 6, X axis represents the serial number of 
nodes in Zachary and Y axis represents the similarity 
between vertices and the existing communities. As we 
can see, the similarity values are much smaller than 1, so 
we take out of the similarity between vertex 1 and 
community B, vertex 34 and community A because they 
are too high to mark in the graph. Besides, similarity 
between 9 and A, 9 and B, 10 and A, 10 and B, 20 and A, 
20 and B are all above the minimum similarity threshold, 
so 9, 10 and 20 are the connectors for community A and 
B, Which shows that CHCDA is really effective for 
discovering the overlapped area of communities. Figure 7 
is the dividing result of CHCDA. 
 

138 JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012

© 2012 ACADEMY PUBLISHER



 
Figure 7. CHCDA division results for Zachary Club

 
Figure 8. CHCDA division results for Dolphin 

 
 

Figure 9. Division results of nodes in Dolphin 

B. Dolphins Network 
Dolphin network is also a common dataset in the study 

of social networks. Lusseau and his fellows conduct 
systematic surveys about dolphins in Doubtful Sound, 
Fiordland, New Zealand. The survey course constantly 
remains over 7 years and covers the entire home range of 
Doubtful Sound population which includes 62 vertices 
and 159 edges. In Figure 8, each vertex represents a 
dolphin; a link means two dolphins have regular contact. 
We set the minimum similarity as 1/62 and get Figure 9. 

Figure 8 shows that the entire network is divided into 
two parts. Besides, there are some special dolphins locate 
at the overlapped area, such as vertex 20, 31 and 37.  

Individuals who lie on the boundaries of communities 
become bridge between unconnected communities. They 
play important roles in the procedure of information 
spreading. The discovery of connectors has great value to 
promote the communication and interaction between 
communities, especially in the E-commence and citation 
network. 

V. CONCLUSION 

In this paper, we have analyzed the problem of 
detecting community structure in networks. During the 
research, we come up with a cooperative community 
detecting algorithm based on the ideas in multi-model 
optimization. We have three innovation points in this 
paper: (1) Introduce the concept of community seed, 
declare that community seeds guide the rest individuals to 
locate at the multiple optima. (2) Put over the idea of 
relation matrix, use relation similarity to weigh the social 
intimacy between nodes. (3) Apply CF’s thoughts to 
community discovery; find the contactors between 
different communities. Those three characteristics enable 
the CHCDA algorithm efficiently finds the potential 
communities in large complex network. 

Follow-up works include formulate the minimum 
similarity threshold and choose suited community vector 
representation for different social networks. 
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Abstract—To address the issue of reliability evaluation in 
dynamic grid environment, a workload-aware reliability 
evaluation model is proposed, in which queuing system is 
applied to describe the dynamic workload and working of 
grid resources. Meanwhile, a new type of resource fault, 
namely Deadline-Miss fault, is introduced to evaluate the 
reliability of real-time jobs. The validity of the proposed 
model and its approach to calculate real-time job’s 
reliability are presented theoretically. Extensive 
experiments are conducted to verify its performance, and 
the results show that the proposed model can significantly 
improve the accuracy of reliability evaluation in presence of 
dynamic workload. Also, scheduling algorithm based on this 
model can reduce the jobs’ mean response time and the 
deadline-miss rate. 

Index Terms—grid computing, reliability evaluation, 
workload-aware, deadline-miss, queuing system 
 

I. INTRODUCTION

Grid computing [1] is an emerging technology to 
address issues such as large-scale resource sharing, wide-
area communication, and multi-institutional collaboration. 
Due to its open architecture, grid resources from different 
virtual organizations are inherently heterogeneous and 
dynamic, which lead to resource failures occur frequently 
and hard to be detected [2, 3]. Furthermore, wide-area 
resource sharing over uncertain network increases the 
probability of resource failures since data transferring are 
often intensive in most of grid applications [4]. Therefore, 
reliability analysis and evaluation of grid systems 
becomes a challenging issue and attracts more and more 
attentions of researchers. Existing studies show that the 
difficulties of reliability evaluation in grid environments 
are as following:  

Heterogeneity of resources results in various types of 
resource fault, which can hardly be taken into 
consideration in a single model [3, 19, 20]. 
Failure model is greatly influenced by resource’s 
workload, which often fluctuates dramatically and 
unpredictable in runtime [2-3]. 
Due to the large-scale and the complexity of grid 
systems, reliability are difficult to model, analyze, and 
evaluate [2-5].

Among the existing grid reliability evaluation models, 
the Tree-structured Grid Reliability Model [2] (TGRM) 
proposed by Y.S. Dai et al. is considered as the most 
effective and efficient. However, the shortcoming of 
TGRM is that it does not take into account the dynamic 
workload when calculating reliability. Motivated by this 
observation, in this paper we propose a workload-aware 
reliability evaluation model which is based on TGRM.  

The rest of this paper is organized as follows: Section 
2 presents the related work. In Section 3, we analyze the 
shortcomings of TGRM, and present the workload-aware 
TGRM. In Section 4, extensive simulations are conducted 
to verify the performance of the proposed model. Finally, 
Section 5 concludes the paper with a brief discussion of 
future work. 

II. RELATED WORK

In [6], Distributed Program Reliability (DPR) and 
Distributed System Reliability (DSR) are two metrics 
firstly introduced to the reliability evaluation of 
distributed systems by Raghavendra. Also, Raghavendra 
propose an algorithm based on graph-traversal to 
calculate DSR and DPR. However, the complexity of the 
algorithm is exponential, which means it is unsuitable to 
evaluation the reliability of large-scale systems. So, Chen 
et al. [7] improves Raghavendra’s algorithm by using the 
graph-cutting approach. The common shortcoming of 
both two algorithms is that they all assume that the failure 
rates of resources and links are constant, which is 
unsuitable to the geographically distributed and dynamic 
grid environments. 

So, in [5] Y.S. Dai et al. addresses the issue of 
reliability evaluation in grid environments. Dai’s 
approach is based on Minimal-Task-Spanning-Tree
(MTST) just like Raghavendra’s, but he uses random 
failure model instead of assuming the failure rate being 
constant. In [2], Y.S. Dai et al. further their study and 
propose a Tree-structured Grid Reliability Model (TGRM) 
for analyzing the performance and the reliability of grid 
services in the presence of common failures caused by 
sharing communication links. TGRM is the first grid 
reliability model and has been proven to be effective and 
efficient.
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However, TGRM dose not take into account the effects 
of workload on the reliability evaluation. In [3], 
Czajkowski has pointed out that “The reliability of grid 
system is greatly affected by many factors, and the 
dynamic changing workload on resources is one of the 
most significant one”. Many other studies also prove this 
conclusion. For example, in [8] Kermarrec at el. gives the 
formal expression to describe the relationship between 
performance and workload in large-scale distributed 
systems. In [9-10], Bucur and Epema conduct extensive 
experiments in grid testbed DAS-2 [11] to evaluate the 
performance of various co-allocation policies under 
different workload. Their experimental results show that 
workload-aware co-allocation policies are effective to 
reduce the probabilities of executing fault, since those 
policies are effective to avoid the negative effects brought 
by dynamic changing of workload on resources. In 
addition, the studies in [5, 7, 10, 22, 23] confirm that the 
conception of workload-aware is of significant 
importance not only for the performance of scheduler but 
also for the whole performance of grid systems. 

In this paper, we apply queuing system [15] to describe 
the workload of grid resources. Recently, queuing system 
has been widely applied by many researchers to model 
the working of grid resources. For example, Sun Xian-He 
[12] has used queuing theory to predicate the availability 
of grid resources; Wu Ming [13] has applied M/G/1 
queuing system to describe working model of single 
resource to analyze the effects of advance reservation on 
local job’s scheduling; Berten [14] uses M/M/C queuing 
system to model the service of a single cluster to study 
the capability-based allocation policy in multi-cluster grid. 
Their studies indict that queuing system is capable of 
precisely describing the working and workload model of 
grid resources. 

III. RELIABILITY MODEL ANALYSIS AND DESIGN

.
In TGRM, RMS (Resource Management System) is 

the root node of the tree model, which is responsible for 
task admission and scheduling. The resources are 
represented by leaf nodes, between which the edges 
represent the network links. TGRM assumes that the 
occurrence of resource and link faults follow exponential 
distribution. In order to simplify the evaluation of 
reliability, TGRM make three assumptions as following:  

A1. The RMS is completely reliable, which means 
there will be no faults in RMS. 

A2. The RMS receives tasks, assigns them to available 
resource, and integrates the received results for user’s 
tasks. All the intermediate data are assembled on RMS, 
and then being sent back to users. 

A3. Each available resource can only provide service 
for a single user’s task. 

Based on the above assumptions, TGRM gives the 
expressions to calculating the reliabilities of the resources 
and the links as following: 
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jLF e                               (2) 
where k

jRF  is the probability that sub-task j  is successful 
completed on resource k , k

jLF  is the probability that 
there is no occurrence of link fault during the execution 
of sub-task j , k  and k  are the mean fault rates of the 
resource k and the links, jc is the size of sub-task j , ja
is the amount of data transmitted between resource k  and 
RMS when sub-task j  is running, kx  is the computing 
speed of resource k , ks  the minimal bandwidth of all the 
network links between resource k  and RMS. Therefore, 
the reliability of a task is that  

1
Reliability max[max( )]

j

k k
j jj m k w

RF LF                   (3) 

where m  is the number of sub-tasks, and jw  is the set of 
selected resources for executing the task. 

B.
As mentioned in Section IV, queuing system has been 

proven to be able to precisely describe the working and 
workload model of grid resources. So, we also use 
queuing system to construct the working and workload 
model of grid resources. By this way, we incorporate 
workload-aware mechanism into the TGRM. 

Among the assumptions of TGRM, it is obviously that 
the third assumption is too conservative and unsuitable. 
For instance, multi-cluster systems are a typical class of 
grid system that generally used in scientific fields. In 
multi-cluster systems, a high-performance cluster exposes 
its service interface to the out-side users in form of 
single-image. So, a cluster should be considered as a 
single resource with paralleling computing capability. 
This is also true for those Massive Parallel Processor
(MPP) systems. To be compatible with TGRM, we use 
M/M/1 queuing system to model those resources that can 
only provide service for a single task at a time, and 
M/M/C queuing system for those resources with parallel 
capability.

Meanwhile, as shown in (1), (2) and (3), TGRM 
ignores the waiting time of jobs when calculating the 
reliability. It may be feasible when resources are 
abundant or workload is in low-level, but not suitable to 
high-level workload which is common in grid 
environments. Another problem of TGRM is that it does 
not take into consideration the deadline constraint, which 
is often required by real-time tasks. For those real-time 
tasks, if it cannot be completed before the deadline the 
results of the tasks are of less or no value for users. So, 
deadline-miss should be considered a sort of resource 
failure.

To overcoming the above shortcomings of TGRM, we 
relax the third assumption of TGRM to provide supports 
for parallel serving resources. Also, we introduce a new 
type of fault, called Deadline-Miss Fault (DMF), into 
TGRM to support the reliability evaluation of real-time 
tasks. Therefore, equation (1), (2) and (3) listed 
previously is modified as following: 
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where jd  is the deadline requirement of sub-task j ,
k
jDMF is the probability that there is no deadline-miss 

when sub-task j  is scheduled on resource k .
As shown in (6), the key issue of workload-aware 

TGRM is the approach to calculate the k
jDMF , which is 

greatly affected by the workload on resources. So, in the 
next section, we will focus on the calculation of k

jDMF
by using queuing system. 

C.
As mentioned above, workload-aware TGRM uses 

M/M/1 queuing system to model those resources that can 
only provide service for a single task at a time, and 
M/M/C queuing system for those resources with parallel 
capability (i.e. cluster or MPP). Therefore, the approaches 
to calculate the k

jDMF  for these two types of resources 
are different. 

Theorem 1.  If resource kR  is modeled as 
M/M/ kC queuing system, then the probability that there is 
no deadline-miss when sub-task j  is scheduled on kR  is

1
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jd  is the deadline of sub-task j , k  is the mean interval 
of sub-tasks on kR , k  the mean service time of kR , and 

kC  is the paralleling processing capability of kR .
Proof. Let  be the random variable representing the 

number of waiting tasks in kR . According to queuing 
theory [15], the probability that there are m  waiting jobs 
in kR  is

0

 ,    0
!

Pr{ }
( )  ,  0

!

k k

k

C
k

k

k

m C
k

C n
k

n

C m
C

m
C m

n

            (7) 

where
1

1

( ) ( ) 1
! 1

ii cc n
i i i i

n i i

c c
n c

 (8) 

For M/M/ kC  queuing system, the service rate is k kC ,
which means the system can complete k kC  tasks in a 
unit time. So, the amount of tasks that kR  can complete 
in period jd  is k k jC d . Therefore, the probability that 

kR  can guarantee a tasks’s deadline jd  is equal to the 
probability that the waiting tasks in kR  is not more than 

1k k jC d . That is 
1Pr{ }k

j ji iDMF c d (9)

Combing formulas (7)(8)(9) and the above analysis, 
we can get that  
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Theorem 2. If resource kR  is modeled as 

M/M/1queueing system, then the probability that there is 
no deadline-miss when task j  is scheduled on kR  is 

1

0
(1 )

jk
k m
j k k

d

m
DMF

where /k k k jd  is the deadline of task j , k  is 
the mean interval of sub-tasks on kR , k  the mean 
service time of kR .

Proof. Let  be the random variable representing the 
number of waiting tasks in kR . According to queuing 
theory [15], the probability that there are m  waiting jobs 
in kR  is

(1 ) ,      0Pr{ } m
k k mm               (11) 

For M/M/ kC  queuing system, the service rate is k ,
which means the system can complete k  tasks in a unit 
time. Similar to the analysis in Theorem 1, we can obtain 
that
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Based on Theorem 1 and Theorem 2, we can obtain the 
workload-aware TGRM by substitute the (10) or (12) into 
in (4), (5) and (6). 

IV. EXPERIMENTS AND PERFORMANCE COMPARISON

.  Settings 
In experiments, we use GridSim [16], a distributed 

resource management and scheduling simulator, to 
construct a multi-cluster grid model. The grid model 
follows the TGRM’s tree-structured, and its topology and 
setting of individual resources are deprived from the grid 
test-bed DAS-2 [11]. As shown in Fig. 1, the grid model 
consists of twelve Computational Elements (CE 1 ~ CE 
12), each representing a high-performance cluster. The 
clusters are grouped into five groups by their 
geographical positions. Within each group, the clusters 
are connected by LAN (Link 1 ~ Link 12). Then, they are 
connected by WAN (Link 13 ~ Link 17) between groups. 
The failure of links follows exponential distribution with 
various parameters. According to the statistics in [17, 19, 
21], the failures of LAN link are different from the 
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WAN’s. So, we set that the LAN’s fault rate limited in 
[0.02,0.04] , and the WAN’s fault rate limited in 
[0.04,0.12] .

Figure 1.  Grid Model in Simulations 

The detailed configurations of each CE are presented 
in Table 1, which is also deprived from grid test-bed 
DAS-2. 

TABLE 1 
 Setting of Computational Grid Model 

ID Processor number MIPS / processor
CE 1 64 377 
CE 2 128 410 
CE 3 256 380 
CE 4 128 285 
CE 5 128 285 
CE_6 64 515 
CE 7 128 215 
CE 8 64 285 
CE 9 256 380 
CE 10 512 215 
CE 11 256 333 
CE 12 128 410 

In simulations, the basic workload (tasks stream) is 
generated by using Lublin-Feitelson model [18], which is 
derived from the logs of real supercomputers. It consists 
of 10000 tasks, each is characterized by its arrival time 

aT , resource demands R , execution time eT . However, 
this basic workload can not meet the requirements of our 
simulation, because it lacks of deadline and time of data 
transmission. So, we modify the basic workload by 
append each task with deadline d  and data transmission 
time dataT , which is obtained as following. 

a ed T g T                                  (13) 

edataT h T                                   (14) 
where g  is a random variable that uniformly distributed 
in [5.5,10.5] , and h  is a uniformly distributed in [0.5,1.5] .
Therefore, each task in the modified workload is 
characterized by five-tuple: , , , ,a e dataT T T R d .

.
In simulations, we mainly focus on the accuracy of 

Workload-aware TGRM (WA_TGRM) comparing with 
TGRM. Also, we investigate WA_TGRM’s performance 
in term of Mean Response Time (MRT). As mentioned in 

Section 3.2, the differences between WA_TGRM and 
TGRM are the reliability calculating formulas as shown 
in (4), (5) and (6). So, the algorithms of reliability 
calculation and task scheduling in WA_TGRM are as 
same as that in TGRM, which are specified in the 
appendix of [2]. 

In this experiment, we first calculate the reliabilities of 
tasks by using TGRM and WA_TGRM respectively, then 
schedule the tasks onto resources. As to each task, there 
are three type of executing results: success, abort 
(resource fault or link fault), deadline-miss fault. The 
experimental results are shown in Fig. 2, in which two 
curves represent the reliabilities calculated by TGRM and 
WA_TGRM. The third curve is the real reliability that 

calculated as    

   

amount of successful tasks

amount of total tasks
.

   Fig. 2  Accuracy of TGRM and WA_TGRM 

We define the ratio of theoretic reliability to real 
reliability as the accuracy of TGRM or WA_TGRM. As 
shown in Fig. 2, the accuracy of TGRM is about 97% for 
the first 2000 tasks, and 93% for the second 2000 tasks. 
As to WA_TGRM, they are about 92% and 91% 
correspondingly. However, the high accuracy of TGRM 
does not be maintained with the continuing of the 
simulation. In fact, TGRM’s accuracy decreases 
dramatically for the third and the fourth 2000 tasks, 
which are only about 84% and 69%. On the contrary, 
WA_TGRM’s accuracy is always kept above 90%. In 
order to examine such results, we record all the causes of 
unsuccessful execution and their percentages, which are 
shown in Fig. 3. As we can see, the percentages of 
resource fault and link fault are very high for the first 
4000 tasks. However, percentage of deadline-miss fault 
keeps increasing with the continuing of the experiment, 
which becomes the highest (about 34%) when executing 
the 6000th - 8000th tasks. 
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Fig. 3  Distribution of Execution Failure Causes 

The detailed observation of the simulation shows that 
most of the tasks are scheduled onto low-load resources 
at the beginning. With the increasing of new arriving 
tasks, the workload of resources gradually becomes 
heavier and heavier. As a result, the waiting time of tasks 
increased consequently, which causes higher deadline-
miss fault. As TGRM does not take the waiting time into 
account, nor dose it consider deadline-miss fault as a type 
of fault, its accuracy inevitably decreases in presence of 
high deadline-miss fault just as shown in Fig. 2. On the 
contrary, WA_TGRM overcomes those TGRM’s 
shortcomings. As a result, TGRM’s accuracy can always 
be kept in high-level in various cases, which indicates 
that WA_TGRM is more adaptive than TGRM in practice 
grid systems. 

C. Comparison of Scheduling Performance 
We investigate the scheduling performance of TGRM 

and WA_TGRM in term of Mean Response Time (MRT). 
Although the scheduling algorithm of both TGRM and 
WA_TGRM are the same, their scheduling schemes 
(Minimal-Task-Spanning-Tree, MTST) for individual 
tasks are different, because their reliability evaluation 
formulas are different. The experimental results are show 
in Fig. 4.  

Fig. 4  Mean Response Time of Jobs 

The results show that the mean response time of 
WA_TGRM is about 20% lower than TGRM since after 
executing the first 4000 tasks. The detailed observation of 

the simulation shows that the MTSTs generated by 
WA_TGRM often obtains many low-load resources. As 
shown in (6), k

jDMF is an important factor when 
calculating reliability in WA_TGRM. The effects of 

k
jDMF  on the results of reliability evaluation are 

influenced by the resource’s workload, which can be 
clearly seen from the conclusions in Theorem 1 and 
Theorem 2. More specifically, when workload is low the 
effects of k

jDMF  is also lower, and vice versa. So, when 
the system is in face of the heaviest workload (during the 
6000th – 8000th tasks) WA_TGRM is more effective to be 
aware such heavy workload and generate better 
scheduling scheme. The experimental results further 
confirm the Bucur’s conclusion that “workload-aware 
scheduling algorithm is more effective to reduce mean 
response time and load-balance” in [9]. 

V. CONCLUSION

In this paper, we propose a novel Workload-aware 
Reliability evaluation model, which is deprived from 
TGRM. In the proposed model, queuing system is applied 
to describe the workload grid resources. In order to 
evaluate the reliability of jobs with constrain to deadline, 
a new type of resource fault (Deadline-Miss fault) is 
introduced to the proposed model. In the simulations, we 
compare the performance of WA_TGRM with TGRM in 
terms of accuracy. The experimental results show that 
WA_TGRM can provide more accurate reliability 
evaluation when grid system in presence of high-level 
workload. This indicates that WA_TGRM is more 
adaptive than TGRM in practice grid systems. Also, 
simulations are conducted to examine the performance of 
reliability-based job scheduling. Experimental results 
show that WA_TGRM is able to reduce the jobs’ mean 
response time about 15% because its ability to generate 
workload-aware scheduling schemes.  

At present, our WA_TGRM concentrates on the 
reliability evaluation when allocating resources. In 
practice grid systems, advance reservation is an effective 
technique that generally used to improve the reliability of 
co-allocation from multi-institutions. So, our future work 
is to take advance reservation into account when 
calculating resources’ reliability. More specific, we plan 
to introduce another type of fault, namely Reservation-
miss Fault, into current WA_TGRM design. 
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Abstract—Due to the increased functionality in today’s 
portable devices, battery life and energy consumption 
continue to be a major concern for both designers and users. 
Unfortunately battery technology is not keeping pace with 
the energy requirements of these devices and therefore 
energy-efficient hardware design techniques, software 
optimization, energy management, and the design of 
efficient communication protocols continue to be explored 
by researches as viable means that would assist in the 
efficient use of the energy resources of these mobile devices. 
In this paper, using results obtained from a number of 
experiments, we investigate battery utilization and power 
consumption of two pocket PCs. Using benchmarks that are 
representative of typical workloads, and by varying the 
operating conditions of these devices we were able to explore 
the impact of  a number of features available in these 
devices on battery life and the power consumed. 
Characterizing the consumption of these devices provides a 
platform for further research and contribute to the design 
of improved and energy-efficient future mobile computing 
devices. 

Index Terms —portable devices, battery life, power 
consumption. 

I. INTRODUCTION 

Mobile devices are increasingly becoming an integral 
part of our daily life contributing to an ever growing 
ubiquitous computing environment. Hence, users will 
continue to expect more functionality from these devices. 
Enhanced features and the complex operations performed 
by these portable devices are rapidly draining their 
limited system energy budget.  Battery lifetime is perhaps 
one of the most important characteristics of a portable 
computer. For many users, doubling the battery lifetime 
may be far more important than doubling the clock 
frequency. A main concern is the fact that improvements 
in battery capacity have not kept pace with the 
improvements in microelectronics technology [1]. 
Reducing power consumption and prolonging battery-life 
is a major concern for designers. Battery capacity grows 
very slowly, about 5 to 10% every year, which is not 
adequate when we take into consideration the energy 
demand of handheld devices [2].  An understanding of  
the power consumption behavior of these devices and the 
impact of the different operating modes and scenarios on  

battery life is critical for the design of  energy 
efficient devices.  

In [3], an attempt was made to study the power usage 
of an IBM ThinkPad R40 laptop. The authors run a set of 
experiments to measure the power consumption of 
various key components such as CPU, hard disk and 

display. Energy consumption characterization in 
handheld devices for popular GUI platforms from the 
hardware, software, and application perspectives was 
discussed in [4]. Such characterization provides a basis 
for further research on GUI energy optimization. The 
power consumption of videos encoded using various 
codec standards and played on handheld devices was 
presented in [2]. Experiments were performed to explore 
the effects of the choice of codec standards, file formats, 
and encoding parameters on power consumed. Since the 
incorporation of 3D graphics in handhelds poses several 
serious challenges to the hardware designer, an analysis 
of the power consumption of mobile 3D graphics 
pipelines and the effects of various 3D graphics factors 
such as resolution, frame rate, level of detail, lighting and 
texture maps on power consumption was presented in [5]. 

 In recent years and improve the energy budget usage 
of portable units, several energy management techniques 
have been investigated at different levels of system 
design – starting from silicon at the bottom to application 
design at the top, with communication protocols and 
operating system in between [6 – 9]. The primary 
objective of these techniques was to find means and 
methods to reduce the power consumption of mobile 
devices and extend the battery life time.  

Therefore and in view of the slow battery capacity 
growth, it is becoming increasingly important to develop 
techniques to achieve high energy efficiency for handheld 
mobile devices. Designers must strive to maximize the 
amount of service work that the system can accomplish 
taking into consideration today’s battery capacity 
constraints. An analysis of the power consumption 
requirements and an understanding of battery 
performance as the only energy source in these devices is 
essential, and offers both users and designers critical 
information that would assist in efficient system usage  
and in bringing to the market energy-efficient designs. 

Initial and partial results of the work presented here 
were presented at APCCS [10]. In this paper  an 
expanded and elaborate version of this work is presented. 
The aim is to experiment with two portable devices, 
namely the Compaq iPAQ 3950 and the HP iPAQ 
Rx3715 and assess their battery utilization as well as 
power consumption characteristics. The methodology 
used in this work is applicable to most handheld devices.  

The rest of the paper is organized as follows: section 
2 describes the experiment environment and the 
experimental setup as well the theoretical framework that 
forms the basis for the measurements taken. The various 
loads or benchmark software used is discussed in section 
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3. Experimental results are presented in section 4. The 
paper is concluded in section 5. 

II. EXPERIMENT ENVIRONMENT 

The methodology used and the procedural steps taken 
to collect data that reflects  battery usage, and the 
consumption characteristics are described in the 
following subsections.   

A.  Experimental Setting 
    The experimental setup or testbed consisted of the 
following components: the pocket PCs, the measurement 
apparatus and the software or benchmarks to be run to 
gauge the consumption. The setup is shown in Figure 1. 

 

Figure 1. Experimental Setup 

   The Compaq iPAQ 3950 unit uses an Intel XScale 
processor. The speed is 400MHz and RAM is 64MB. It 
comes with an SD/MMC slot for extra memory. It has a 
transflective TFT display. Audio capabilities include 
microphone, speaker and a headphone jack. The only 
mode of wireless communication is through infrared. The 
operating system used is Windows Pocket PC. 
    The HP iPAQ Rx3715 unit uses a Samsung 2440 
Processor. The speed is 400MHz and 152 MB of memory 
is available to the user. It also has a SD memory card 
support for any extra memory if required.  The display is 
a 3.5 inch transflective color QVGA, 240 X 320 pixels, 
64K color support. The backlight can be modified so as 
to change its brightness. For audio capabilities there is an 
integrated microphone, speaker, 3.5 mm stereo 
headphone jack, MP3 stereo through audio jack. The 
communication features include Infrared with a data 
transfer speed up to 115.2 Kbps, Bluetooth with a 10 
meter range and WiFi capabilities. The Operating system 
used by it is Windows CE. 
   We used as well a Tektronix TDS 3032 Digital 
Phosphor Oscilloscope. It has two channels, a bandwidth 
of 300MHz, and maximum sample rate of 2.5GS/s. It has 
the capability of acquiring a maximum of 10,000 points 
waveforms to capture horizontal detail. The signal 
processing features include averaging the input signal to 
remove the uncorrelated noise and improve the 
measurement accuracy. If the signal appears noisy, the 
waveform intensity knob could be increased to see the 
noise more easily. The display features include a color 
LCD and digital phosphor to clearly display intensity 

modulation in the signal. The oscilloscope also had a 
built-in floppy disk to store and retreive waveforms and 
setups. The waveforms could be saved as a picture, 
spreadsheet file, MathCAD or internal format.   
    To prevent overcharging of the battery due to a spike 
upon connecting the Pocket PC directly to the power 
source, a protection circuit is used. The circuit diagram is 
of the complete setup is shown in figure 2. 

 

Figure 2. Circuit Diagram 

    In steady state, the power P of the pocket computer can 
be computed as follows: 

P = V * I 

   Where V is the battery voltage and I is the current 
drawn by the computer. In this work, a digital multimeter 
was used to measure the voltage across the battery 
terminals. To measure the current, a small resistor R is 
positioned in series with the lithium battery. The voltage 
across the resistor VR is sampled using the oscilloscope; 
using Kirchoff’s law (I = VR/R ), we can compute the 
current drawn by the pocket computer. The instantaneous 
power is then computed by multiplying this current with 
the supply voltage. This is similar to the approach utilized 
in [11] to assess the power characteristics of the Itsy 
platform.  
   The oscilloscope was configured to perform a 
predefined number (N) of measurements while 
calculating the voltage across the battery. In our case, we 
set N at 500. At the end of every acquisition which is a 
set of N measurements the average is calculated. 
For a total of N measurements taken ∆ units of time  
apart, an estimate of the average power is computed using 
the following equation: 

PAVG =  1/N  Σi
N  P(i) 

III. SOFTWARE BENCHMARKS 

In this work we experimented with a variety of workloads 
representing a wide range of tasks and at the same time 
capable of stressing different components within  the PC. 
The applications used include: 

A. The Pocket PC Benchmark v1.02 

    The application [12] tests the Pocket PC from different 
points of view such as calculations and heap management 
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performance. It can execute three types of benchmarks, 
namely, CPU Benchmark, Graphics Benchmark and Flat 
File Benchmark. The benchmarks can be executed on a 
loop count from 1 to 1000. The advantage of this 
software was that we were able to execute these 
benchmarks on a loop of 1000 till the battery is drained. 
A brief description of each benchmark   is provided 
below. 

CPU Benchmark - 
The CPU benchmark includes the following variations:  

Integer arithmetic 
The basic four integer arithmetic operations are 

addition, subtraction, multiplication, and division. 
Arithmetic operations can be signed or unsigned.  

Heap Management  

Applications allocate and manipulate memory 
primarily in their application heap. Space in the 
application heap is allocated and released on demand. 
When the blocks in the heap are free to move, the 
Memory Manager can often reorganize the heap to free 
space when necessary to fulfill a memory-allocation 
request. In some cases, however, blocks in the heap 
cannot move. In these cases, you need to pay close 
attention to memory allocation and management to avoid 
fragmenting the heap and running out of memory . 

Floating Point Arithmetic  
Arithmetic operations on floating point numbers 

consist of addition, subtraction, multiplication and 
division. 

Graphics Benchmark - 
The Graphics Benchmark runs Graphics Device 

Interface (GDI) applications so as to mimic the Standard 
graphics functions provided by Windows. 

Flat File Benchmark - 
The Flat File benchmark helps us study two important 

aspects of the memory which are file reading and file 
writing to Pocket PC’s internal memory. 

B. The Spb Benchmark 1.0 

   The Spb Benchmarks [13] is one of standard 
benchmarks which are used in Pocket PC power 
consumption analysis. It offers a variety of tests such as: 

• Processor speed  
• Memory Bus speed  
• Screen and graphics speed  
• Battery lifetime  
• Storage card read/write speed  

Using this software tests can vary from the most 
economical with no backlight, zero utilization to the most 
power consuming maximum backlight, video playback. 

Each single battery test is carried out for the whole 
battery lifetime period . 

Finally, the  XCPUScalar software is used to 
dynamically change the processor speed of the Pocket 
PC; it  unlocks processor dynamic scaling capabilities 
[14]. We used this application to vary the frequency of 
the Pocket PCs between 100Mhz to 500MHz to study the 
effect of the change in frequency on power consumption.  

 
IV. EXPERIMENTAL RESULTS 

Using a series of experiments, we run the benchmarks 
described above using different scenarios and modes of 
operation to understand effect on battery life and power 
consumption of the devices. A brief description of each 
experiment is provided below: 

Experiment 1 -  We measured the battery 
consumption when the Pocket PC was idle at normal 
frequency i.e. 400 MHz and the display brightness was 
set to maximum.  

Experiment 2 - This experiment was performed using 
one of the battery tests in the SPB benchmark suite. It we 
played the MP3 with the display off at 400 MHz . 

Experiment 3 - In this experiment,  MP3 was played 
at 400 MHz and the display brightness was set to 
maximum. 

Experiment 4 - MP3 is played at the Pocket PCs 
normal frequency and the display brightness was set to 
50%. 

Experiment 5 - In this experiment we used the SPB 
benchmark suite. The battery test that we used 
periodically opened Pocket Word, loaded a document and 
closed Pocket Word and the display brightness was set to 
maximum level. The frequency was set at 400 MHz. 

Experiment 6 - In this experiment, we used the CE 
performance benchmark which executed 1000 loops of 
CPU intensive operation. The display brightness was set 
to 0% and the processor frequency was at 400 MHz. 

Experiment 7 - In this experiment, MP3 was played at 
500 MHz and the display brightness was set to maximum. 
Also the speaker volume was set to the highest level.  

Experiment 8 - In this experiment, MP3 was played at 
300 MHz and the display brightness was set to maximum. 
Also the speaker volume was set to the highest level.  

Experiment 9 - In this experiment, MP3 was played at 
100 MHz and the display brightness was set to maximum. 
Also the speaker volume was set to the highest level.  

Experiment 10 - In this experiment, we used the 
‘Pocket PC Benchmark’ which executed 1000 loops of 
CPU intensive operation. The display brightness was set 
to 0% and the processor frequency was at 500 MHz. 

Experiment 11 - In this experiment, we used the CPU 
benchmark which executed 1000 loops of CPU intensive 
operation. The display brightness was set to 0% and the 
processor frequency was at 100 MHz. 

Experiment 12 - MP3 was played at 500 MHz and the 
display brightness was set to 50%. 

Experiment 13 - MP3 was played at 100 MHz and the 
display brightness was set to 50%. 

Experiment 14 - In this experiment we used the SPB 
benchmark suite. The battery test that we used 
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periodically opened Pocket Word, loaded a document and 
closed Pocket Word and the display brightness was set to 
maximum level. The frequency was set at 500 MHz. 

Experiment 15 - In this experiment we used the SPB 
benchmark suite. The battery test that we used 
periodically opened Pocket Word, loaded a document and 
closed Pocket Word and the display brightness was set to 
maximum level. The frequency was set at 100 MHz. 

Experiment 16 - In this experiment, we used the 
‘Pocket PC Benchmark’ which executed 1000 loops of 
Flat File operations. It starts off by performing 1000 file 
write operations and then 1000 loops of file read 
operations. We executed this benchmark at 100MHz and 
the Pocket PC display Brightness was set to 0%. 

Experiment 17 - In this experiment, we used the 
‘Pocket PC Benchmark’ which executed 1000 loops of 
Graphic operation. We set the display brightness to 
100%, the frequency was set to 400MHz and executed 
1000 loops of graphic operations. 

Experiment 18 - In this experiment, we used the 
‘Pocket PC Benchmark’ which executed 1000 loops of 
Flat File operations. It starts off by performing 1000 file 
write operations and then 1000 loops of file read 
operations. We executed this benchmark at 500MHz and 
the Pocket PC display Brightness was set to 0%.  

Experiment 19 - In this experiment, we used the 
‘Pocket PC Benchmark’ which executed 1000 loops of 
Graphic operation. For the experiment, we set the display 
brightness to 100%, the frequency was set to 100MHz 
and executed 1000 loops of graphic operations. 

Experiment 20 - In this experiment, we used the 
‘Pocket PC Benchmark’ which executed 1000 loops of 
Graphic operation. We set the display brightness to 
100%, the frequency was set to 500MHz and executed 
1000 loops of graphic operations. 

Experiment 21 - In this experiment we used the SPB 
benchmark suite. This benchmark measures the battery 
lifetime when a video clip is played with media player 
and the screen backlight was set to maximum. The 
frequency the Pocket PC was set to was 400MHz.  

Experiment 22 - In this experiment, we used the 
‘Pocket PC Benchmark’ which executed 1000 loops of 
Flat File operations. It starts off by performing 1000 file 
write operations and then 1000 loops of file read 
operations. We executed this benchmark at 400MHz and 
the Pocket PC display Brightness was set to 0%. 

Experiment 23 - In this experiment, we kept the 
Bluetooth ON to study its battery consumption 
characteristics when its at idle. We used the RX3715 and 
the frequency was set to the Pocket PC’s default 
frequency which is 400 MHz. 

Experiment 24 - In this experiment we used the SPB 
benchmark suite  on the RX3715. This benchmark 
measures the battery lifetime when a video clip is played 
with media player and the screen backlight was set to 
maximum. The frequency the Pocket PC was set to was 
400MHz.  

Experiment 25 - In this experiment, we left the WiFi 
adapter ON idle. We used the RX3715 and the frequency 
was 400 MHz. 

Experiment 26 - In this experiment, we used the WiFi 
adapter to access the internet through the Internet 
Explorer. We used the RX3715 and the frequency was 
400 MHz. 

Experiment 27 - In this experiment, we used the 
Bluetooth to receive files from another Bluetooth device. 
We used the RX3715 and the frequency was 400 MHz. 

Next, we discuss the outcomes and the observations 
made based on the measurements from these 
experiments. 

Figures 3 through 10 are graphs showing battery 
discharge versus time when the device is operated under 
different conditions. For example, for the iPAQ 3950, 
comparing the results depicted in figures 3 and 4, it is 
evident that by simply reducing the display brightness to 
about 50% of the maximum possible, we were able to 
extend battery life by approximately 50%.  The graph of 
figure 5 clearly shows increasing the frequency of 
operation in this case comes at a price. When the pocket 
PC was operated at the lowest frequency (100 Mhz) the 
battery lasted the longest, however, execution pace was 
much slower. Operating the device at 500 Mhz drained 
the battery before even reaching the floating point 
arithmetic part of the benchmark.  

 

 

Figure 3.   MP3, Full Brightness & Display on at 400MHz 

 
Figure 4.  MP3, 50% Brightness at 400 MHz 
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Figure 5. CPU Operation, 0% Brightness at varying frequencies 

In figure 6 the SbP benchmark periodically opens 
“pocket work”, loads a document and closes “pocket 
word” emulating typical pocket PC usage.  We kept the 
brightness at the maximum level and varied the 
frequency. Operating the device at 400 Mhz yielded 
optimum results for executing a standard utility, in this 
case, the ‘word application’.   

 

Figure 6.  Standard Utility, 100% Brightness at varying frequencies 

In figure 7 we used the Flat File bench mark to first 
write files to the internal memory of the PC, then read the 
files from internal memory. When writing files to internal 
memory at 100 MHz and 400MHz battery consumption 
rate was almost the same, additionally, the same number 
of jobs is performed in both cases. However, reading files 
at 400MHz was a better option because it took less power 
and more time to consume the battery. The beginning of 
the reading of the files phase has been indicated by 
circles in Figure 7.  

 

Figure 7. Flat File, 0% Brightness at varying frequencies 

Figure 8 depicts the results obtained when we 
experimented with the WiFi in browsing the net, and 
using Bluetooth in transferring files from another 
Bluetooth-enabled device. The graphs are combined for 
space saving purposes; however, the two protocols are 
clearly used differently. As expected, Bluetooth has 
lower power consumption requirements. 

 

Figure 8.  Wireless Communication 

Audio performance at 400 Mhz but with different 
operating scenarios for the display of the device is 
reflected in figure 9. We can see a very clear difference in 
how long the battery will last when the display is on and 
when it is turned off. If the user plays the MP3 with the 
display off rather than having the display on with only 
50%  display brightness, he/she would save about 93.568 
mW of power. The Pocket PC would run for an 
additional 4 hours when the display is off.  

 

Figure 9.  MP3 played at 400MHz 

Figure 10 shows the power consumed when the MP3 
player is on while the backlight is set to full brightness. 
The frequency of operation was varied and the power 
consumed shows that an optimum performance was 
reached when the device is operated at 400 Mhz. 
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Figure 10. MP3, 100% Brightness at varying frequencies 

Tables 1 provides a summary of the various 
measurements for the iPAQ 3950 unit, and  figure 11 is a 
chart showing its average power consumption when 
subjected to different operating conditions. Table 2 and 
figure 12 summarize the results for the HP iPAQ 
RX3715. Upon examining figure 11, the reader can make 
interesting observations; for example, operating the 
device at a slow frequency (in this case 100 Mhz) had an 
impact only when we consider CPU intensive and 
graphics operations. On the other hand, for the standard 
utility test running the device at 400Mhz yielded better 
results. Operating the device at the 500Mhz did not have 
a positive impact in most cases.  

Benchmark Frequency P avg Lifetime Capacity 

 MHz mW [ Hours 
] [ mW.h ] 

Full Brightness & 
Idle 400 394.218 4.33 1706.966 

No display & Mp3 400 177.874 6.33 1125.942 
Full Brightness, 
Display on & Mp3 100 543.138 1.5 814.707 

Full Brightness, 
Display on & Mp3 300 481.448 1.16 558.480 

Full Brightness, 
Display on & Mp3 400 437.519 1.5 656.279 

Full Brightness, 
Display on & Mp3 500 464.523 0.66 306.585 

50% Brightness, 
Display on & Mp3 100 345.041 3 1035.123 

50% Brightness, 
Display on & Mp3 400 271.441 2.33 632.458 

50% Brightness, 
Display on & Mp3 500 349.362 1.83 639.332 

Max Brightness & 
Standard Utility 100 400.955 2.33 934.225 

Max Brightness & 
Standard Utility 400 323.607 3.66 1184.402 

Max Brightness & 
Standard Utility 500 551.299 1.83 1008.877 

CPU Operations 100 206.832 7 1447.824 
CPU Operations 400 309.436 4.16 1287.254 
CPU Operations 500 370.856 3.5 1297.996 
Graphics 100 388.793 2.33 905.887 
Graphics 400 542.169 1.66 900.001 
Graphics 500 547.174 1.33 727.741 
0% brightness Flat 
File Benchmark 100 299.804 5 1499.020 

0% brightness Flat 
File Benchmark 500 328.622 3.16 1038.446 

Table 1: Average power and battery life time of the iPAQ 3950. The 
third column is the total power averaged over a complete battery 
discharge. The forth column is the average battery lifetime. The fifth is 
the effective battery capacity (power-lifetime product) 

 

Figure 11.  Average Power for iPAQ 3950 using different operating 
conditions and frequencies 

Figure 11 shows the consumption of the HP iPAQ 
3950 at 400 Mhz. Two consuming and battery-exhausting 
scenarios were observed on video play back and WiFi 
utilization, while the display brightness is set to its 
maximum. However, the capacity was relatively better in 
the case of  the video playback experiment. 

Benchmark Frequency P avg Lifetime Capacity 
 MHz mW [ Hours ] [ mW.h ] 
Bluetooth idle, 
Full brightness 400 191.452 8.64 1654.149 

Video 
Playback, Full 
brightness 

400 347.930 1.33 462.747 

WiFi Adapter 
on idle, 0% 
brightness 

400 93.399 10 933.993 

WiFi Adapter 
in use(IE), 
Max 
brightness 

400 289.197 1.33 384.633 

Bluetooth, 
Max 
Brightness 
(receive) 

400 232.281 3.66 850.148 

Table 2.  Average power and battery lifetime of the iPAQ RX3715. The 
third column is the total power averaged over a complete battery 
discharge. The forth column is the average battery lifetime. The fifth is 
the effective battery capacity (power-lifetime product). 
 

V. ANALYSIS 
 
From the results of experiments performed in this 

work, it is obvious that there are wide variations in 
battery life time depending on parameters such as 
frequency, degree of brightness of displays, the 
requirements of the  application running, etc. For 
example, results summarized in Table 1 Show that 
operating the MP3 player with a CPU  frequency of 400 
Mhz, but with the display brightness reduced to 50% 
there is  some savings in battery life (approximately  
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Figure 12.  Average Power for iPAQ RX3715 using different operating 
conditions 

15%). At 100 Mhz with the display brightness reduced to 
approximately 50% from the maximum possible  had the 
effect of doubling the battery life time; power 
consumption has been reduced by about 36%.  Hence, 
frequency scaling has contributed to a reduction in power 
consumption and in an extension to battery life. 
Furthermore, these results indicate that backlight 
dimming techniques can lead to a substantial increase in 
battery life, and the use of energy-adaptive display 
systems enhances the life-time span of the handheld 
device. These displays can adapt their  power 
consumption based on the contents being displayed on 
the screen and the area of interest to the user.  

Table 1 results also show that energy demands of 
CPU intensive operations may vary over a wide range. A 
possible technique that is increasingly being used to 
reduce CPU power consumption is Dynamic-Voltage and 
Frequency Scaling or DVFS. Power consumption of 
CPUs (implemented in CMOS) varies linearly with the 
frequency and quadratically with the supply voltage and 
therefore reducing either should lead to a reduction in 
power consumption. Designers, however, should pay 
close attention to the inherent tradeoff when using this 
technique; by reducing the frequency at which the CPU 
operates, a specific operation will consume less power 
but may take longer to complete. Although reducing the 
frequency alone will reduce the average power used by 
the CPU over that period of time, it may not deliver a 
reduction in energy consumption overall, because the 
power savings are linearly dependent on the increased 
time. While greater energy reductions can be obtained 
with slower clocks and lower voltages, operations will t 
ake longer; this exposes a fundamental tradeoff between 
energy and delay [15]. A graph showing battery-life time 
changes with frequency for the CPU benchmarks used in 
this work is provided in figure 13.  

It is evident that an increase in frequency has led to a 
corresponding increase in power consumption and a 
reduction in battery-life time. 

Recent work [16] reported that reducing CPU 
frequency may not always reduce the energy 
consumption and that the lowest energy consumption 
appears at some operating frequency other than the 
lowest one supported by the processor. In [17], Ikenaga, 

 
Figure 13.  Battery-life Time for CPU operations 

defines an MEP (Minimum Energy Point) for mobile 
devices, such that when operational frequencies are lower 
than that of the MEP, at which the supply voltage is 
optimum, energy consumption increases with decreases 
in operational frequency. In [18], it is argued that to 
determine an optimal CPU speed-setting, total system 
power including main memory and battery characteristics 
must be included and not to consider CPU-power only by 
itself. A discussion of  various DVFS algorithms can be 
found in [16].  

From the graphics benchmark results of Table 1, it is 
evident there continuous to be a disparity between the 
energy requirements to produce quality graphics on 
handheld devices, and the energy available from today’s 
batteries. A major improvement in this area is the 
introduction of low-power graphics processor (GPU). In 
[5], a quantitative analysis of workload variations and 
imbalances of different stages of a mobile 3D graphics 
pipeline, and the potential for DVFS based power savings 
is presented. The paper claims that using history-based 
DVFS strategies can achieve energy savings of up to 50%. 
A technique to reduce the dynamic power consumption 
component of a GPU by reducing the precision of its 
arithmetic operations was discussed in [19]. The recently 
introduced Tegra 2 mobile processor [20] from NVDIA 
promises outstanding graphics performance on mobile 
units. There are no  studies available yet in the published 
literature documenting  energy efficiency of this 
processor.  

In this work and using the Flat File benchmark, 
device memory is subjected to continuous writing and 
reading operations. In memory banks, power loss can be 
static or dynamic. Static power loss is technology and 
processing dependent, while dynamic loss occurs on each 
instruction or data memory access. That is, energy 
dissipation is proportional to the amount of data or code 
being transferred. A reduction in power consumption can 
be achieved by using code optimization and data 
compression techniques. Additionally, the use of new 
memory designs such as CellularRAM and MobileRAM 
is expected to result in power savings in future handheld 
devices. CelluarRam is a pseudo SRAM that permits self-
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refresh and recharged operations inherent in DRAM 
technology while providing lower standby and operating 
currents and lower consumption. In MobileRam an on-
chip temperature sensor is used to automatically senses 
the temperature and choose the most efficient (in terms of 
power) memory refresh rate [21].  

From Table 2, video playback and wi-fi usage are 
evidently issues of concern to designers when we 
consider battery utilization. Video decoding has 
demanding and complex computational requirements and 
contributes to rapid battery drainage. In [22], it was 
shown that for handheld devices, increasing resolution 
cost higher energy needs and often not justified, whereas 
increasing bit rate gives better picture quality without 
inducing too much energy consumption. 

Since displays are power hungry, an adaptive 
middleware based approach to optimize backlight power 
consumption for mobile handheld devices when playing 
video without compromising quality was discussed in 
[23].  

WiFi radios have a high wakeup and connection 
maintenance energy, but low energy per bit transmission 
cost and high bandwidth. Reducing energy consumption 
is achieved by spending as much time as possible in low 
power states or power saving modes [24]. 

Finally, battery-life concerns cannot be addressed 
without the battery itself as a device being the focus of 
research at some level. In [1], the authors propose an 
analytical battery model which can be used for battery 
life estimation. The model allows designers to predict 
time-to-failure for a given load and provides a cost metric 
for life-time optimization algorithms. To our knowledge, 
this is one of the very few reported work that describes an 
attempt towards a formal treatment of battery-aware task 
scheduling and voltage scaling based on a battery model. 

VI. CONCLUSION 

Portable computing devices continue to come to the 
market with more powerful processors, enhanced features 
and increased functionality, and hence, the energy 
requirements of these devices continue to increase. This 
increase in energy requirements is not accompanied by a 
corresponding improvement in battery technology. To 
develop sound energy management policies, to design 
energy-efficient units, and to educate the users of these 
devices in ways and means of prolonging the battery life 
an examination of their  power consumption tendencies is 
critical. 

The aim of this work was to study two battery-
powered mobile devices and have an insight into their 
power consumption requirements and their battery 
discharge behavior. Through a series of experiments and 
using different benchmarks we obtained sets of data that 
highlights the dynamics and the factors that come into 
play when we discuss battery utilization and energy 
requirements. Results indicate that factors such as 
frequency, display brightness, benchmark characteristics, 
and wireless protocols used have a noticeable impact on 
battery-capacity and power. It is evident that features 

such as dynamic-voltage-frequency scaling, and usage of 
energy-adaptive displays are critical to optimizing battery 
life-time. A memory subsystem with a hierarchy that 
reduces the misses in cache and minimizes external reads 
and writes to external memory is of value as well. 
Wireless RF designs and protocols that allow for power 
savings mode will continue to contribute substantially to 
energy savings. Finally, we argue there is still a need for 
an energy-management approach to these devices that 
integrates optimization techniques stemming from 
cooperation of chip or hardware designers with the 
software engineers who write the operating systems, 
compilers, and the applications that run on them. 

REFERENCES 

[1] D. Rakhmatov and S. Vrudhula, “Energy Management 
for Battery-Powered Embedded Systems”, ACM 
Transactions on Embedded Computing Systems, Vol. 2, 
No. 3, 2003, pp. 277–324. 

[2] H. Lin, J.C. Liu and C. W Liao, “Energy Analysis of 
Multimedia Video Decoding on Mobile Handheld 
Devices”, Journal of Computer Standards and Interfaces, 
Vol. 32, Issue 1-2, 2010in 

[3] Mahesri and V. Vardhan, “Power Consumption 
Breakdown on a Modern Laptop”, Intl. Workshop on 
Power Aware Computing Systems, Dec. 2004 

[4] L. Zhong and N. K. Jha, “Graphical User Interface 
Energy Characterization for Handheld Computers”, 
Proceedings of the 2003 international conference on 
Compilers, architecture and synthesis for embedded 
systems 

[5] Mochocki, K. Lahiri and S. Cadambi, “Power Analysis of 
Mobile 3D Graphics”, Proceedings of the conference on 
Design, automation and test in Europe, 2006 

[6] R. Palit, A. Singhand K. Naik, “Modeling the Energy 
Cost of Applications on Portable Wireless Devices”, 
Proceedings of the ACM MSWiM Conference, 2008. 

[7] S. Mohapatra et al, “Integrated Power Management for 
Video Streaming to Mobile Handheld Devices”, 
Proceedings of the eleventh ACM international 
conference on Multimedia, 2003. 

[8] S. Gurun, Priya Nagpurkar, and Ben Y. Zhao, “Energy 
Consumption and Conservation in Mobile Peer-to-Peer 
Systems”, Proceedings of the 1st international workshop 
on Decentralized resource sharing in mobile computing 
and networking, 2006. 

[9] Y. Fei et al, “An Energy-Aware Framework for Dynamic 
Software Management in Mobile Computing Systems”, 
ACM Transactions on Embedded Computing Systems, 
Vol. 7, No. 3, Article 27, Publication date: April 2008. 

[10] A. Sagahyroon, “Power Consumption in Handheld  
Computers”, IEEE Asia-Pacific Conference on Circuits 
and Systems, 2006. 

[11]  M. Viredez and D. Wallach, “Power evaluation of the 
Itsy version 2.3”, Technical Note TN57, Digital Western  
Research Laboratory, Oct. 2000. 

[12]  http://freewareppc.com/utilities/ 
[13]  http://www.spbsoftwarehouse.com/products/benchmark/. 
[14]  http://www.immiersoft.com/. 
[15] D. Grunwald, P. Levis, and K. Farkas, “Policies for   

Dynamic Clock Scheduling”, Proceedings of the 4th 
Conference on Operating Systems Design and 
Implementation, 2000 

[16] Y. Liang, P. Lai, and C. Chiou, “An Energy Conservation 
DVFS Algorithm for the Android Operating System”, 
Journal of Convergence, Vol. 1, No. 1, 2010 

154 JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012

© 2012 ACADEMY PUBLISHER



[17] Y. Ikenaga, “Using Dynamic Voltage Scaling to conserve 
System Battery Requirements”, available at: 
http://www.eetimes.com/design/embedded/ 

[18] T. Martin, and D. Siewiorek, “Nonideal Battery and Main 
Memory Effects on CPU Speed-Setting for Low Power”, 
IEEE Transactions on VLSI, Vol. 9, No. 1, 2001 

[19] J. Pool, A. Lastra, and M. Singh, “Energy-Precision 
Tradeoffs in Mobile Graphics Processing Units”, 
Proceedings of the IEEE International Conference of 
Computer Design, 2008 

[20] “Bringing High-end Graphics to Handheld Devices”,  
white paper available at: www.nvidia.com 

[21] N. Sklavos, and K. Touliou, “A System Level Analysis of 
Power Consumption and Optimization in 3G Mobile 
Devices” ”, Proc. of the 1st Intl. Conf. on New 
Technologies, Mobility, and Security, 2007 

[22] C. H. Lin et al, “Energy Analysis of Multimedia Video 
Decoding on Mobile Handheld Devices”, Journal of 
Computer Standards and Interfaces, Vol. 32, Issues 1-2, 
2010 

[23] S. Pasricha et al, “Reducing Backlight Power Consumption 
for Streaming Video Application on Mobile Handheld 
Devices”, in Proceedings of First Workshop on 
Embedded Systems for Real Time Multimedia”, 2003 

[24] G. Anastasi et al, “802.11 Power-saving Mode for Mobile 
Computing in Wi-Fi Hot Spots: Limitations, 
Enhancements and Open Issues”, Journal Wireless 
Networks, Vol. 14, No. 6, 2008 

 
 
 

   Assim Sagahyroon received the Ph.D degree in Electrical 
Engineering from University of Arizona and a Master Degree 
also in Electrical Engineering from Northwestern University. 
He was a tenured faculty with the department of computer 
science engineering at Northern Arizona University from 1993 
to 1999 and then joined the department of math and computer 
science at California State University. He worked in industry 
with Lucent and Zhone technologies. He is currently an 
associate professor with the Department of Computer Science 
and Engineering at the American university of Sharjah. His 
research interests include power consumption in VLSI designs 
and portable devices, hardware description languages, FPGAs, 
computer architecture and innovative applications of emerging 
technology. 

 
 

JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012 155

© 2012 ACADEMY PUBLISHER



A Query Verification Scheme for Dynamic 
Outsourced Databases 

 
Xiaoming Wang 

Department of Computer Science, Guangzhou ,China 
Email: wxmsq@eyou.com 

 
Duobao Yuan 

Department of Computer Science, Guangzhou ,China 
Email: dby@eyou.com  

 
 

Abstract—Recently, Kyriakos et al. proposed a Partially 
Materialized Digest scheme (PMD). Their scheme uses 
separate indexes for the data and the verification 
information to realize the authenticity and completeness 
verification in outsourced database. In this paper, we 
analyze PMD and show the drawbacks in PMD such as the 
slow update, the collusion and forgery attacks, and no 
content access control etc. In order to overcome these 
defects, the idea of designated verifier signature is 
introduced into query verification, and a secure, efficient 
query verification scheme for dynamic outsourced databases 
is proposed based on PMD. The analysis of security and 
performance shows that the proposed scheme has not only 
the same advantages with PMD, but also prevents the 
collusion and forgery attacks as well as enforces content 
access control. Furthermore, the update speed of the 
proposed scheme is faster than PMD, the storage cast of the 
proposed is lower than PMD.  
 
Index Terms—outsourced databases, query authentication, 
security, efficiency 

I. INTRODUCTION 
With rapid developments of Internet applications and 

network technology, the outsourcing service is emerging 
as an important new trend called the “application-as-a-
service”. Outsourcing service is an operation mode that 
enterprises outsource their information systems or 
business processes to professional external agencies that 
can provide these services for much lower cost due to 
economies of scale. As a recent manifestation of this 
trend, there have been growing interests in outsourcing 
database services in both the commercial and the research 
community. In 2002, Hacigumus et al. first proposed 
database outsourcing in ICDE (International Conference 
on Data Engineering)[1]. The basic idea is that data 
owners delegate their database needs and functionalities 
to a third-party that provides services to the users of the 
database. Since a service provider is not always fully 
trusted, security and privacy of outsourced data are 
significant issues. These problems are referred to as data 
confidentiality, query verification, user privacy, and data 
privacy. Among them, the query verification takes a 
crucial role to the success of the outsourcing model. The 
database query verification enables users quickly and 
accurately to verify if the query results that the database 

server returned are correct and complete, in order to 
avoid wrong decisions based on false or incomplete data. 

In 2009, Kyriakos et al.[2] proposed a Partially 
Materialized Digest  scheme(PMD). Their scheme uses a 
main index (MI) tree solely for storing and querying the 
data, and a separate digest index (DI) tree that contains 
the MHT-based verification information in a compressed 
form. Because the two processes of the search query 
result and the verification information can be 
concurrently executed, therefore their scheme is high 
efficient. PMD can support the completeness and 
correctness of the query verification, fit to deal with 
massive data and better support to update the outsourced 
databases.  

This paper analyzes PMD and shows the drawbacks in 
PMD such as slow update, the collusion and forgery 
attacks, and no content access control etc. For dealing 
with these shortcomings, the idea of designated verifier 
signature is introduced into query verification, and a 
secure and efficient query verification scheme for 
dynamic outsourced databases is proposed based on 
PMD. The analysis of security and performance shows 
that the improved scheme has not only the same 
advantages with PMD, but also conceals the owner’s 
signatures during the query verification process, prevents 
collusion and forgery attacks, enforces a certain content 
access control, and reduces the storage overhead of the 
database server and improves the update speed etc. 
Therefore the proposed scheme can overcome the 
disadvantages of PMD.  

II. PMD ANALYSIS 

A.  PMD[2] 
Suppose there are N records in the database, and each 

record can be expressed in the form of <key, A1,…,Am> 
where key is an indexed attribute and Ai(i=1,2,…,m) is a 
non-indexed attribute. PMD uses MI tree for storing and 
querying the data, and DI tree for verifying information 
in a compressed form. MI tree is a standard B+ tree on 
key, i.e., it does not store any verification information. DI 
tree is essentially an MHT with degree 2 and a composite 
tree. Figure 1[2] illustrates the DI tree in a scenario where 
the database contains N =16 records (r1 to r16), n = 4 
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external nodes. Where H(ri)=H(key|A1|…|Am), 
)||( || lkjii hhHH = , 

))(|)((| jiji rHrHHh = , )( 4|3|2|1HS is its signed root 
using ordinary signature scheme such as RSA. H(.) is a 
hash function. 

In order to reduce the storage overhead at the server and 
the I/O costs for VO (verification object) computation, 
PMD does not materialize the entire DI structure, that is, 
does not store the lower trees. Instead only when an 
external MI node is accessed during query processing and 
hash values is required from the corresponding lower tree 
of the DI in order to form the VO, the server computes 
them on the fly. Following the same principle, the server 
does not store the entire upper trees.  

In particular, PMD divides the n upper tree leaves (i.e., 
the n lower tree roots) into groups of α . For each group, 
PMD  builds a binary MHT (suppressed tree). In the 
second step, PMD constructs one binary MHT (explicit 
tree) on top of all the suppressed ones, as shows in Figure 
2[2].  

                     
 
 
 
 
 
 
 
 
 
 
 
 
For every group (e.g., the group of α leaves shown in 

the Figure 2), PMD forms one DI page by inserting 
following messages (1) the signed DI root, and (2) 
itsα hashes (the solid circles), and (3) the sibling digests 
to its path in the explicit tree (hashes H1, H2, H3, shown 
as solid squares). In other words, the internal nodes of the 
suppressed tree (small rectangle) are not materialized, but 
they are computed on the fly (using the α leaves/solid 
circles) when needed. Overall, the DI contains n / α disk 
pages. Thus, PMD can compute VO for any range query 

with at most 2 disk accesses, one for each boundary 
object. If both c left and right are covered by the same 
suppressed tree, then only one page access is needed for 
their common DI block. 

The DI works like an ordinary MHT. PMD considers 
the paths that lead to the left and to the right boundary 
objects as left and right. The VO for a range query 
contains (1) the signed DI root, (2) all left sibling hashes 
to the path of left, and (3) all right sibling hashes to the 
path of right. Upon receipt of the query result, the user 
combines it with VO components (2) and (3), to 
reconstruct the (missing) part of the DI between the paths 
of left and right. Then, the user verifies with the owner’s 
public key whether the root of DI (i.e., component (1) of 
the VO) matches the locally computed root hash. If they 
match, the query results are deemed both complete and 
authentic; the collision-resistance of the hash function 
ensures that it is computationally infeasible for the server 
to tamper with the result and yet manage to produce 
hashes that match the original ones. 

B.  PMD analysis 
Comparing with previous query verification scheme 

PMD has the following advantages: (1) there is more 
flexible architecture. When the user does not need 
verification, then PMD is similar to an ordinary and non-
authenticated index without any performance degradation 
due to verification structure. Moreover, existing database 
can be directly authenticated, without having to be 
modified and re-uploaded. Therefore, the construction 
cost is significant savings. Also, query answering and VO 
generation can be delegated to different servers, thus the 
server's performance is full used; (2) separating the query 
processing and the VO computation tasks, this provides 
that the search result and the verification process can be 
implemented in parallel, so response is faster. 

However, we analyze PMD and discover that PMD has 
the following shortcomings： 

1) There exists the forgery attack in PMD. PMD uses 
an ordinary signature scheme such as RSA to sign DI 
root. When PMD deals with a user query, server returns 
the query results and the authentication objects including 
the data owner's signature to the user, thus exposes the 
data owner's signature. The ordinary signature is self-
proven and can be passed. Anyone can verify the 
correctness of the signature and data as long as access to 
the signature. If an attacker intercepts the data and 
verification information that are uploaded to the server by 
data owner, he can impersonate the server to provide 
services for users or distribute the data owner's data and 
signatures. If a user already obtains the data and the 
authentication objects including the data owner's 
signature, he can impersonate the server to provide 
services for users or distribute the data owner's data and 
signatures. It is not permitted in practical applications 
such as payment services through the server.  

2) There exists a collusion attack in PMD and it cannot 
achieve the content access control. When PMD deals with 
a user query, the server directly gives query results and 
the authentication objects including the data owner's 
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signature to a user, thus the users can make collusion 
attack together. For example, there are two legitimate 
users A and B, the data owner grants different privileges 
to A and B such as A can only query the index values in 
the range of key bα ≤ ≤ and B can only query the index 
values in the range of b key c≤ ≤ . After A and B obtain 
their data and the authentication objects through 
legitimate query, they can collude and impersonate the 
server to provide services for other users such as 
accessing the data in the range of key cα ≤ ≤ . However, A 
or B has no right to query the index values in the range 
of key cα ≤ ≤ .  

3) PMD can not well protect the privacy of data. When 
the user needs or only views some of these fields, the 
server must return all of these fields to the user in order to 
enable the user to verify the correctness and completeness 
of the data. Thus PMD leaks some unnecessary fields to 
the user and does not protect the privacy of data and 
implement the column-based access control, which is not 
allowed in many applications. 

4) The update speed of PMD is slow. As long as the 
data is updated, the root node must be re-signed. Because 
each DI page stores a signed DI root, so each update 
(object insertion or deletion) requires modification of all 
DI pages, thus the cost of update is high. Although 
Kyriako et al.[2] proposed the dynamic PMD(dPMD) to 
resolve this problem, but dPMD still needs (2d-1) disk 
accesses (where d is the high of DI tree). When the 
database stores huge amounts of data such as 212 >>−d , 
dPMD needs to access the disk many times.  

III. A NEW QUERY VERIFICATION SCHEME 
In order to overcome the disadvantages in PMD, we 

improve PMD and propose a new query verification 
scheme for dynamic outsourced databases. We modify 
PMD as following:  

1) Similar to PMD, our scheme uses MI tree for storing 
and querying the data, and DI tree for verifying 
information in a compressed form. But in order to 
improve the update speed, our scheme does not save the 
signed DI root in each DI page and stores the signed DI 
root in a separate disk block, which is different from 
PMD. When the owner inserts/deletes an object in the 
database, PMD requires to modify all DI pages and needs 
many I/O operations, however our scheme does not 
require to modify all DI pages, and needs the times of I/O 
operations much less than PMD. Therefore, the update 
speed of our scheme is fast than PMD.  

Dealing with user query for the first time, server may 
read the signed DI root from the disk and save the signed 
DI root in memory until the signed DI root needs to be 
updated, thus our method guarantees the fact that server 
needs 3 disk accesses for only dealing with user query for 
the first time, and needs 2 disk accesses for each 
subsequent user queries, which just is the same as PMD. 
Therefore, the response speed of our scheme is as fast as 
PMD 

Consider the examples in Figure 3 and Figure 4, let |S| 
is the size of the signed DI root, |H| is the size of hash 

value. Assuming that a disk block fits 7 hashes (i.e. 
B=7|H), and |S|=3|H|. 

In PMD, a DI tree showed in Figure 3 can be divided 
into 8 suppressed trees (H1- H8), i.e. 4=α , because a DI 
page contains 4 hashes (the solid circles), and the sibling 
digests to its path in the explicit tree such as hashes H2, 
H9, H10 (shown as solid squares), in other words, the 
server needs 8 disk blocks to store the DI tree. 

 
 
 
 
 
 
 
c 
 
 
 
 
 
 
 

 
If the owner inserts/deletes an object corresponding to 

the external leaf N1, the updated value of this leaf causes 
the digest changes that propagate upwards until the root 
of the DI tree. Because each DI page materializes the 
signed DI root, therefore, server needs to modify all DI 
blocks and 8 I/O operations to reflect the update. 

However, in our scheme, a DI page does not 
materialize the signed DI root, and only contains 
corresponding hashes, the signed DI root alone is stored 
in another a disk block. A DI tree showed in Figure 4 can 
be divided into 4 suppressed trees (H1- H4), i.e. 8=α , 
server needs 4 disk blocks to store the DI tree. 

 

 

 

 

 

 

 

 

 

 

 
If the owner inserts/deletes an object corresponding to 

the leaf N1, the updated value of this leaf causes digest 
changes that propagate upwards until the root of the DI. 
Because each DI page does not materialize the signed DI 
root, and only 3 DI pages relate with H1hashes, therefore, 
server needs to modify 3 DI blocks and 3 I/O operations 
to reflect the update. Therefore, the update speed of our 
scheme is fast than PMD.  

2) In PMD and some query verification technology 
[2~6,8~10], using ordinary signature such as RSA signs 
the root of DI tree, thus brought security issues such as 
forgery and collusion attacks as well as no content access 
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control etc. For dealing with these problems, we construct 
a new signature scheme combining with the idea of 
designated verifier, and use the new signature scheme to 
sign the root of DI tree, and build new query verification 
scheme of outsourced databases. When server deals with 
user queries, the server does not disclose the data owner’s 
signature. Therefore, the new query verification scheme 
can prevent collusion and forgery attacks, and implement 
content access control.  

New verification scheme is as following:  
Let p1, p2, 1p′ , 2p′ and q be distinct large primes, and 

12 11 +′= pqp , 12 22 +′= pqp ,n=p1p2, )(nϕ =( p1-1)(p2-1) 
, g be the primitive element in GF(n). (.)h  is a secure 
one-way hash function. 

The data owner completes the following steps to sign 
root hroot. 

1) The data owner computes two pair of secret keys (eo, 
do) and (er,dr) using RSA algorithm, and sends (er,dr,g,n) 
to server. 

2) The data owner chooses a random number *
nZ∈σ , 

computes    
ngY re

r mod= , nYx r modσ= , 
qehhds orooto mod))(( −= σ   

and sends (s, x) to server.  
User verifies the query results: 
1) Upon receiving the user access request, server 

chooses a random integer *
nZ∈β and computes 

nre modβγ = , and sends γ  to the user.  

2) The user chooses a random number *
nZv∈ , and 

sends v to server. 
3) On receiving v, server computes ngY oe

o mod= and  

nggx rrr ded mod])[( σσ == , ngz v mod)( σβ=  
and sends (z, s) and the query results  to the user. 

4) The user verifies the results of query. According to 
the principle of MHT, the user can calculate the hash 
value of the root based on the query results and VO, thus 
the user can verify  

nYgz rorootr eehh
o

se mod)( )( ' νγ=  
If it holds, then the query results are authentic and 

complete. Because 

nYg

gggz
roroot

roorootrrr

veehh
o

s

veeehhsveee

mod)(

)()(
)(

)(

γ

γβ σ

=

==  

In the above query verification process, the user must 
cooperate with server to complete the verification of 
query results. Therefore, even if a attacker steals data 
files from the server or intercepts all the information on 
the process of the data owner uploading the data and 
verify information to server, the attacker can not 
impersonate the server to provide services for users since 
the attacker does not know the server's private key dr and 
can not calculate 

       nggx rrr ded mod])[( σσ ==   

Therefore, our query verification scheme can resist the 
forgery attack existed in PMD. Moreover, because the 
server returned the different signature to the user each 
time, the user cannot use an existing signature to 
implement the collusion attack. So our scheme can also 
resist the collusion attack and achieve the content access 
control. 

3) Aiming at the defect that PMD cannot realize the 
column-based access control, our scheme uses 

 H(ri)= H(key||H(A1)||…||H(Am))  
to compute the message authentication code of the record 
ri. When a user queries some fields, the server only 
returns the values of query fields and the hash values of 
other fields to the user, and does not return to the values 
of all fields, and hence does not leak unnecessary 
information to the user. Thus our scheme protects the 
privacy of data and implements the column-based access 
control. Therefore, our scheme can overcome the defect 
that PMD cannot implement the column-based access 
control.PERFORMANCE AND SECURITY ANALYSIS 

Our scheme, which is similar to PMD, uses MI tree for 
storing and querying the data, and DI tree for verifying 
information in a compressed form. But our scheme is 
different from PMD. Our scheme does not save the 
signed DI root in each DI page and stores the signed DI 
root in a separate disk block, thus improves update speed. 
Moreover, our scheme reduces the server's storage 
overhead since a signed DI root is stored. 

After start, server immediately reads the signed DI root 
from the disk and computes ( oY , σg ), and then stored 
them in memory. In order to compute a VO, server needs 
2 disk accesses for each user query, which just likes 
PMD. Therefore, the response speed of our scheme is as 
fast as PMD. 

In order to verify the storage cost and update speed of 
our scheme, we perform experiments using Forest 
CoverType Data set that is provided by University of 
California, Irvine. Our experiments focus on compare 
between our scheme and PMD. The server storage cost 
simulation shows as Figure 5. The update speed 
simulation shows as Figure 6.  

The experiments show that our scheme reduces the 
storage overhead of the database server and improves the 
update speed at the database server. 

We introduce the idea of designated verifier to the 
query verification technology of outsourced databases, 
and construct a new signature scheme. We use the new 
signature scheme to sign the root of DI tree, rather than 
the ordinary signature scheme. Because the server returns 
to user different signatures when handling users query 
each time, the data owner's signature is hidden. Thus the 
attackers or users cannot impersonate the server to 
provide services for other users by using the existing 
signatures, and some users cannot make collusion attack 
using their own data and verification information. 
Therefore, our scheme overcomes the disadvantages of 
PMD such as collusion attack and forgery attack. The 
previous query verification schemes also use the ordinary 
signature scheme such as RSA signature scheme, but the 
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ordinary signature is self-proven and can be passed. 
Anyone can verify the signature as long as access to the 
signature. Therefore these schemes also exist above 
problems. We introduce the idea of designated verifier to 
the query verification technology of outsourced 
databases, and well resolve these security issues. 

 
 
 
 
 
 
 
 
 
 

  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Because using H(ri)=H(key||H(A1)||…||H(Am)) to 

compute the message authentication code of the record ri, 
server only returns the values of query fields and the hash 
values of other fields to the user when a user queries 
some fields. Therefore, our scheme can better support the 
projection queries, implement the content access control, 
and protect private data by the greatest extent. 

V. CONCLUSION 
In this paper, we improve PMD, and propose a new 

query verification scheme. We modify the storage 
contents of the DI page in PMD in order to improve the 
update speed. We also construct a new signature scheme 
combining with the idea of designated verifier signature, 
and replace the signature scheme of PMD with the new 
signature scheme to sign DI root in order to resist 
collusion and forgery attacks. We use H(ri)=H(key||H(A1) 
||…||H(Am)) to compute the message authentication code 
of the record ri in order to protect the privacy of data and 
implement the column-based access control. We perform 
experiments on our scheme, and focus on comparing our 
scheme with PMD. The result of the experiments shows 
that the update speed of our scheme is faster than PMD, 
the storage cast of our scheme is lower than PMD. 
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Abstract— Feature selection is of considerable importance
in data mining and machine learning, especially for high
dimensional data. In this paper, we propose a novel nearest
neighbor-based feature weighting algorithm, which learns
a feature weighting vector by maximizing the expected
leave-one-out classification accuracy with a regularization
term. The algorithm makes no parametric assumptions
about the distribution of the data and scales naturally to
multiclass problems. Experiments conducted on artificial
and real data sets demonstrate that the proposed algorithm
is largely insensitive to the increase in the number of
irrelevant features and performs better than the state-of-
the-art methods in most cases.

Index Terms— feature selection, feature weighting, nearest
neighbor

I. I NTRODUCTION

With the emergence of a great quantity of high di-
mensional data in various applications, including infor-
mation retrieval, automated text categorization, combina-
torial chemistry and bioinformatics, feature selection has
become more and more important in data mining and
machine learning [1]. Feature selection is the technique
of selecting a small subset from a given set of features
by eliminating irrelevant and redundant features. Proper
feature selection not only reduces the dimensions of
features and hence amount of data used in learning, but
also alleviates the effect of the curse of dimensionality
to improve algorithms’ generalization performance. Fur-
thermore, it also increases the execution speed and the
models’ interpretability.
Generally speaking, feature selection algorithms now usu-
ally fall into one of the three categories [2]: filter, wrap-
per and embedded methods. In the filter model, feature
selection is done by evaluating feature subset with the
criterion functions characterizing the intrinsic properties
of the training data, such as interclass distance (e.g.,
Fisher score), statistical measures (e.g., Chi-squared) and
information theoretic measures, not involving the opti-
mization of performance of any specific classifier directly.
On the contrary, the last two methods are closely related
with specified classification algorithms and perform better
than filter methods in most cases. The wrapper model
requires one predetermined classifier in feature selection
and uses its performance to evaluate the goodness of

This work is supported in part by the National Natural Science
Foundation of China under No.s 60872099 and 60902099.

selected feature subsets. Since the classifier need always
be trained for each feature subsets considered, wrapper
methods are computationally intensive and thus often
intractable for large-scale feature selection problems. In
the embedded model, feature selection is built into the
classifier construction and gradient descent method is usu-
ally used to optimize the feature weights, which indicate
the relevance between the corresponding features and the
target concept. The advantages of the embedded methods
are that they are not only less prone to overfitting but also
computationally much more efficient than wrapper meth-
ods. In particular, many SVM-based embedded methods
have been proposed [3], [4]. More comprehensive reviews
on feature selection methodologies can be referred to [2],
[5], [6].
Nearest neighbor is a simple and efficient nonlinear de-
cision rule and often yields competitive results compared
with the state-of-the-art classification methods, such as
support vector machines and neural network. Recently,
several nearest neighbor-based feature weighting meth-
ods, including RELIEF [7], Simba [8], RGS [9], I-
RELIEF [10], LMFW [11], Lmba [12] and FSSun [13],
have been successfully developed and shown the better
performance on high-dimensional data analysis. Inspired
by the previous work [14], we propose a novel nearest
neighbor-based feature selection method called neigh-
borhood component feature selection (NCFS) algorithm.
The proposed algorithm uses gradient ascent technique to
maximize the expected leave-one-out classification accu-
racy with a regularization term. Experiments conducted
on artificial and real data sets show that NCFS is almost
insensitive to the increase in the number of irrelevant
features and performs better than Simba, LMFW and
FSSun in most cases.
The rest of the paper is organized as follows. Section
2 proposes a novel feature selection algorithm based on
neighborhood component. Section 3 summarizes some
related feature selection approaches. Experiments con-
ducted on toy data and real microarray datasets to evaluate
the effectiveness of the proposed algorithm are presented
in Section 4. Finally, conclusions are given in Section 5.

II. N EIGHBORHOODCOMPONENT FEATURE

SELECTION

LetT = {(x1, y1), . . . , (xi, yi), . . . , (xN , yN )} be a set
of training samples, wherexi is a d-dimensional feature
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vector, yi ∈ {1, . . . , C} is its corresponding class label
and N is a number of samples. The goal is to find a
weighting vector w that lends itself to select the feature
subset optimizing nearest neighbor classification. In terms
of the weighting vectorw, we denote the weighted
distance between two samplesxi andxj by:

Dw(xi,xj) =

d
∑

l=1

w2
l |xil − xjl| (1)

wherewl is a weight associated withlth feature.
For nearest neighbor classification to succeed, an intuitive
and effective strategy is to maximize its leave-one-out
classification accuracy on the training setT . However,
due to the true leave-one-out accuracy that selects nearest
neighbor as a classification reference point is a non-
differentiable function, an effective approximation is that
the reference point is determined by a probability distribu-
tion. Here, the probability ofxi selectsxj as its reference
point is defined as:

pij =

{

κ(Dw(xi,xj))∑
k 6=i

κ(Dw(xi,xk))
, if i 6= j

0, if i = j
(2)

whereκ(z) = exp(−z/σ) is a kernel function and the
kernel widthσ is an input parameter that influences the
probability of each points being selected as the reference
point. In particular, ifσ → 0, only the nearest neighbor
of the query sample can be selected as its reference point.
On the other hand, ifσ → +∞, all the points have the
same chance being selected apart from the query point.
Based on above definition, the probability of the query
point xi being correctly classified is given by:

pi =
∑

j

yijpij (3)

where yij = 1 if and only if yi = yj and yij =
0 otherwise. Therefore, the approximate leave-one-out
classification accuracy can be written as:

ξ(w) =
1

N

∑

i

pi =
1

N

∑

i

∑

j

yijpij (4)

Note that whenσ → 0, ξ(w) is the true leave-one-
out classification accuracy. Moreover, in order to perform
feature selection and alleviate overfitting, we further intro-
duce a regularization term and hence obtain the following
object function:

ξ(w) =
∑

i

∑

j

yijpij − λ

d
∑

l=1

w2
l (5)

whereλ > 0 is a regularization parameter which can be
tuned via cross validation. Note that the coefficient1/N
in (4) is neglected since it only means that the parameter
λ makes a corresponding change and the final solution
vector is the same. Since the object functionξ(w) is

differentiable, its derivative with respect towl can be
computed:

∂ξ(w)
∂wl

=
∑

i

∑

j yij

[

2
σ
pij

(

∑

k 6=i pik|xil − xkl|

−|xil − xjl|)wl]− 2λwl

= 2
σ

∑

i

(

pi
∑

k 6=i pik|xil − xkl|

−
∑

j yijpij |xil − xjl|
)

wl − 2λwl

= 2
(

1
σ

∑

i

(

pi
∑

j 6=i pij |xil − xjl|

−
∑

j yijpij |xil − xjl|
)

− λ
)

wl

(6)
Using the above derivative leads to the corresponding
gradient ascent update equation. We name the proposed
algorithm as neighborhood component feature selection
(NCFS) and its pseudocode is given in Algorithm 1.
It should be noted that we didn’t use the line search
method to identify the step lengthα in the iteration.
The main reason is that the evaluation of the objective
function requires expensive computation. In Algorithm 1,
the update ofα is determined by our experience. However,
we found that it works well in practice.

Algorithm 1 Neighborhood Component Feature Selection
1: procedure NCFS(T, α, σ, λ, η) ⊲ T : training set,α:

initial step length,σ: kernel width,λ: regularization
parameter,η: small positive constant;

2: Initialization: w
(0) = (1, 1, . . . , 1), ǫ(0) =

−∞, t = 0
3: repeat
4: for i = 1, · · · , N do
5: Computepij andpi usingw(t) according

to (2) and (3)
6: for l = 1, · · · , d do
7:

∆l = 2
(

1
σ

∑

i

(

pi
∑

j 6=i pij |xil − xjl|

−
∑

j yijpij |xil − xjl|
)

− λ
)

w
(t)
l

8: t = t+ 1
9: w

(t) = w
(t−1) + α∆

10: ǫ(t) = ξ(w(t−1))
11: if ǫ(t) > ǫ(t−1) then
12: α = 1.01α
13: else
14: α = 0.4α
15: until |ǫ(t) − ǫ(t−1)| < η
16: w = w

(t)

17: return w

III. R ELATED WORK

A. Simba

Simba [8] is a feature weighting algorithm based on
the hypothesis-margin of 1-NN. For each samplexi in
the training setT , its hypothesis-margin is given by:

θw(xi) =
1

2
(‖xi − NM(xi)‖2 − ‖xi − NH(xi)‖2) (7)
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where ‖z‖2 =
√
∑

l w
2
l z

2
i , NM(xi) and NH(xi) are

the nearest neighbor ofxi from the different class and
the same class under the weighting feature space, re-
spectively. In order to maximize the margins of all the
samples, the objective function of Simba is defined as:

ε(w) =

N
∑

i=1

u(θw(xi)) (8)

where u(z) is the utility function, which controls the
contribution of each margin term to the total sum. In
general, the linear utility functionu(z) = z and the
sigmoid utility u(z) = 1/(1 + exp(−βz)) are often
used. Note that the regularization is not considered in this
model. Therefore,Simba is often prone to overfitting when
the training set size is small relative to the dimension of
the input.

B. FSSun

FSSun [13] is also a feature weighting algorithm based
on the hypothesis-margin.In the algorithm,the Manhattan
distance instead of the Euclidean distance is used to
define the margin and the nearest neighbors of a given
sample are considered as hidden variables. The expecta-
tion hypothesis-margin of samplexi based on the hidden
variables can be written as:

ρw(xi) = Ek∼Mi
(‖xi − xk‖w)− Ek∼Hi

(‖xi − xk‖w)
=

∑

k∈Mi
P (xk = NM(xi)|w)wT |xi − xk|

−
∑

k∈Hi
P (xk = NH(xi)|w)wT |xi − xk|

= w
T
(
∑

k∈Mi
P (xk = NM(xi)|w) |xi − xk|

−
∑

k∈Hi
P (xk = NH(xi)|w) |xi − xk|

)

= w
T
zi

(9)
whereMi = {k : 1 ≤ k ≤ N, yk 6= yi}, Hi = {k :
1 ≤ k ≤ N, yk = yi}, | · | is an element wise absolute
operator,P (xk = NM(xi)|w) and P (xk = NH(xi)|w)
are the probabilities of samplexk being the nearest miss
or hit of xi, respectively. These probabilities are defined
as:

P (xk = NM(xi)|w) =
κ(‖xi − xk‖w)

∑

j∈Mi
κ(‖xi − xj‖

w
)
, ∀k ∈ Mi

(10)
And

P (xk = NH(xi)|w) =
κ(‖xi − xk‖w)

∑

j∈Hi
κ(‖xi − xj‖

w
)
, ∀k ∈ Hi

(11)
where κ(·) is the same kernel function as before. In
particular, FSSun solves the following optimization:

min
w

N
∑

i=1

log
(

1 + exp
(

−w
T
zi

))

+ λ‖w‖1, s.t.w ≥ 0

(12)
The optimization in (12) can be reformulated to an
unconstrained optimization by replacingwl with w2

l .
Moreover, it should be noted that in FSSun a fixed-point
recursion method, in which the derivative of the objective
function with respect tow is obtained by consideringzi

as a constant vector, is used to solve forw becausezi
implicitly depends onw through the probabilities.

C. LMFW

LMFW [11] is a feature weighting algorithm based on
KNN and largely inspired by the work of Weinberger et
al. [15]. For easy of comparison with FSSun and NCFS,
we describe LMFW under the Manhattan distance. The
main idea of LMFW is that thek-nearest neighbors of
each samplexi should share the same labelyi while
samples with different labels should be separated by a
large margin. Before constructing the model of LMFW,
the target neighbors of each samplexi, which are the
samples with the same labelyi that we wish to be closest
to xi, should be first determined. In the algorithm, the
target neighbors are identified as thek nearest neighbors
in the original feature space and do not change during the
learning process. The notationj → i is used to indicate
that samplexj is a target neighbor of samplexi. In
particular, the objective function of LMFW is given by:

(1− µ)
N
∑

i=1

∑

j→i

Dw (xi,xj) + µ
N
∑

i=1

∑

j→i

N
∑

k=1

(1− yik) [1

+Dw (xi,xj)−Dw (xi,xk) ]+ + λ
d
∑

l=1

w2
l

(13)
where the hinge loss function[z]+ = max(z, 0), the
indicator variableyik = 1 if and only if yi = yk, and
yik = 0 otherwise,µ ∈ [0, 1] is a balance parameter and
λ > 0 is a regularization parameter. It should be noted
that the objective function has three competing terms, the
first term penalizes large distances between each samples
and its target neighbors, and the second term penalizes
small distance between each sample and other samples
with different labels, while the final term is expect to
increase the sparseness of selected features. LMFW is
implemented with Linear Programming in [11]. In fact,
there exists a fast gradient descent method to minimize
the objective function (13). For the detailed description,
please refer to the literature [16].

IV. EXPERIMENTAL RESULTS

Two different sets of experiments were carried out. In
the first set, the NCFS algorithm was applied to well
controlled, toy data in order to assess the ability of
eliminating irrelevant features and to show the impact of
different parameter settings. In the second, eight widely
used microarray datasets were considered. The aim of
these experiments was to illustrate the effectiveness of our
algorithm in real application. Meanwhile, the comparison
of NCFS with the other three algorithms FSSun, LMFW
and Simba was made.

A. Toy data

In this section, our objective is to illustrate the behavior
of the proposed method in the presence of the irrelevant
features and to show the effects of different parameter
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Figure 1. Feature weighting factors learned on the toy dataset with different numbers of irrelevant features, ranging from 100 to 50000. The
horizontal coordinate represents the index of each feature, and the vertical coordinate denotes the corresponding weighting factors learned by the
proposed algorithm. The two original features are always fixed in the first two indexes.

10
0

10
1

10
2

10
3

10
4

0

5

10

15

20

25
λ =0.25

10
0

10
1

10
2

10
3

10
4

0

2

4

6

8

10

12

14

16

18

20
λ =0.5

10
0

10
1

10
2

10
3

10
4

0

2

4

6

8

10

12

14

16
λ =1

10
0

10
1

10
2

10
3

10
4

0

2

4

6

8

10

12
λ =2

10
0

10
1

10
2

10
3

10
4

0

2

4

6

8

10

12

14
λ =1.5

Figure 2. Feature weighting factors learned on the toy dataset with 10000 irrelevant features. The value of kernel widthσ is set to 1, and regularization
parameterλ is chosen from{0.25, 0.5, 1, 1.5, 2}.
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Figure 3. Feature weighting factors learned on the toy dataset with 10000 irrelevant features. The value of regularization parameterλ is set to 1,
and kernel widthσ is chosen from{0.25, 0.5, 1, 1.5, 2}.

settings. An artificial non-linear problem, previously con-
sidered in [11], [17], [18], was used. It involves two
classes in two dimensions. The data for the first class are
drawn fromN(µ1,Σ) orN(µ2,Σ) with equal probability,

where mean vectorsµ1 = {−0.75,−3}, µ2 = {0.75, 3}
and covariance matrixΣ = I . The data for the second
class are drawn again from two normal distributions with
equal probability, having mean vectorsµ1 = {3,−3},
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Figure 4. Normalized feature weighting factors of four algorithms learned on the toy dataset with 10000 irrelevant features.

µ2 = {−3, 3} and the sameΣ as before. The dataset
with 200 samples is obtained by drawing 100 samples
from each class independently. To assess the ability of
the algorithm to filter irrelevant features, we added a
varying number of irrelevant features to each sample. In
this work, the added irrelevant features are drawn from
a normal distribution with zero mean and variance 20
and the number of which is set to{100, 500, 1000,
5000, 10000, 50000}. All features are then normalized
to the range between 0 and 1. Plots of the learned feature
weighting factors of our algorithm on the toy dataset with
different numbers of irrelevant features are presented in
Fig.1. For the results reported here, the kernel width and
regularization parameter of our algorithm are set to 1 and
1, respectively. From the figure, we can see that the pro-
posed algorithm is insensitive to the increase of irrelevant
features. For the significantly varying number of irrelevant
features, our algorithm gives the almost identical feature
weight factors for the two original features. The weights
associated with the irrelevant feature are all nearly close
to zero, which means that our method can filter the noise
features effectively.
Like FSSun, there are a kernel width parameterσ and a
regularization parameterλ needing to be adjusted in our
algorithm. To study the influences of different parameter
settings on the learned feature weighting factors, we
performed a test on the toy dataset with 10000 irrele-
vant features by fixing one parameter while altering the
other. The experimental results under different parameter
settings are shown in Figs. 2 and 3. It can be observed
that the proposed method always give the reasonable
weighting factors although the resulting weights vary
as the parameters change. Therefore, the ability of our
algorithm performing feature selection is insensitive to a
specific choice of the two parametersσ andλ, which is
the same as FSSun.
In addition, we compare our algorithm with three other
algorithms, including FSSun, LMFW and Simba, on the
toy dataset with 10000 irrelevant features. The learned
feature weights of four algorithms are plotted in Fig.4. For
ease of comparison, the maximum value of the learned
feature weights of each algorithm was normalized to
1. From the figure, we can see that only FSSun and
NCFS could obtain sparse weight vector and successfully
identify the two original features by giving them the

largest weights. LMFW identifies one and Simba none.
The parameter settings of three algorithms FSSun, LMFW
and NCFS are also given in Fig.4. In fact, we test a
wide range of parameter values of LMFW and found
that the resulting weights have no significant difference.
The poor performance of LMFW may be because its
target neighbors are determined by nearest neighbors in
original feature space at the outset of learning and do not
change during the learning process. However, the nearest
neighbors in original feature space may not be true in
the weighted feature space, especially when the feature
dimension is very high. Furthermore, the maintenance of
unit margin damages the sparseness of its weight vector to
some extent. For Simba algorithm, its matlab source code
was downloaded from [8]. The sigmoid utility function
with default parameter is used since it is less sensitive
to outliers than the linear utility. The number of passes
of training data and the number of starting points are
set to 10 and 5, respectively. Due to the fact that the
implementation of Simba is based on stochastic gradient
ascent algorithm, we found that its solution vector is
different in two runs with the same settings.
Moreover, it should be noted that if we perform feature
selection by threshold, i.e., the features whose normalized
weighting factor is bigger than a certain threshold are
considered useful, the algorithms without sparse solution
vector, such as LMFW and Simba, will choose more irrel-
evant features. Since these algorithms also have possibility
to give the larger weight factors for important features,
therefore, it is unfair to compare FSSun and NCFS with
them based on the threshold. In fact, it is also difficult
to determine a suitable threshold for FSSun and NCFS in
practical application. Therefore, in the next section, we
will perform comparative experiments by weight ranking
for fair consideration.

B. Microarray datasets

To investigate the ability of the proposed method
in practical applications, we further performed the
experiments to compare it with three different al-
gorithms LMFW, Simba and FSSun on the eight
widely used microarray datasets [19], [20], [21], includ-
ing Brain Tumor2, ColonCancer, DLBCL, Leukemia1,
Lung Cancer, Lymphoma, ProstateTumor and SRBCT.
For these datasets, which include 4 two class problems
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Figure 5. Comparison of four algorithms via the classification error on eight microarray datasets.

TABLE I.
M ICROARRAY DATASETS USED IN THE EXPERIMENTS.

Datasets Samples Classes Features

Brain Tumor2 50 4 10367
Colon Cancer 62 2 2000
DLBCL 77 2 5469
Leukemia1 72 3 5327
Lung Cancer 203 5 12600
Lymphoma 96 2 4026
ProstateTumor 102 2 10509
SRBCT 83 4 2308

and 4 multi-class problems, one significant characteristic
is that the number of samples is remarkably less than the
number of features. The detailed data information is given
in Table I. Note that the intention of microarray-based
analysis is to mine a set of genes that show a strong rela-
tionship to phenotypes of interest. Since redundant genes
will increase medical examination costs unnecessarily in
clinical experiments, the number of resulting genes should
be as small as possible. This means that a good feature
selection method for microarray analysis should achieve
a better prediction performance with the smaller number
of features.
As in [10], [13], each feature variable in the raw data

is normalized to[0, 1]. Since the sample number is very
small, we used the leave-one-out cross validation method
to carry out a test. Note that the four feature selection
methods LMFW, Simba, FSSun and NCFS are all based
on nearest neighbor model. Therefore, the KNN with
Manhattan distance is used to evaluate the quality of
selected features of each algorithm. The only parameter
K for KNN is set to 3 for all the tests as in [13].
Before performing the leave-one-out tests, the parameters
of four algorithms LMFW, Simba, FSSun and NCFS
must be determined. For the first algorithm LMFW, the
number of target neighbors is set to 3 and the parameters
µ and λ were chosen from{0.1, 0.3, 0.5, 0.7, 0.9} and
{0.1, 0.5, 1, 5, 10} by cross validation, respectively. The
settings of Simba are the same as before. For FSSun and
NCFS, their kernel widths and regularization parameters
are set to 5, 1 and 1, 1, respectively. It should be noted
that the parameter settings of FSSun in this study are the
same as in [13].
The curves of classification errors of KNN based on the
50 top ranked features derived from four feature selection
algorithms on eight microarray datasets are plotted in
Fig.5. In order to make a comparison, the classification
errors of KNN using all genes are also reported. It can
be seen that KNN obtain the significant performance
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TABLE II.
CLASSIFICATION ERRORS OF FOUR ALGORITHMS ON EIGHT

MICROARRAY DATASETS.

Datasets LMFW NCFS Simba FSSun

Brain Tumor2 24.0(41) 16.0(28) 22.0(42) 18.0(23)
Colon Cancer 14.52(6) 12.9(17) 14.52(30) 12.9(21)
DLBCL 3.9(23) 1.3(19) 1.3(27) 2.6(9)
Leukemia1 4.17(8) 1.39(3) 4.17(17) 2.78(6)
Lung Cancer 4.93(37) 3.94(40) 8.37(37) 5.91(48)
Lymphoma 4.17(35) 3.12(17) 8.33(7) 5.21(9)
ProstateTumor 6.86(13) 5.88(4) 6.86(14) 4.9(31)
SRBCT 0(42) 0(26) 1.2(47) 0(29)
win/tie/loss 0/1/7 4/3/1 0/1/7 1/2/5

The number in the brackets represents the number of optimal
features at which the minimum classification error is obtained.
Bold number indicates the minimum classification error of
each row. The last row records the win/tie/loss of each
algorithm according to the classification error.

improvement by performing feature selection. Moreover,
in Table II, we record the minimum classification er-
ror of four algorithms on the 50 top ranked features.
The numbers of optimal features at which the minimum
classification error is obtained are also presented in Ta-
ble II. From the table, it can be observed that except
for ProstateTumor, in which FSSun obtains the best
classification result, for the remaining seven datasets,
NCFS is the clear winner compared to LMFW, Simba
and FSSun according to the classification error and the
number of optimal features. One possible explanation is
that the model of NCFS is more closely related to the
leave-one-out classification error than that of the other
three methods. We can also find that among the used
feature selection methods, FSSun is most comparable to
NCFS. Moreover, it is interesting to note that, on DLBCL
dataset, Simba also achieves the minimum classification
error although with more features compared to NCFS,
whereas FSSun and LMFW don’t. The win/tie/loss of four
algorithms based on the classification error is also given
in Table II.

V. CONCLUSION

In this paper, we present a novel feature weighting
method in the context of NN. The proposed method,
which is called NCFS, uses the gradient ascent technique
to maximize the expected leave-one-out classification
accuracy with a regularization term. The effectiveness of
this algorithm has been evaluated through a number of
experiments involving a toy data and eight microarray
datasets. Meanwhile, the impact of two parameters, the
kernel widthσ and the regularization parameterλ, has
been studied empirically. Overall, the proposed method
is insensitive to a specific choice of the two parameters.

REFERENCES

[1] H. Liu, E. Dougherty, J. Dy, K. Torkkola, E. Tuv, H. Peng,
C. Ding, F. Long, M. Berens, L. Parsonset al., “Evolving
feature selection,”IEEE Intelligent Systems, vol. 20, no. 6,
pp. 46–76, 2005.

[2] I. Guyon, S. Gunn, M. Nikravesh, and L. Zadeh,Feature
Extraction: Foundations and Applications. Springer-
Verlag, 2006.

[3] S. Maldonado, R. Weber, and J. Basak, “Simultaneous
feature selection and classification using kernel-penalized
support vector machines,”Information Sciences, vol. 18,
pp. 115–128, 2011.

[4] J. Miranda, R. Montoya, and R. Weber, “Linear penaliza-
tion support vector machines for feature selection,”Pattern
Recognition and Machine Intelligence, pp. 188–192, 2005.

[5] I. Guyon and A. Elisseeff, “An introduction to variable
and feature selection,”The Journal of Machine Learning
Research, vol. 3, pp. 1157–1182, 2003.

[6] Y. Saeys, I. Inza, and P. Larrañaga, “A review of feature
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Abstract—The asymmetric cryptosystem plays an important 
role in the cryptology nowadays. It is widely used in the 
fields of data encryption, digital watermarking, digital 
signature, secure network protocol, etc. However, with the 
improvement of computing capability, longer and longer the 
key length is required to ensure the security of interaction 
information. To shorten the key length and improve the 
encryption efficiency, by defining the two-dimension 
discrete logarithm problem (DLP), a new public-key 
cryptosystem is proposed. This new cryptosystem 
generalizes the public-key cryptosystem from one dimension 
to two dimensions. The core algorithms of the proposed 
cryptosystem are also designed, including the fast algorithm, 
computing the inverse matrix modulo p and finding the 
period. To verify the correctness and rationality of the new 
cryptosystem, two examples are carried out. Meanwhile, the 
efficiency and security are analyzed in detail. Experimental 
results and theoretical analyses show that the new 
cryptosystem possesses the advantages of the outstanding 
robustness, short key length, high security and encrypting 
many data once. 
 
Index Terms—asymmetric cryptosystem, discrete logarithm 
problem (DLP), two dimensions, RSA, ECC (elliptic curve 
cryptosystem) 
 

I.  INTRODUCTION 

The cryptosystems can be classified as the symmetrical 
cryptosystem and the asymmetrical cryptosystem (also 
named as the public-key cryptosystem) by the 
characteristics of the key. For the symmetrical 
cryptosystem, ( 1) / 2n n −  keys are required to satisfy the 
secure communication among n  users over the Internet. 
The key distribution and management become very 
difficult when n  is a very large number. However, the 

asymmetrical cryptosystem just requires 2n  keys, whose 
key distribution and management are much easier. 
Meanwhile, the asymmetrical cryptosystem cannot only 
use for data encryption [1-3], but also for digital signature 
and authentication [4-6].  

As a landmark of the cryptology development, W. 
Diffie and M. E. Hellman proposed the concept of public-
key cryptosystem in 1976 [7]. Afterwards many public-
key cryptosystems are proposed. Experts in cryptology 
select three types of asymmetrical cryptosystem, which 
are regarded as the secure and efficient cryptosystems. 
The detailed description is as follows. 

• The cryptosystem based on the integer 
factorization problem (IFP): Its representative is 
RSA (Rivest, Shamir, Adleman), which was 
proposed in 1977 [8]. The advantages of RSA are 
the simple principle and easy application. RSA 
cryptosystem is designed based on two big prime 
numbers p  and q  instead of a two-dimension 
matrix. Meanwhile, the plaintext M  is segmented 
to several data blocks im , 1, 2,3,i =  in advance, 
and each data block im  can correspond a decimal 
number in . RSA can only encrypt the number in  
instead of a two-dimension plaintext matrix during 
an encryption process [9]. However, with the 
improvement of the integer factorization algorithm, 
we need to continuously lengthen the key length 
of RSA to ensure the security of the cipher text. 
768 bits RSA is unsecure at present, and experts 
suggest applying 1024 bits RSA to ensure the 10-
year security. To ensure the 20-year security, we 
are required to choose 2048 bits RSA. Although 
the extending of the key length can enhance the 
security of RSA cryptosystem, the encryption 
speed reduces sharply and the application becomes 
very difficult.  

• The cryptosystem based on the discrete logarithm 
problem (DLP): Its representative is DSA (digital 
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signature algorithm), which was proposed by the 
National Institute of Standards and Technology 
(NIST) in August 1991. It is a United States 
Federal Government standard for digital signatures. 

• The cryptosystem based on the elliptic curve 
discrete logarithm problem (ECDLP): Its 
representative is ECC (elliptic curve 
cryptosystem). Koblitz and Miller proposed ECC 
in 1985 [10, 11]. The ElGamal scheme of ECC is 
designed based on a basic point of the elliptic 
curve instead of a two-dimension matrix. 
Meanwhile, the plaintext M  is encoded to several 
corresponding points of the elliptic curve in 
advance, and then ECC can only encrypt one of 
these points instead of a two-dimension plaintext 
matrix during an encryption process [12]. ECC 
possesses the advantages of the short key length, 
fast speed, etc [13]. There is not an effectively 
deciphered method at present [15].  

With the improvement of computing capability, the 
key length becomes longer and longer to maintain the 
security of interaction information. The increasing of the 
key length makes the encryption efficiency low. 
Meanwhile, current asymmetric cryptosystems are one 
dimension, which can only encrypt a datum once. To 
improve the encryption efficiency, it is reasonable to 
generalize the public-key cryptosystem from one 
dimension to two dimensions, and even high dimensions. 
Therefore, by defining two-dimension DLP, a new 
public-key cryptosystem is proposed in this paper. This 
cryptosystem generalizes the public-key cryptosystem 
from one dimension to two dimensions. 

The rest of the paper is organized as follows. We 
generalize the definition of DLP from one dimension to 
two dimensions in Section II. Section III designs the new 
cryptosystem based on the two-dimension DLP. The fast 
algorithm for the proposed cryptosystem, the algorithm of 
computing the inverse matrix modulo p and the algorithm 
of finding the period are designed in Section IV. To 
verify the correctness and rationality of the new 
cryptosystem, two examples are carried out respectively 
in Sections V and VI. The efficiency analysis of the new 
cryptosystem is given in Section VII. The security 
analysis of the new cryptosystem is discussed in Section 
VIII. Section IX concludes the paper. 

II. DLP 

Solving DLP is a difficult mathematic problem at 
present, which plays an important role in cryptology. 
DLP is described as follows. 

Let G  be an Abelian group comprised of numbers. 
α  denotes a subgroup of G  generated by mod pα , 

where 3p >  and p  is a prime. Supposing β α∈ , the 
discrete logarithm logα β  is the smallest non-negative 
integer x  such that modx pα β= . DLP is computing 

logx α β=  under the premise of given α  and β  [14]. 
For easy discussion, we call this problem as one-
dimension DLP.  

The matrix possesses more elements and complexer 
construction than a number. As an extension, we define 
the two-dimension DLP as follows. 

Let G  be an Abelian group comprised of matrixes. 
A  denotes the subgroup of G  generated by a matrix 
modA p , where 3p >  and p  is a prime. Supposing 

B A∈ , the discrete logarithm is the smallest non-

negative integer x  such that modxA p B= . The two-
dimension DLP is computing log Ax B=  under the 
premise of given A  and B . Notice that logA B  is just a 
denotation to unify the form. 

III. NEW PUBLIC-KEY CRYPTOSYSTEM 

A new public-key cryptosystem based on the two-
dimension DLP is designed by using slightly altered 
Elgamal cryptosystem [15]. Supposing the following 
scenario, Alice is a sender and Bob is a receptionist. The 
detailed steps of this new cryptosystem are described as 
follows. 

A. Bob’s key-generating steps 
Bob needs to generate his public key and private key 

before decrypting Alice’s information. The detailed steps 
are as follows. 

• Choose a matrix n nA ×  comprised of the elements 
from the set {0,1, 2, , 1}pZ p= − , where 0A ≠ , 
A  cannot be the identity matrix I  , p  is a prime 

or 2mp = , and gcd( , ) 1A p = . 
• Compute the period T of the generator modA p , 

and then he can obtain a cyclic group 
2 3{ , , , , ,pG I A A A=  1}TA − . 

• Randomly select an integer {1, 2, , 1}d T∈ −  as 
his private key and calculate the matrix 

moddQ A p= . 
• Publish the public key [ , , , ]A T p Q . 

B. Alice’s encryption steps 
Alice performs the following steps to encrypt the 

plaintext. 
• Acquire Bob’s public key [ , , , ]A T p Q . 
• After randomly selecting an integer {1, 2, ,u∈  

1}T − , Alice calculates the matrixes moduC A=  
p  and moduD Q p=   with Bob’s public key. 

• Let a matrix n nM ×  be the plaintext, whose 
elements are from the set pZ . Calculate the cipher 
text matrix ( ) modE D M p= × . 

• Send the encrypted data [ , ]C E  to Bob. 

C. Bob’s decryption steps 
Bob performs the following steps after receiving 

Alice’s encrypted data [ , ]C E . 
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• Calculate the matrix moddD C p=  with his 
private key d . ( ) ( )u d u u d dD Q A A C= = = =  
mod p . 

• Compute the inverse matrix of D  with the 
equation 1( ) modpD D p I−× = , where I  is the 
identity matrix. 

• Bob can recover the plaintext M  by calculating 
1( ) modM D E p−= × . 

IV. ALGORITHMS 

A. Fast algorithm 
modeA p  is the core operation for the proposed 

cryptosystem. To improve the encryption efficiency, the 
square-multiply method for numbers is generalized to 
matrixes. 

The square-multiply method is one of the rapidest 
methods of computing modular exponentiation [16-19]. 
The algorithm idea derives from “QinJiuShao” algorithm, 
which was proposed in Song Dynasty of China [16]. To 
accelerate the computing, the square-multiply method is 
used in RSA [16, 18] and ECC [20, 21] at present.  

The principle of the square-multiply method is 
converting the exponent into its binary expression at first. 
According to the binary expression, the result can be 
obtained conveniently by changing the expression of 
modular exponentiation. 

E.g., first, convert the exponent e  into a binary 
expression 1 1 0( , , , , )r r Be e e e−  to compute modea p , 
where 1re = , {0,1}ie ∈ , 1, ,1,0i r= −  and r =  

2log a⎢ ⎥⎣ ⎦ . Second, the expression of modea p  is changed 
by using Equation (1), and then we can compute the 
result of modea p  rapidly. 

1 0 1
1 0 12 2 2 2 2mod mod

r r
r re e e e eea p a p a a× + + × + × × ×= = × ×

0
0 12 2 2mod (((( ( ) mod mod ) ) modre e ea p a p p a×× = × ×

02) ) modep a p× .             (1) 
The computing complexity of the square-multiply 

method is due to the length of the binary expression and 
the number of “1” in the binary expression.  

Similarly, if the number a  is substituted for a matrix 
A , Equation (1) can be rewritten as follows.  

1 0 1
1 0 12 2 2 2 2mod mod

r r
r re e e e eeA p A p A A× + + × + × × ×= = × × ×

0
0 12 2 2mod (((( ( ) mod mod ) ) modre e eA p A p p A× = × ×

02) ) modep A p× .             (2) 
Therefore, we can rapidly compute modeA p  with the 

square-multiply method. 

B. How to compute the inverse matrix modulo p 
The inverse matrix modulo p  of the square matrix A  

is the matrix 1
pA−  satisfying 1( ) modpA A p I−× = , where 

I  is the identity matrix. Meanwhile, A  and 1
pA− are made 

up of the elements from the set pZ . Notice that only if 

gcd( , ) 1A p ≠ , 1
pA−  is existing. The process of 

computing the inverse matrix modulo p  is as follows.  
• According to gcd( , ) 1A p = , judge whether 1

pA−  

exist or not. If gcd( , ) 1A p = , 1
pA−  exist. 

Otherwise, 1
pA−  does not exist. 

• If 1
pA−  exist, compute A . Otherwise, end. 

• Find pi Z∈  satisfying ( ) mod 1A i p× = . 

• Compute 1 1( ) modpA i A A p− −= × × , where 1A−  is 
the inverse matrix in general. 

The Matlab code for computing 1
pA−  is given as 

follows. 
function inverse=invmod(A, p) 
%Compute the inverse matrix modulo p of the square 

matrix A. 
%A and its inverse matrix modulo p are made up of the 

elements from the set Zp={0, 1, 2, ... , p-1}. 
%Check input 
[row,col]=size(A); 
if row~=col 
    error(‘The first parameter must be a square 

matrix.’); 
end 
det_A=det(A); 
%Judge whether the inverse matrix modulo p exist 
if gcd(det_A, p)~=1 
    fprintf(‘The inverse matrix modulo %d does not 

exist.\n’, p); 
    return 
end 
%Compute the inverse matrix modulo p 
for i=1:p 
    if mod(mod(det_A,p)*i, p)==1 
        inv_det_A=i; 
    end 
end 
inverse=mod(round(inv_det_A*det_A*inv(A)),p); 

C. How to find the period T 
Taking a square matrix n nA ×  as the generator, a cyclic 

group 2 3 1{ , , , , , }T
pG I A A A A −=  can be obtained, 

where p  is a prime or 2mp = . To find the period T , we 
design the steps of the algorithm as follows.  

• Compute the elements in the first column of 
(:,1) (:,1)B A A= × . 

• Compute (:,1) (:,1)B A B= ×  repeatedly, until 
(1,1) (1,1)B I= , where I  is the identity matrix. 

• Supposing the times of repeated multiplying A  is 
i  now, we compute modiC A p=  with the fast 
algorithm offered in Section IV(A). 

• Judge whether C I==  or not. If C  is equal to I , 
then T i= ; else go to Step 2. 
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The pseudocode for computing the period T  is as 
follows.  

i=1; B=A; C=A; 
While C==I //I is the identity matrix. 
{   While B(1, 1)== I(1, 1) //Only judge the first 

element. 
{       B(:, 1)=(A*B(:, 1)) mod p; //Only compute 

elements in the first column. 
i=i+1; 
} 
C=Ai mod p; //compute Ai with the fast algorithm 

offered in Section IV(A). 
} 
T i= ; 

V. A SMALL EXAMPLE 

To verify the correctness and rationality of the 
proposed cryptosystem, a small example is carried out 
with a matrix 3 3A × . The result indicates that Bob can 
recover successfully the plaintext with the new 
cryptosystem. The detailed description is given as follows. 

A. Bob’s key-generating steps 
• Choose the matrix A  and the prime 199867p = . 

35229 81087 186969
183258 81999 178611
11570 70526 162525

A
⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

. 

• Compute the period 36987216T =  of modA  
199867 . 

• Randomly choose the private key 97131d =  and 
calculate the matrix 

97131

146146 303 187134
mod199867 97027 71586 196024  

58367 115209 91566
Q A

⎡ ⎤
⎢ ⎥= = ⎢ ⎥
⎢ ⎥⎣ ⎦

. 

• Publish the public key [ ,36987216,97131, ]A Q . 

B. Alice’s encryption steps 
• Acquire Bob’s public key [ ,36987216,97131, ]A Q . 
• After selecting an integer 3925u = , Alice 

calculates the matrixes C  and D  with Bob’s 
public key, 

3925

185342 188610 107335
mod199867 147092 59828 86685

61984 128955 156400
C A

⎡ ⎤
⎢ ⎥= = ⎢ ⎥
⎢ ⎥⎣ ⎦

, 

3925

158335 135371 118290
mod199867 180294 148209 128784

175149 105464 125418
D Q

⎡ ⎤
⎢ ⎥= = ⎢ ⎥
⎢ ⎥⎣ ⎦

. 

•  Let the matrix M  be the plaintext. She can 
calculate the cipher text matrix E . 

136164 75845 166248
100495 141799 85721
60882 37905 38660

M
⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

, 

158976 121301 187224
( ) mod199867 108166 176611 42960

95740 189640 129183
E D M

⎡ ⎤
⎢ ⎥= × = ⎢ ⎥
⎢ ⎥⎣ ⎦

. 

•  Send the encrypted data [ , ]C E  to Bob. 

C. Bob’s decryption steps 
Bob performs the following steps after receiving 

Alice’s encrypted data [ , ]C E . 
• Calculate the matrix D  with his private key d  

97131= . 

97131

158335 135371 118290
mod199867 180294 148209 128784

175149 105464 125418
D C

⎡ ⎤
⎢ ⎥= = ⎢ ⎥
⎢ ⎥⎣ ⎦

. 

• Compute the matrix  

1
199867

5668 103764 100957
19960 146800 40609
75844 105348 165025

D−

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

. 

• Bob recovers the plaintext, 1
199867( )M D E−= ×  

136164 75845 166248
mod199867 100495 141799 85721

60882 37905 38660

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

. 

VI.  ANOTHER EXAMPLE 

To verify the correctness and rationality of the 
proposed cryptosystem, another example is carried out 
using the digital image Lena. The detailed description is 
given as follows. 

A. Experimental steps 
(1) Bob’s key-generating steps 
• Choose the digital image Tiffany as the matrix 

512 512A ×  and the prime 256p = , as shown in Fig.1. 

 
• Because there are 512 512×  elements in 512 512A ×  

and the element , {0,1,2, , 255}i ja ∈ , the period 

T  of mod 256A  is a big-integer and 8 512 5122T × ×≤ . 
• Randomly choose the private key d = 44536346 

54354354543543543454 922≈  and calculate the 
matrix  mod 256dQ A= . The result of Q  is as 
shown in Fig. 2. 

 
Figure 1. Tiffany 
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• Publish the public key [ , , , ]A T p Q . 

(2) Alice’s encryption steps 
• Acquire Bob’s public key [ , , , ]A T p Q . 
• After randomly selecting an integer u = 57435435 

43543543345799853845, Alice calculates the 
matrixes uC A=  mod 256  and mod 256uD Q=  
with Bob’s public key. The results of ,C D  are 
respectively as shown in Fig. 3 and Fig. 4. 

 
 

 
• Let the digital image Lena be the plaintext 

512 512M × , as shown in Fig. 5. She can calculate the 
cipher text matrix ( ) mod 256E D M= × . E  is the 
encrypted image, as shown in Fig. 6. 

• Send the encrypted data [ , ]C E  to Bob. 
(3) Bob’s decryption steps 
Bob performs the following steps after receiving 

Alice’s encrypted data [ , ]C E . 

 
 

 
• Calculate the matrix mod 256dD C=  with his 

private key d = 445363465435435454354354345 
4 922≈ . 

• Compute the matrix 1
pD− , and the result is as 

shown in Fig. 7. 

 
• Bob recovers the original image by computing 

1( ) mod 256pM D E−= × , and the result is as 
shown in Fig. 8. 

 
 

 
Figure 8. Decrypted image 

 
Figure 7. The inverse matrix of D 

 
Figure 6. Encrypted image 

 
Figure 5. Lena        

 
Figure 2. Q matrix 

 
Figure 4. D matrix 

 
Figure 3. C matrix 
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B. Robustness analysis 
The correlation coefficient between two images with 

the same size is defined as follows [22], 
cov( , )
( ) ( )XY

X Y
D X D Y

ρ = ,                           (3) 

where X  and Y  are gray images, 
1

1( )
N

i
i

E X x
N =

= ∑ ,  

1

1cov( , ) [ ( )][ ( )]
N

i i
i

X Y x E X y E Y
N =

= − −∑ , 1( )D X
N

=  

2

1

[ ( )]
N

i
i

x E X
=

−∑ , N  is the pixel number of the images X  

and Y , ix X∈  and iy Y∈  are two pixels in the 
corresponding position. 

NPCR (Number of Pixels Change Rate) between two 
images with the same size is defined as follows [23], 

0 ( , ) ( , )
( , )

1 ( , ) ( , )
X i j Y i j

f i j
X i j Y i j

=⎧
= ⎨ ≠⎩

,                  (4) 

1 1
( , )

100%

m n

i j
f i j

NPCR
m n

= == ×
×

∑∑
,                  (5) 

where m nX ×  and m nY ×  are images. 
UACI (Unified Average Changing Intensity) between 

two images with the same size is defined as follows [23], 

1 1
( , ) ( , )

100%
255

m n

i j
X i j Y i j

UACI
m n

= =

−
= ×

× ×

∑∑
,       (6) 

where m nX ×  and m nY ×  are images. 
With the criterions of correlation coefficient, NPCR 

and UACI, we analyze the robustness of the proposed 
cryptosystem as follows. 

 (1) Without noise effect 
Supposing that the encrypted image isn’t damaged 

during the storage or transmission, the decrypted image is 
the same as the original image. Therefore, for the 
decrypted image and original image, the correlation 
coefficient is XYρ =1, NPCR  =0 and UACI =0. 

(2) Salt and peppers noise attack 

 
To simulate the noise channel, we add the salt and 

peppers noise (0.03) to the encrypted image, as shown in 
Fig. 9. The corresponding decrypted image is as shown in 
Fig. 10. Finally, for the decrypted image and original 
image, the correlation coefficient is XYρ = 0.8855, 

NPCR =9.841% and UACI = 7.91%. Therefore, the new 
cryptosystem are robust against the salt and peppers noise 
attack. 

 
(3) Cutting attack 
To simulate the tampering operation during the storage 

or transmission, we cut the encrypted image (6.25%), and 
the tampered image is as shown in Fig. 11. The 
corresponding decrypted image is as shown in Fig. 12. 
Finally, for the decrypted image and original image, the 
correlation coefficient is XYρ = 0.8877, NPCR =12.45% 
and UACI =  2.84%. Therefore, the new cryptosystem are 
robust against the cutting attack. 

 
 

 
C. Encryption efficiency analysis 

(1) Encryption efficiency analysis of ECC 
The bottom-layer operations of ECC are the big-

integer operations, such as big-integer addition, big-
integer subtraction, big-integer multiplication and big-
integer division. The core operation of ECC is the scalar 
multiplication operation. People have proposed some fast 
algorithms, such as the binary method, non-adjacent form 
(NAF) method and sliding window method. We realize 
the ElGamal scheme of ECC [15] with the binary method. 

 
Figure 12. Decrypted image 

 
Figure 11. Cutting (6.25%) 

 
Figure 10. Decrypted image 

 
Figure 9. Salt and peppers noise (0.03) 
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The algorithms were programmed in MyEclipse 7.5 on a 
PC with the Intel (R) Pen 4, CPU frequency 2.80 Ghz and 
Memory 2 GB. 

Choose the 192 bits elliptic curve, which is 
recommended by NIST. The parameters of this elliptic 
curve are 3a = − , b = 2455155546008943817740293915 
197451784769108058161191238065, and p = 62771017 
3538668076383578942320766641608390870039032496
1279. The base point is N = (6020462823756886567582 
13480587526111916698976636884684818, 1740503322 
9362203140485755228021941036402348892738665064
1), the period of N  is T =6277101735386680763835789 
423176059013767194773182842284081. The private 
key is d = 1000072627282998656287642690503854234 
53895943703. To encrypt a pixel value with ECC, the 
encrypted time is about 42.1637 ms ≈ 42 ms. Therefore, 
to encrypt Lena 512 512A ×  with ECC, the total encrypted 
time is about 42 512 512× × ≈ 11010 s ≈ 3.0583 h. 

(2) Encryption efficiency analysis of the proposed 
cryptosystem 

The core operations of the proposed cryptosystem are 
multiplication of matrices and module operations, and we 
offer a fast algorithm in Section IV(A). The algorithms 
were programmed in Matlab 6.5 on a PC with the Intel (R) 
Pen 4, CPU frequency 2.80 Ghz and Memory 2 GB. The 
encrypted time in experiment is 43.0531 s. Therefore, the 
proposed cryptosystem is efficient to satisfy the 
requirement in the practical application. 

VII. EFFICIENCY ANALYSIS 

By comparing the difference between one-dimension 
DLP and two-dimension DLP, we analyze the temporal 
complexity of the new cryptosystem in detail as follows. 

A. One-dimension DLP 
Let α  denotes the group generated by a number 

mod pα , where p  is a prime or 2mp = . Suppose the 
order of α  is 1T . If Oscar (the attacker) adopts the 
brute-force attack, the worst case is that he should 
compute 2 ( ) mod pα α α= × , 3 2( ) mod pα α α= × , , 

1 1 1( ) modT T pα α α−= × . Under the premise of known the 
value of kα , he only needs one time of multiplication 
operation ( kα α× ) and one time of modular operation 
( 1 modk pα + ) to obtain the value of 1 ( )k ka α α+ = ×  
mod p . 

B. Two-dimension DLP 
Let A  denotes the group generated by a matrix 

modn nA p× , where p  is a prime or 2mp = . Supposed 
the order of A  is 2T . If Oscar adopts the brute-force 
attack, the worst case is that he should compute 

2 ( ) modA A A p= × , 3 2( ) modA A A p= × , , 2TA =  
2 1( ) modTA A p− × . Under the premise of known the value 

of kA , he needs to compute the elements of 1kA +  at first 

to obtain the result of 1 ( ) modk kA A A p+ = × . According 
to the matrix theory, we have 1

1 1 2 2
k k k
ij i j i ja a a a a+ = × + × +  

k
in nja a+ × , where 1 1k k

ija A+ +∈ , k k
ija A∈  and ija A∈ . 

Therefore, to obtain the value of the element 1k
ija + , we 

need n  times of multiplication operation, 1n −  times of 
addition operation and one time of modular operation 
( 1 modk

ija p+ ). In total, under the premise of known the 

value of kA , to obtain the result of 1 ( )k kA A A+ = ×  
mod p , he needs 2 3n n n× =  times of multiplication 
operation, 2 ( 1)n n −  times of addition operation and 2n  
times of module operation. 

From the above analysis, we can see that solving the 
two-dimension DLP is more different than the one-
dimension DLP. The temporal complexity of two-
dimension DLP is 2n  times at least of one-dimension 
DLP. Therefore, for the same security level, the key 
length of the proposed cryptosystem is 21 / n  of the 
cryptosystems based on the one-dimension DLP in theory. 
In this sense, the key length of the new cryptosystem is 
shorter than the public-key cryptosystem based on the 
one-dimension DLP, such as Diffie-Hellman key 
exchange [7], Elgamal [24] and Massey-Omura [25]. 

To verify the above conclusion, several experiments 
are also performed. Let the generator of the group A  be 

4 7 1
6 4 8
9 6 4

A
⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

. 

We calculated the orders T  of A  for 163p = , p =  
1987  and 199867p =  respectively, as shown in Tab.1. 
Supposing that Oscar adopts the brute-force attack, the 
time needed for the worst case to attack one-dimension 
DLP and two-dimension DLP is shown in Tab. 1. 

 

VIII. SECURITY ANALYSIS 

A. Possible attack analysis 
The security of the new public-key cryptosystem is 

based on the hardness of solving the two-dimension DLP. 
To illuminate the cryptosystem security, we consider the 
following three possible attacks. 

(1) Attack 1 
• Attack: Oscar tries to obtain Bob’s private key d  

from Bob’s public key [ , , , ]A T p Q . 

TABLE 1. 
COMPARISON ON THE SPEED FOR ATTACKING ONE-DIMENSION DLP AND 

TWO-DIMENSION DLP. 

p T Time for one-
dimension DLP (s) 

Time for two-
dimension DLP (s)

163 26568≈215 0.0047 0.0734 
1987 3948168≈222 0.5938 11.3594 

199867 36987216≈225 5.5620 107.1880 
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• Attack analysis: From the principle of the public-
key cryptosystem, Bob publishes his public key 
[ , , , ]A T p Q . Therefore, Oscar is available to 
obtain [ , , , ]A T p Q . From the steps of the new 
cryptosystem, we have moddQ A p= . Oscar is 
required to calculate logAd Q= . Therefore, 
obtaining Bob’s private key d  is equivalent to 
solving the two-dimension DLP.  

(2) Attack 2  
• Attack: Supposing that Oscar has obtained Bob’s 

public key [ , , , ]A T p Q  and the cipher text [ , ]C E , 
he tries to compute Bob’s private key d . 

• Attack analysis: From the principle of the public-
key cryptosystem, Oscar is available to obtain 
[ , , , ]A T p Q . We suppose that Oscar can obtain the 
cipher text [ , ]C E  fortunately. From the steps of 
the new cryptosystem, we have moduC A p= , 
i.e., logAu C= . He can calculate moduD Q p=  

moddC p=  with Bob’s public key Q . Finally, he 
can compute logCd D= . During the whole 
process, Oscar should compute logAu C=  and 

logCd D= . Therefore, to obtain Bob’s private 
key d , unless Oscar can solve the two-dimension 
DLP. 

(3) Attack 3 
• Attack: Supposing that Oscar has obtained Bob’s 

public key [ , , , ]A T p Q  and the cipher text [ , ]C E , 
he tries to gain Alice’s plaintext M . 

• Attack analysis: From the principle of the public-
key cryptosystem, Oscar is available to obtain 
[ , , , ]A T p Q . We suppose that Oscar can obtain the 
cipher text [ , ]C E  fortunately. From the steps of 
the new cryptosystem, we have moduC A p= , 
i.e., logAu C= . He can calculate D =  moduQ p  
with Bob’s public key Q . Then he can compute 

1D− . Finally, he can compute 1( ) modM D E−= ×  
p  with the plaintext E . Oscar needs to compute 

logAu C=  during the attack process. Therefore, 
to obtain Alice’s plaintext M , unless the two-
dimension DLP is solved. 

The above analysis demonstrates that the difficulty of 
breaking our cryptosystem is equivalent to breaking the 
Elgamal cryptosystem and solving the two-dimension 
DLP. 

B. Key space analysis 
The key space is a set comprised of all the possible 

keys. For a secure image encryption algorithm, the key 
space should be large enough to make the brute force 
attack infeasible [26]. 

(1) Key space analysis of the cryptosystem based on 
the one-dimension DLP 

Because the integer a  are chosen from the set 
{0,1,2, , 1}pZ p= −  in the cryptosystems based on the 

one-dimension DLP, there are p  possible cases of a . 
Therefore, the period T  of the generator moda p  is an 
integer which is not more than p . Since the private key 
d  is randomly chosen from the set {1, 2, , 1}T − , the 
size of the key space is not over p . 

(2) Key space analysis of the proposed cryptosystem 
Because the elements of the matrix n nA ×  are from the 

set {0,1,2, , 1}pZ p= −  in the new cryptosystem, there 

are n np ×  possible cases of n nA × . Therefore, the period T  
of the generator modn nA p×  is an integer which is not 
over n np × . Since the private key d  is randomly chosen 
from the set {1, 2, , 1}T − , the size of the key space is 
not more than n np × . For example, in the second example, 
the size of the key space is a big integer and not more 
than 8 512 5122 × × . 

In this sense, the key space n np ×  of the new 
cryptosystem is larger than the key space p  of the 
public-key cryptosystem based on the one-dimension 
DLP. Therefore, the proposed cryptosystem possesses the 
advantage of high security. 

IX. CONCLUSIONS 

The definition of DLP is generalized from one 
dimension to two dimensions, and then a new public-key 
cryptosystem based on the two-dimension DLP is 
proposed, which generalizes the public-key cryptosystem 
from one dimension to two dimensions. The core 
algorithms of the new cryptosystem are offered, including 
fast algorithm, the algorithm of computing the inverse 
matrix modulo p, and the algorithm of finding the period 
T. Especially, to improve the efficiency, the square-
multiply method for numbers is generalizing to matrixes. 
The theory analysis and experimental data show that the 
proposed cryptosystem possesses the advantages of the 
outstanding robustness, short key length, high security 
and encrypting many data once. 
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Abstract— Routing is one of the most challenging problems
in Delay-Tolerant Networks (DTNs) due to network parti-
tioning and intermittent connectivity. Most existing protocols
are based on unlimited bandwidth and buffer size. Previous
protocols based on limited bandwidth or buffer size (e.g.,
MaxProp, RAPID, etc) only consider the scenario that each
node has at most one contact opportunity during any time
interval, and discuss the packet scheduling mechanisms for
each separate contact to minimize the average delivery delay.
However, in many applications of DTNs, more than one
contact opportunities with the same source node, which are
called as related contact opportunities, may arise in the same
time interval. But previous scheduling algorithms cannot
apply to such applications. Therefore, we propose a more
general scheduling algorithm to optimize the delivery delay
in constrained DTNs including the scenario that multiple
related contact opportunities may arise in the same interval,
called Flow-Based Transmission Scheduling (FBTS). We
evaluate it on publicly available data sets against MED,
MaxProp and RAPID. The results show that the delivery
delay of FBTS is at least 35% shorter than that of existing
works.

Index Terms— DTNs, routing, flow, scheduling

I. INTRODUCTION

Delay tolerant networks (DTNs) [1] are frequently-
partitioned networks, due to high node mobility, low
node density, and short radio range, etc. Opportunistic
communication between nodes is the major characteristic
of DTNs. Thus contemporaneous end-to-end paths may
not exist in DTNs. Delay Tolerant Network Research
Group (DTNRG) [2] has designed a special architecture
to describe such networks, under which communication
between pairwise nodes is called contact and packets
are generally transferred in the manner of store-carry-
forward. Because the emergence of contacts is time-
varying and uncertain, researches on routing in DTNs
become active and challenging.

So far, many DTN routing protocols are designed to
optimize a special routing metric, such as delivery proba-
bility or delivery delay [3]–[9]. Most of these existing
protocols are based on unlimited bandwidth or buffer

This work is supported by the National Grand Fundamental Research
973 Program of China (Grant No.2011CB302905), the National Science
and Technology Major Project under Grant No. 2011ZX03005-002, the
National Natural Science Foundation of China (Grant No. 60803009),
and the Natural Science Foundation of Jiangsu Province in China (Grant
No.BK2009150).

size, except for MaxProp [6] and RAPID [7]. Both of
them are based on limited bandwidth, which are more
realistic in real DTNs. In MaxProp and RAPID, packet
scheduling mechanisms are employed so that when a con-
tact emerges, the packets with highest delivery probability
or shortest delivery delay would be prior transferred, the
packets with low priority would be discarded finally due
to the memory constraint or the living time exhausted.
However, both of them only consider the scenario that
each node usually has at most one contact opportunity
during any time interval such as UMassDieselNet [10]
bus system, but leave another scenario out of considera-
tion. Under the ignored scenario, multiple related contact
opportunities may come up in the same time interval,
which is more common especially in DTNs based on
social networks [11], [12]. Figure 1 shows an example
of NUS [11], where students with communication equip-
ments (e.g., motes, PDAs, etc) attend different classes in
a day. The features of the scenario are as followings:

• It is a typical delay tolerant network due to the
mobility of students (e.g., node A might encounter
with different nodes in different class sessions).

• It is common that multiple related contact opportu-
nities may arise in the same time interval due to the
gregariousness of students (e.g., node B and C are
both in the communication range of A in current
Algorithm Class).

Network Class

9:40 ~ 11:20

Database Class

7:50 ~ 9:30

Algorithm Class

15:00 ~ 16:40

Node A

Node B

Node C

Other Node

Time

Current Time: 

15:00

Contact

Figure 1. Students with communication equipments attend different
classes in a day. They can communicate with each other when in the
same class session. And current time is 15 : 00, when Algorithm Class
begins.
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TABLE I.
EXPECTED DELAY (ED) AND CORRESPONDING UTILITY OF RAPID

(δU ) IN DIFFERENT NODES (HOUR)

Node A Node B Node C
ED δU ED δU ED δU

p1 6 0 8 −2 5 1

p2 9 0 7 2 6 3

p3 7 0 6 1 7 0

We further present the insufficiency of previous
scheduling mechanisms through above example. Students
with communication equipments can form a constrained
DTN, where nodes encounter with each other probabilisti-
cally (assuming the bandwidth is one packet during each
class session). Node A, B and C are all in Algorithm
Class at current time. Considering packet scheduling of
node A, which has three packets p1, p2 and p3 to deliver,
our goal is to minimize the average delivery delay of
these packets. We assume that the expected delay for
each packet in different nodes is known in Table I. The
calculation of the expected delay will be introduced in
Section 2. RAPID [7] protocol schedules packets for each
separate contact in descending order of δUi, which equals
the corresponding expected delay in the sender minus that
in the receiver (see Table I). Figure 2(a) shows the total
expected delay of RAPID is 19 hours, when scheduling
packets for node B first then node C. Figure 2(b) shows
another result with a smaller expected delay, which can
be obtained by our transmission scheduling algorithm.
From this simple example, we draw that existing protocols
cannot always optimize a routing metric in constrained
DTNs.

In this paper, we focus on a more general transmission
scheduling problem in constrained DTNs. In such a trans-
mission scheduling, packets in the sender are distributed
to multiple related contact opportunities, which may arise
in the same time interval, to minimize the average delivery
delay. Firstly, We formalize the problem into a linear
programming problem. Secondly, we transform the linear
programming problem to a minimum cost maximum flow
(mcmf) problem. Thirdly, we propose our transmission
scheduling algorithm Flow-Based Transmission Schedul-
ing (FBTS). Moreover, we prove the correctness of FBTS
and study the problem of starvation and congestion, as
well as a distributed algorithm. We also provide the
improvement on them. FBTS is finally evaluated on public
trace.

Since the emergence of contacts in DTNs is uncertain,
transmission scheduling in DTNs is different from packet
scheduling in traditional networks, where packets are
scheduled to certain link. The main contributions of this
paper are:

1) propose a more general transmission scheduling
problem in DTNs, where multiple related contact
opportunities may arise in the same time interval.

2) design a novel flow-based transmission scheduling
algorithm with improvement on starvation preven-
tion and congestion avoidance, as well as local

P3

P2

A

C

B

Expected Delay:6+6+6=18h

6

6

P2

P2P1 P1

P2P3

A

C

B

Expected Delay:5+7+7=19h

7

5

P1

P3

U1< U3< U2

U3< U1< U2

(b)  FBTS(a) RAPID

P1P2P3P3 P17 6

Figure 2. An example to show the insufficiency of previous scheduling

TABLE II.
SYMBOLS AND NOTATIONS OF PACKET k

Notations Descriptions

a(k) time since creation
d(k) destination node
h(k) current node
q(k) queueing time in current node
r(k) expected remaining time
s(k) source node
x(k) the node which has it at next time slot

estimation on expected delay.
3) evaluate FBTS on traces publicly available in the

CRAWDAD archive [13].
The rest of this paper is organized as follows. Re-

lated Works are presented in Section 2. We provide the
preliminaries including network modeling and problem
formalization in Section 3. In Section 4, we propose our
Flow-Based Transmission Scheduling algorithm, includ-
ing network construction and transmission scheduling.
The analysis and improvement are presented in Section
5, they includes correctness proof, starvation prevention,
congestion avoidance and local estimation. FBTS is eval-
uated on NUS trace by comparing with some existing
protocols in Section 5 and conclusion is presented in
Section 6.

II. RELATED WORKS

In the past few years, many protocols are designed
so as to minimize average delivery delay (or maximize
delivery ratio). For example, Liu and Wu et al. proposed
RCM [14] to solve the routing problem in cyclic mobis-
pace with markov decision process and probability-based
OPF [15] with optimal stopping rule. Gao et al. applied
knapsack algorithm to solve the multicast routing problem
in social network, SDM [16]. Yuan et al. employed
a time-homogeneous semi-markov process model and
proposed predict and relay (PER) [17] algorithm. Li et
al. proposed a Social Selfishness Aware Routing (SSAR)
algorithm [18] following the philosophy of design.

180 JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012

© 2012 ACADEMY PUBLISHER



When considering the number of replicas, exist-
ing DTN routing protocols can be classified as ei-
ther replication-based [3], [4], [6], [7] or forwarding-
based [5], [9], [19]. Replication-based protocols trade
huge overhead for performance, such as famous Epi-
demic [3] protocol, which can achieve an optimal per-
formance at the expense of huge overhead. But huge
overhead will decrease the throughput of network in con-
strained DTNs. Besides, most of these protocols are based
on unlimited bandwidth, except for MaxProp [6] and
RAPID [7]. Both MaxProp and RAPID employ packet
scheduling mechanisms to schedule packets for separate
contact opportunity. However, neither of them consider
the scenario that multiple contact opportunities with the
same source node may arise in the same time interval.
Therefore, existing protocols cannot obtain an optimal
metric under all scenarios of DTNs. Similar transmission
scheduling problem has also been investigated in [20],
which is a centralized scheduling algorithm for all packets
in the network and only based on a determined model in
which all contact events are pre-determined. Therefore,
we need a more general scheduling algorithm.

III. PRELIMINARIES

A. Network Model

In this paper, We focus on the effectiveness of trans-
mission scheduling in DTNs. Therefore, we make some
simple assumptions which will be addressed as part of
our future work. For simplicity, time is divided into small
fixed time slot, at which a contact either emerges or not.
The bandwidth is limited due to short duration of contact
and low bandwidth of radio. Besides, the buffer size is
also limited for each node. We assume that a node can
discover all other nodes within its communication range
at the beginning of each time slot and two consecutive
forwardings (e.g.,forward message x from node A to B
and then to C) cannot happen in the same time slot [15].
Moreover, we assume that packets can be successfully
transferred in one time slot, without regarding conflict
and retransmission, etc.

Formally, we model a DTN as a widely adopted
weighted network in which each pairwise nodes have
different contact rates [19], referring to some real DTNs,
students in NUS [11] and rollerbladers in Paris [12], for
instance. The contact rate between node u and v at any
time slot is denoted by λuv ∈ [0, 1]. The expected delay
of direct delivery between node u and v is EDuv . The
probability of delivery which happens in this time slot
is λuv and corresponding delay is 1 time slot. On the
other hand, delivery happens in future with probability
1 − λuv and delay 1 + EDuv time slots. So EDuv =
λuv + (1 − λuv) × (1 + EDuv), EDuv = 1/λuv [9],
[19]. Further, expected minimum delay is the expected
time an optimal opportunistic routing scheme takes from
source u to destination v, denoted by EMD(u, v). The
calculation method of EMD is in [5], where a shortest
path algorithm is adopted. The transmission bandwidth
between node u and v is defined as the number of packets
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Figure 3. Cost Flow Network and corresponding Minimum Cost
Maximum Flow of node A in Algorithm Class shown in Figure 1.
Vertex xi denotes the ith packet in A and node yj denotes the jth

neighbor of A. The red expression on each edge (c, w, f) denotes the
capacity, cost, and flow of minimum cost maximum flow respectively.

that can be transferred via corresponding contact during
one time slot, denoted by B(u, v). Given a node u, we
use C(u) to denote its current available buffer size. For
a given packet k, there are some definitions in Table II.

B. Problem Formalization

Based on previous works, we can identify several desir-
able design goals for a transmission scheduling scheme in
constrained DTNs. Specifically, an efficient transmission
scheduling algorithm proposed in this context should
distribute packets to multiple related contact opportunities
to minimize the average delivery delay. In this section
we formalize the problem into a linear programming
problem.

Before the formalization, we define some notations
to describe the network parameters. Considering node
u at current time slot, Pu = {pi

u|1 ≤ i ≤ nu}
denotes the packets to forward. The nodes which are
within the communication range of node u are called
its neighbors, denoted by Cu = {cj

u|1 ≤ j ≤ mu}.
Because packets and neighbors are different at each time
slot, we only define them at current time slot. In addition,
we use forwardi,j ∈ {0, 1} to indicate whether node u
forwards packet pi

u to node cj
u in current time slot. And

forwardi,j = 1 means forwarding, otherwise not. So

forwardi,j = 0 or 1, 1 ≤ i ≤ nu, 1 ≤ j ≤ mu (1)

Each packet has only one copy in the network during
the transmission from the source to the destination. That
is

0 ≤
mu∑

j=1

forwardi,j ≤ 1, 1 ≤ i ≤ nu (2)

Besides, due to the constraint of bandwidth, the number
of packets that a neighbor might receive during current
time slot is not more than the bandwidth between them.
We have

0 ≤
nu∑

i=1

forwardi,j ≤ B(u, cj
u), 1 ≤ j ≤ mu (3)
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The expected delay of a packet is composed of two
parts: the time since creation and the expected remaining
time. Then

D(pi
u) = a(pi

u) + r(pi
u), 1 ≤ i ≤ nu (4)

We use the expected minimum delay of a packet
between the node which will have the copy at next time
slot and its destination to estimate the expected remaining
time of it. So

r(pi
u) = EMD(x(pi

u), d(pi
u)), 1 ≤ i ≤ nu (5)

The main purpose of our transmission scheduling is to
minimize the average expected delay, which is equivalent
to the minimum of total expected delay of all packets.
That is

min
nu∑

i=1

D(pi
u) (6)

Up to now, we have formalized transmission scheduling
problem in constrained DTNs into a linear programming
problem. In next section, we will solve it further by trans-
forming it to a minimum cost maximum flow problem.

IV. TRANSMISSION SCHEDULING ALGORITHM

To solve the linear programming problem above, we
transform it to corresponding minimum cost maximum
flow problem first. Then, we propose our transmission
scheduling algorithm based on mcmf.

A. Cost Flow Network Construction

Before the construction, we present some definitions
of cost flow network, denoted by G = (V, E). Each edge
(a, b) has capacity c(a, b), flow f(a, b) and cost w(a, b).
We use A to denote the minimum cost maximum flow
of G, where f(A) and w(A) are equal to the maximum
flow and the minimum cost respectively.

Accordingly, every node in DTN has a corresponding
cost flow network at each time slot, where flow is equiv-
alent to the distribution strategy and cost is equivalent
to corresponding expected delay. Considering node u at
current time slot, the construction of G = (V, E) is as
followings:

V is consisted of a source vs, a sink vt and two
independent vertex sets X = {xi|1 ≤ i ≤ nu} and
Y = {yj |1 ≤ j ≤ mu}, where xi denotes packet pi

u

and yj denotes node cj
u respectively.

E is consisted of four categories of edges as follows:
• (vs, xi), an edge from source vs to each vertex xi ∈

X , with one capacity and zero cost. So

c(vs, xi) = 1, w(vs, xi) = 0 (7)

• (xi, vt), an edge from each vertex xi ∈ X to sink vt

with one capacity, whose cost equals to the expected
remaining time of packet pi

u in node u. So

c(xi, vt) = 1, w(xi, vt) = EMD(u, d(pi
u)) (8)

• (xi, yj), an edge from vertex xi to vertex yj with
one capacity, whose cost equals to the expected
remaining time of packet pi

u in node cj
u. So

c(xi, yj) = 1, w(xi, yj) = EMD(cj
u, d(pi

u)) (9)

• (yj , vt), an edge from each vertex yj ∈ Y to
sink vt with zero cost, whose capacity is equal to
the minimum value between transmission bandwidth
from node u to node cj

u and the available buffer size
for node cj

u. So

c(yj , vt) = min{B(u, cj
u), C(cj

u)}, w(yj , vt) = 0
(10)

So far, a flow network G = (V, E) for node u at
current time slot has been constructed. Figure 3 shows
the construction of node A introduced in Section 1.

B. Flow-Based Transmission Scheduling

Minimum cost maximum flow problem is a very classic
problem. The surveys by Ahuja, Magnanti, and Orlin
[1989,1991] and by Goldberg, Tardos, and Tarjan [1989]
provide details concerning this field. Because some ex-
isting algorithms are based on nonnegative integer, we
can transform the rational number of cost to nonnegative
integer by adding a positive number first then multiplying
by a suitably large number, which does not affect our
results. The computational complexity of minimum cost
maximum flow procedure is O

(
(n+m+2)3

)
, where n is

the number of packets and m is the number of related
contacts. The corresponding minimum cost maximum
flow A is shown in Figure 3 by solid lines.

After the flow procedure, we distribute packets accord-
ing to the flow result A. We will distribute packet pi

u to
node cj

u if f(xi, yj) = 1. Packet pi
u will not be transferred

on condition that f(xi, vt) = 1. The integrated algorithm
is formally described in Algorithm 1.

V. ANALYSIS AND IMPROVEMENT

To analyze the effectiveness of FBTS, we firstly prove
the correctness of it. Then, we discuss the problem of
starvation and congestion and provide the improvement
on starvation prevention and congestion avoidance.

A. Correctness Proof

According to the relationship between linear program-
ming and minimum cost maximum flow, the cost flow
network we constructed satisfies the linear constraints in
Section 3. Therefore, our work is to prove the optimality
of FBTS based on corresponding minimum cost maxi-
mum flow.

Theorem 1: The average expected delay of FBTS is
minimal according to corresponding minimum cost max-
imum flow.

Proof: considering node u at current time slot,
obviously, the maximum flow of corresponding A is
f(A) = nu. Thus, there is one flow out of each vertex
xi ∈ X . f(xi, yj) = 1 means node u will forward packet
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Algorithm 1 Flow-Based Transmission Scheduling Algo-
rithm
Require: EMD, B, u, t.
Ensure: forward.

1: for i = 1 to nu do
2: c(vs, xi) = 1, w(vs, xi) = 0.
3: c(xi, vt) = 1, w(xi, vt) = EMD(u, d(pi

u)).
4: end for
5: for j = 1 to mu do
6: c(yj , vt) = B(u, cj

u), w(yj , vt) = 0.
7: end for
8: for i = 1 to nu do
9: for j = 1 to mu do

10: c(xi, yj) = 1, w(xi, yj) = EMD(cj
u, d(pi

u)).
11: end for
12: end for
13: Adopt minimum cost maximum flow algorithm
14: for i = 1 to nu do
15: for j = 1 to mu do
16: forwardi,j = f(xi, yj).
17: end for
18: end for

pi
u to node cj

u. And f(xi, vt) = 1 means packet pi
u will

not be transferred in this time slot. Since the cost of A
is:

w(A) =
∑

f(xi,yj)=1

w(xi, yj) +
∑

f(xi,vt)=1

w(xi, vt) (11)

According to (8) and (9), then

w(A) =
nu∑

i=1

EMD(x(pi
u), d(pi

u)) (12)

Because w(A) is minimal and
∑

i a(pi
u) is only related

to the given time slot,
∑

i D(pi
u) =

∑
i a(pi

u) + w(A)
is minimal. Therefore, we draw the conclusion that the
average expected delay is minimal in FBTS according to
corresponding minimum cost maximum flow.

B. Starvation Prevention

Due to the low priority, some packets might not be
scheduled to relay nodes till expiring of TTL, on condition
that packets with higher priority always exist in queue.
Therefore we use a special utility to prevent starvation.

Definition 1: (Transfer Priority) Transfer priority is a
per-packet priority utility derived for preventing starvation
of packets, which increases as the queuing time increases
with factor α, denoted by TP (k) for packet k.

TP (k) = α · q(k), α ∈ (0, 1]
Considering node u, the method of preventing starva-

tion is to modify the cost of edges out of vertex xi ∈ X
by subtracting corresponding TP (pi

u). Because Transfer
Priority is only related to the queuing time, we can easily
draw that the modification does not affect the correctness
of FBTS. So new cost of F becomes:

w(F) =
nu∑

i=1

EMD(x(pi
u), d(pi

u))− α×
∑

q(pi)

∑
q(pi) is certain at time t, so the modification does not

affect the correctness of our scheme. Besides, we can get
another two corollaries:
• The possibility of distributing a packet to relay nodes

increases as its queuing time increases.
• The packets with same destination are transferred in

queuing order.
As queuing time of packet pi

u increases, correspond-
ing w(xi, yj) decreases. Accordingly, the possibility of
augmenting a flow through edge (xi, yj) increases. The
second corollary can be proved by the reverse proving. If
two packets with the same destination are not transferred
in queuing order, we could exchange their distribution
strategies to obtain a better delivery delay. Through our
simulation, we find that α = 0.1 can achieve better results.

C. Congestion Avoidance

The queuing time of a packet will be long when many
packets with the same destination are in front of it.
Therefore, we introduce the improvement on avoiding
congestion if many same destination packets are in queue.

Definition 2: (Expected Transfer Speed) For the pack-
ets with the same destination v in node u, Expected
Transfer Speed is the expected number of them that can be
transferred during one time slot, denoted by ETS(u, v).
Let RSuv = {z|EMD(z, v) < EMD(u, v)} denote the
nodes whose expected delay is smaller than that in u, so

ETS(u, v) =
∑

z∈RSuv

λu,z ·B(u, z)
Definition 3: (Expected Queueing Time) Expected

Queueing Time is the expected time a packet will spend
on queuing in current node, denoted by EQT (k) for
packet k. Let Nk denote the number of the same des-
tination packets queuing in front of k, then

EQT (k) = Nk/ETS(h(k), d(k))
Considering node u, the method of avoiding congestion

is to modify the cost of each edge (xi, vt) by adding cor-
responding EQT (pi

u). So the possibility of distributing
the packets queuing in the back to other emerged nodes
increases (if there is redundant bandwidth).

D. Local Estimation

In this sub-section, we investigate an estimation of
EMD based on the partial information which can be
obtained directly by a given node. We get help from ”ego
network”, which is used as local data structure to maintain
the partial information in social network analysis. Ego
networks [21] consist of a focal node (”ego”) and the
nodes to whom ego is directly connected to (these are
called ”alters”) plus the ties, if any, among the alters.
Therefore, each node is responding for maintaining the
average delay of inter-meeting for every neighbor (Di for
the ith neighbor). Besides, we also define an associated
value of delay for each node (DV ), which is used to
predicate the delay of future meeting. To track the delay
of inter-meeting, a node also needs to maintain its latest
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meeting time for each neighbor, denoted by Ti for the
ith neighbor. Hence, the value of average delay and
meeting time are updated when the node encounters with
a neighbor, and its corresponding ego network also needs
to be updated. When two nodes encounter with each other,
they firstly update their local data, and then exchange their
latest local data, finally update their local data again.

Given node v, for each message m ∈ Pv in the queue,
if the destination of m is one neighbor of v, namely
d(m) ∈ Sv , for every neighbor u ∈ Sv , we will use the
delay of inter-meeting between u and the destination d(m)
to approximate the expected remaining delay of message
m on node u. Otherwise, we assume each neighbor can
deliver m to its destination with different delivery delay,
which is related to respective delay value DV , with a
factor Dinit. Therefore, given a node v

˜EMD(u, d(m)) =
{

EMD(u, d(m)) if d(m) ∈ Nv

DVu ·Dinit otherwise

Besides, different Dinit can lead to different results.
According to our simulation on different Dinits based
on NUS Trace, Dinit equals to 20 can achieve a better
delivery, seen figure 4, on condition that bandwidth equals
to 40 pkts/slot and buffer size is infinite.
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Figure 4. Delivery Delay versus Dinit in NUS

VI. SIMULATION

In this section, we evaluate our FBTS with above
improvement against three other protocols by using a
wide variety traces: student contact patterns in NUS [11].
The simulator we experiment on is developed ourselves
in JAVA on Eclipse, which is similar to a prevailing DTN
simulator, ONE [22].

A. Protocols in comparison

The protocols in comparison are MED [5], MaxProp [6]
and RAPID [7]. For fairness in the comparison, we use
their enhanced versions which make use of the same level
of prior knowledge of historical connectivity patterns as
FBTS does. In our copy-controlled enhanced versions,
all of them are based on single-copy. We use FIFO
mechanism for MED. Similar experimental design can be
seen in [14], [15].

TABLE III.
SETTINGS FOR NUS TRACE

parameter name default or range
number of sessions 30
number of students 100
length of time slot 1 hour

time-to-live of packet 40 hours
simulation time 400 hours

packet production rate 5∼40 packets per time-slot
transmission speed (bandwidth) 10∼80 packets per time-slot

MED [5]. It is a source routing protocol based on the
same level of prior knowledge as FBTS. The difference
is MED fails to exploit superior edges which become
available after the route has been computed.

MaxProp [6]. This protocol is based on limited band-
width. MaxProp takes f i

j to denote the probability of the
next meeting node of node i is j. The delivery probability
from a source to a destination is the total cost on their
shortest path. In the enhanced version MaxProp*, we let
f i

j/f i
k = λij/λik.

RAPID [7]. This protocol is also based on limited
bandwidth. RAPID forwards packets with the highest
value of δUk, which denotes the increase in Uk by
forwarding packet k. The corresponding utility Uk is
the negative value of expected delay. In the enhanced
version RAPID*, Uk equals the time since creation plus
the remaining expected delay.

B. Simulation on NUS

Accurate information of human contact patterns is
available in several scenarios such as university campuses.
Student contact patterns in National University of Singa-
pore (NUS) [11] were inferred from the information on
class schedules and class rosters for the Sprint semester
of 2006 in which there were 22341 students and 4885
class sessions included. If one knows class schedules and
student enrollment for each class on a campus, accurate
information about contact patterns between students over
large time scales can be obtained without a long-term
contact data collection. The advantage of the trace is that
it exhibits a DTN based on a real social network and
provides contact patterns of a large population over a long
period. Many existing protocols [14], [15] are evaluated
on this trace.

We select several class sessions M and a number
of students N in each experiment. Contacts related to
non-selected students or non-selected class sessions are
ignored. Assume each student attends a class with a
attendance probability 0.8 and sends packets to others
randomly at each time slot. We define the number of
packets generated by each student every time slot as
production rate.

Our data processing includes the following steps: (1)
The selection of M class sessions. If they are selected
randomly, we cannot guarantee the connectivity of net-
work. Thus we design a new selection method as fol-
lows. The first session is selected randomly. We select
the kth session ck as the one with the highest score
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∑
comm(ci, ck) among the sessions that are not yet

selected and not conflict with selected sessions in fields of
time, where the function comm is defined as the number
of common students enrolled in both class sessions. (2)
The selection of N students is in decrease order of the
number of selected class sessions each student enrolled in.
To guarantee the connectivity of network, the candidate
must have some contacts with selected students (except
the first student). (3) Calculate encounter probability of
each pair of selected students at each class session.

C. Results of Simulation

In the simulation, we evaluate Delivery Ratio, Delay
and Hop versus bandwidth (from 10 to 80 packets per
time-slot), packet production rate (from 5 to 40 packets
per hour) and buffer size (from 1000 to 8000 packets
per node). The detailed simulation settings for NUS trace
are shown as Table III. Figure 5 illustrates delivery ratio,
delay and hop versus bandwidth, with default TTL (48
time-slots) and packet production rate (10 pkts/hour). The
delivery ratio is approximately 24% greater than RAPID
and 55% greater than MaxProp. For the delivery delay, the
other three protocols are at least 56% longer than FBTS.
The hop of FBTS is the smallest in four, whose mean
value is 2.4. Figure 6 presents these three metrics versus
packet production rate on condition that the bandwidth is
40 pkts/time-slot and the buffer size is infinite. Compared
with three other protocols, FBTS shorten at least 30% on
delivery delay. When the TTL equals to 48 hours, FBTS
can achieve 70.7%, 57.5% and 31.2% more than MED,
MaxProp and RAPID, respectively. The average hop of
FBTS is 2.4, which is the smallest in all. These metrics
versus buffer size are shown on Figure 7. The delivery
delay of MED is 53.1% longer than FBTS on average, and
MaxProp and RAPID obtain 65.0% and 52.0% longer,
respectively. If TTL is 48 hours, the delivery ratio of
FBTS is 39.8%, 47.7% and 21.2% greater than MED,
MaxProp and RAPID, respectively. At the mean time, the
smallest hop is also obtained by FBTS, whose value is 2.8
on average.

VII. CONCLUSION

In this paper, we first investigated a more general
transmission scheduling problem, and then formalized the
problem into a linear programming problem, which was
transformed to a minimum cost maximum flow problem
further. Finally, we proposed our Flow-Based Trans-
mission Scheduling algorithm to minimize the average
delivery delay, which can apply to more applications of
DTNs, including the scenario that multiple related contact
opportunities may arise in the same time interval. In
addition, we proved the correctness of FBTS and provided
the improvement on starvation prevention and congestion
avoidance, as well as estimation on the expected delivery
delay locally. Moreover, FBTS was evaluated on the real
DTNs traces against MED, MaxProp and RAPID. And
the simulation results verified the efficiency of FBTS in
delivery ratio, delay and hop.
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Abstract—Orthogonal Least Squares Regression (OLSR) 
selects each regressor by repeated weighted boosting search 
(RWBS). This kind of OLSR is known to be capable of 
producing a much sparser model than many other kernel 
methods. With the aid of tree structure search, this paper is 
to construct an even sparser regression model in the 
framework of OLSR with RWBS. When RWBS being used 
to solve the optimization at each regression stage, OLSR is 
extended by keeping the k ( k >1)excellent regressors, which 
minimize the modeling MSE, rather than only choose the 
best one at each iteration. In this way, the next regressor 
will be searched in k subspaces instead of in only one 
subspace as the conventional method. Furthermore we 
propose a subtree search to decrease experimental time 
complexity, by specifying the total number of children in 
every tree depth. The new schemes are shown to outperform 
the traditional method in the applications, such as 
component detection, sparse representation for ECG signal 
and 2-d time series modeling. Besides, experimental results 
also indicate that subtree based algorithm is with much 
lower time complexity than tree based one. 
 
Index Terms—Orthogonal least squares, repeated weighted 
boosting search, tree structure search 
 

I.  INTRODUCTION 

A basic principle in nonlinear data modeling is the 
parsimonious principle of ensuring the smallest possible 
model that explains the training data. The state-of-art 
sparse kernel modeling techniques, such as support vector 
machines (SVM) and relevance vector machine (RVM) 
[1,2] have widely been adopted in data modeling 
applications.  

However, most existing kernel methods use the fix 
parameter for every regressor. For example, standard 
SVM with Gaussian kernel generally adopts a fix scale 
parameter for each term by cross-validation. For the non-
flat functions which contain both the steep variations and 
the smooth variations, the fix scale scheme will damage 
the sparsity of SVM.  

Ref. [3] takes this problem as a linear regression in a 
combined feature space which is implicitly defined by a 
set of translation invariant kernels with different scales. It 
was reported that the multiscale SVM could produce 
much sparser kernel model than the conventional 

methods. However, multiscale SVM needs to construct a 
candidate set for scales, which is not hard task for users.   

The orthogonal least squares regression(OLSR) 
algorithm [4] developed in the late 80s for nonlinear 
system modeling, remains popular for nonlinear data 
modeling, for the reason that the algorithm is simple and 
efficient, and is capable of producing very sparse 
regression model with good generalization performance. 
Over the time, many improved variants of the OLSR 
algorithm have been proposed [5-9]. OLSR can tune the 
scales in every term.  

In order to minimize the modeling MSE, at each stage, 
OLSR selects the best regressor in a subspace which is 
orthogonal to the linear space spanned by the already 
selected regressors. Different regressor will lead to 
different subspace for the next regressor being searched. 
Thus the selection of every regressor will dramatically 
affect the choosing of regressor in the next stage. 
Nevertheless OLSR is a greedy algorithm, which only 
seeks the best performance in the current stage, and 
ignores the affect on the next stage. To get a good 
performance, OLSR needs more regressors than 
necessary.  

This paper extends OLSR by keeping the k excellent 
regressors which minimize the modeling MSE, rather 
than ignoring them after getting the best one at each 
regressor stage. These surviving regressors (regarded as 
nodes) are used to calculate the k new subspaces and 
corresponding residuals. Because each node creates k 
children, this tree-structure search scheme, in the L-th 
level, involves Lk  best nodes rather than only one node in 
the conventional method (see Fig. 2(a)). In order to 
decrease experimental time complexity, we specify the 
total number of children as s in every level (see Fig. 
2(b)). For notation clarity, this paper terms the former 
structure as tree (k) and the latter as subtree(s, k). 

In fact, one can implement the tree structure search in 
many variants of the OLSR algorithm. This paper only 
considers Ref. [9]. In [9], the optimization at each 
regression stage is carried out with a simple search 
algorithm re-enforced by boosting, termed as repeated 
weighted boosting search (RWBS). In this way, OLSR 
tunes the centre vector and diagonal covariance matrix of 
individual regressor by incrementally minimizing the 
training mean square error (MSE). This kind of OLSR 
can produces a much sparser regression model than many *corresponding author 
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other kernel machines and previous versions of OLSR [9-
11], largely because of its flexibility to select its optimal 
scales. 

RWBS is a guided global search algorithm which 
involves the excellent individual, obtained at the previous 
iteration, into the new iteration. This scheme makes the 
algorithm constringency. At each regressor stage, OLSR 
with RWBS always keeps the optimal solution as the 
newly selected regressor parameters, and the other 
excellent individuals mentioned above are ignored. 

With the aid of tree(k) and subtree(s, k), an extension 
for OLSR with RWBS is presented. Because the tree 
structure search concerns with the performance not only 
in the current stage, but also in a more global view than 
conventional scheme, this method will lead to a 
meaningful improvement to the conventional OLSR. 

Experimental results show that both tree based and 
subtree based OLSR create a much sparser signal 
representation than conventional OLSR. And subtree 
based algorithm can avoid the exponentially increasing 
computational load caused by tree based OLSR. 

Tree based algorithm for regression also can be found 
in matching pursuit field, where a sparse linear 
combination is searched in a given linear space with finite 
dimension [12-13]. 

II. OLSR WITH RWBS 

A.  Theory 
Given N  pairs of training data 1{ ( ), ( )}N

ll y l x   and kernel 

function ( , )    , let 

[ ( ( ), (1)), , ( ( ), ( ))] , 1, 2, ,T
i i i N i M  Φ u x u x     (1)                             

where M denotes the size of model, ( )iu  is the parameter 
vector, thus the regression matrix is 1[ , , ]MΦ Φ Φ  , 

weight vector 1[ , , ]T
Mw ww   , output 

vector [ (1), , ( )]Ty y Ny   , and error vector 

[ (1), , ( )]Te e Ne   . The regression model can be 
presented as following matrix form 

                                   y Φw e                             (2) 
The goal of modeling data is to find the best linear 

combination of the column of Φ  (i.e. the best value for 
w and ( )iu  ) to explain y  according to some criteria.  

By OLSR algorithm, the solution is searched in a 
transformed orthogonal space. In more detail, let an 
orthogonal decomposition of the regression matrix Φ   
be Φ HA  , where A  is an upper triangular matrix with 
the unit diagonal element and 1 2[ , , , ]MH H H H   with 

the orthogonal columns that satisfy 0T
i j H H  if i j  . 

The regression model (3) can alternatively be expressed 
as 

                      y Hθ e                            (3) 

where the new weight vector 1[ , , ]T
M θ   satisfies the 

triangular system θ Aw  . For the orthogonal regression 
model, the training MSE can be expressed as  

 2

1
/ / /

MT T T
i i ii

J N N N


  e e y y H H        (4) 

Thus the training MSE for the L  -term subset model 
can be expressed as  2

1 /T
L L L L LJ J N H H  with 

0 /TJ N y y . 
At the L-th stage of regression, the L-th regressor is 

determined by maximizing the error reduction 
criterion 2 /T

L L L LE N H H  with respect to the kernel 

parameter ( )Lu  .  Generally, Gaussian kernel is often the 
first choice of kernel because of its excellent generalized 
ability.  

B.  Algorithm 

Some guided random search methods can be used to 
determine the parameters of the k-th kernel regressor, 
such as the genetic algorithm and adaptive simulated 
annealing. RWBS is recently proposed global searching 
algorithm. It is extremely simple and easy to implement, 
involving a minimum programming effort. Before 
implementing RWBS, several parameters need be set, 
such as the initial size of population Ps  , the generation of 
outer loop NG  , and the iteration of inner loop Nb . One 
can refer to [9,14] for more detail. 
    When searching the L-th regressor of OLSR with 
RWBS, the algorithm can be described as Fig. 1 

NOTE 1 
RWBS can get the global optimization by involving 

the good individual , 1, , 1L
t t NG u   , obtained at the 

previous iteration, into the new iteration. Always the 
global optimization L

NGu  is kept as the newly selected 

regressor parameter, and all other , 1, , 1L
t t NG u   are 

ignored.  
NOTE 2 
There are other decision criterion to stop the iteration 

besides t=NG. But for simplicity, we let the condition 
t=NG be the sole criterion. 

III. TREE BASED ALGORITHM 

A.  Theory 
In this section, the tree based OLSR is described. The 

algorithm also has a recursive structure. At L-th regressor 
stage, when implementing RWBS in Fig.1, we select k 
best vectors from all of the good individuals 

, 1, ,L
t t NGu  , to minimize the training MSE. That is 

1 2 1arg min ( ), and { , , , }, 1, ,
L
t

L L L L L L
i t i iJ i k  

u

u u u u u u       (5) 

where k NG .Thus each node can create k child 
nodes , 1, ,L

i i ku   .The selected vectors are treated as the 

candidates for the parameter vector for the L-th regressor. 
For each L

iu , corresponding regressor L
iΦ and training 

error L
iJ are also calculated according to (1) - (4). Once 

the required tree’s depth is reached or the training MSE is 
small enough, the program is broken and we keep the 
combination of nodes which produces the best 
performance as the final solution. We term the algorithm 
as tree(k) which lets each node creates k new individuals. 
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As Fig 2(a) shows, there are Lk  branches when the tree 
depth reaches L, which means that we will search the 

solution in the Lk subspaces. Even if one let k be a  

 Let t=1, and randomly
select { | 1, , }i i Ps u 

Generate
by (1-4)

( )iJ u Search a good  individual
            to minmize JL

tu

Let t=t+1,                 and randomly
select

if t==NG

Y

Output the parameter vector
of L-th regressor L

L NGu u

1
L
t u u

{ | 2, , }i i Ps u 
N

 

Figure 1. The scheme of OLSR with RWBS 
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(b) 

Figure 2. (a): tree(k) structure: every node can produce k child nodes. (b):sub-tree(s, k) structure, in each level, s nodes 

are selected to produce new nodes. Each selected node can produce k child nodes. 

moderate number, the load of computation is prohibitive. 
This paper also proposes subtree(s, k) algorithm, which 
also lets each node have k children, but only s best 
individuals is kept in each level (see Fig. 2(b)), Tree(s, k) 
avoids the exponential increase of nodes.   

Given the thresholds for tree depth N and training 
accuracy , and let every node can generate k children. 
We depict the tree based and subtree based algorithm as 
following: 

For 1: ( 1)b r L   (the positive integer ( )r L denotes the 
total number of new surviving individual generated at 
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level L , and initial value (0)r k  for tree(k) or 
(0)r s for subtree(s, k) ). 
With the aid of RWBS, generate the candidate 

parameter column vectors , 1, ,L
i i ku   for L-th 

regressor according to (5). And then create the candidate 
parameter matrix for the regression model with L terms, 

1
,_ [ _ , ], 1, 2, ,L L L

b i b icandidate candidate i k u u u   where 
1_ L

bcandidate u  denotes the candidate parameter matrix 

for the model with 1L  terms. And the initial element 
0_ bcandidateu is a null matrix. Calculate 

, ,( _ )L L
b i b iJ J candidate u  according to the equations (1-4). 

   End for 

,

min, min ,
_

_ arg min ( _ )
L
b i

L L
b i b i

canditate
candidate J candidate

u

u u


  If 

min( ,
L
b iJ )<  (for 1: ( )b r L , and  1:i k ) 

                       Break the program, and 
output 1

min, min_ L
b icandidate u as the kernels parameters for the 

regression model with 1L  -terms. 
End if 
We select ( )r L best elements from all of 

,_ L
b icandidateu  (for 1: ( 1)b r L  , and 1:i k ), which can 

minimize , 'sL
b iJ . The matrixes _ L

ccandidateu  ( 1: ( )c r L ) 

are used to record the ( )r L selected elements. 
End for 
Note 3.  
When one let ( 1) Lr L k  , this algorithm is tree(k). 

And if  ( )r L s  for any positive integer L, the algorithm 
shrinks to be subtree(s, k). If ( ) 1r L  , one can get OLSR 
with RWBS. 

B. Complexity Analysis 
However, in the tree(k) algorithm, the number of nodes 
at each level grows exponentially. In order to obtain a 

termL  regression model, the total number of nodes 

needed be computed will be 1( 1) /( 1) 1Lk k    . It will 
cause a heavy computational load. For subtree(s, k) 
algorithm, only ( 1) ( 1) 1L k    nodes need to be 
calculated. So sub-tree algorithm will reduce the 
computational load of tree algorithm greatly. 

IV. SIMULATIONS 

In order to show the approximation and detection 
performance of the proposed algorithm, we ran the 
experiments on the 1.86GHz notebook with 512MB of 
RAM, using the Windows XP operating system and 
employing the MATLAB software. In the simulations, 
OLSR with RWBS, tree based and subtree based 
algorithms were compared, all of them with RBF kernels. 
We selected the parameters in RWBS by cross-validation 
method. For the 1-dimensional simulations, the 
parameters of all tree based and subtree based algorithms 
are set as 3, 20Ps NG  and =6Nb . And for the 2-

dimensional simulation, the parameters 
are 4, 20Ps NG   and =10Nb  .  

Simulation 1. Components detection 
In this simulation, we used the model consisting of 

three RBF kernels, which is described as (1) 
2 2 2

2 2 2

( 5) ( 4) ( 6)
( ) exp[ ] 2exp[ ] 4exp[ ]

2 1.9 2 0.4 2 0.8

x x xf x   
     

  
 (6) 

A dataset is generated with size 160N   by an additive 
noise process ( )i i iy f x n   , where the inputs  were 

uniformly sampled from the domain [-8, 8] and the 
noise 2~ (0, 0.1 )in N  . Totally 100 times Monte-Carlo 

trials were performed. Fig. 3 and 4 show the typical 
performances of OLSR and tree(3), both regression 
models with only 3 regressors. 

Fig.3 (a-c) show the performances produced by each 
of the three terms (or regressors), that is regressor 1, 2 
and 3 respectively. Fig.3 (d) shows the performances of 
the OLSR with 3 terms. From Fig.3, one can find that, 
because the first term is not capable of matching one of 
the waves in the original function properly (see Fig.3 (a)), 
the third term can not detect any component (see Fig. 
3(c)). It is largely due to OLSR is a greedy algorithm, 
which only seeks the best performance in the current 
stage, and ignores the affect on the next stage. And the 
final result of OLSR is bad (see Fig.3 (d)). 

On the contrary, because each term of tree (3) can 
match one of the waves of original function properly, the 
final model can detect all of the components in equation 
(6). Tree(3) outperforms OLSR because it has a more 
global view than OLSR. 

This simulation indicates that tree based algorithm is 
more suitable than OLSR with RWBS to tackle the 
component detection problem. 

Simulation 2. Sparse Representation for ECG Recording 
 

ECG recordings are extremely non-flat signals in time 
domain, thus the modeling task for ECG is very difficult. 
Here, we used the first 1.5 second recording, totally 540 
samples in “MIT 100” ECG signal [15].  

Fig. 5 shows the convergence rates of algorithms 
with the threshold of training accuracy 0.0020, which 
indicates that both tree based and subtree based 
algorithms have much faster convergence rate than 
OLSR. The modeling performances of algorithms at the 
3-th, 5-th and 7-th step are shown in Fig. 6. For sub-tree 
based and tree based algorithms, both training error and 
time (second) are also presented in every sub-figure. One 
can find that subtree based algorithm has a much lower 
complexity than tree based algorithm. So the tree based 
algorithm is suitable for the case in which time 
consumption is not concerned greatly. And subtree based 
algorithm can be used as a tradeoff between OLSR with 
RWBS and tree based method. 

The simulation shows, for ECG modeling task, that 
newly proposed algorithms have much faster 
convergence rates than OLSR. Thus, with a smaller size 
of regression model, the newly proposed algorithms have 
much better approximation performance than OLSR. 

190 JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012

© 2012 ACADEMY PUBLISHER



−5 0 5
−1

0

1

2

3

4

 

 

−5 0 5
−1

0

1

2

3

4

 

 

−5 0 5
−1

0

1

2

3

4

 

 

−5 0 5
−1

0

1

2

3

4

 

 

f

regressor 1

f−regressor 1

f

regressor 2

f−regressor 2

f

regressor 3

f−regressor 3

f

regressor 1+2+3

f−regressor 1+2+3

a b

c d

 
Figure 3. The effect of every regressor of OLSR model with three terms. In Fig.3 (a-c), the dotted line, broad solid line 
and broad thin line denote the original noise-free function, one of the three regressors of the OLSR model and the 
difference between them. For Fig.4(d), the thin solid line denotes the model with three terms. 
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Figure 4. The effect of every regressor of tree(3) model with three terms. For Fig. 4 (a-c), the dotted line, broad solid 
line and thin solid line denote the original noise-free function, one of the three regressors of the tree(3) model and the 
difference between them. For Fig.4(d), the thin solid line denotes the model with three terms. 
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Figure 6. The performances for OLSR, subtree(3,3) and tree(3) algorithms at the different steps. Each algorithm’s 

performance at different step is present in one of the rows.
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Simulation 3. Two- dimensional modeling 
This was a two-dimensional simulated nonlinear time 

series given by 
2

2

( ) [0.8 0.5exp( ( 1)] ( 1)

[0.3 0.9exp( ( 1)] ( 2) 0.1sin( ( 1)) ( )

y k y k y k

y k y k y k k 

    

       
 

where the noise ( )k  was Gaussian with zero mean and 
variance 0.09. One thousand noisy samples were 
generated given (0) ( 1) 0.0y y    . This model has been 
used in [16]. The first 500 data points plotted in Fig.7 
were used for training, and the other 500 samples were 
used for possible cross-validation. The underlying noise-
free system  

2

2

( ) [0.8 0.5exp( ( 1)] ( 1)

[0.3 0.9exp( ( 1)] ( 2) 0.1sin( ( 1))

dy k y k y k

y k y k y k

    

      
 

 was shown by 1000 samples given in Fig.8 with 
(0) ( 1) 0.1y y    . 

Let the input vector ( ) [ ( 1), ( 2)]Tx k y k y k    and we 

use OLSR, subtree(2,2), subtree(3,3), subtree(3,2), tree(2) 
and tree(3) for this 2-dimensional modeling problem.  

Let threshold of training error be 0.09, Tab.1 shows the 
averaged experimental results for 50 times simulations 
with all tested algorithms and the algorithms mentioned 
in [16] as well. Fig. 9 shows the modeling performances 
of different subtree and tree based algorithms at the 5-th 
step. The simulation shows that both tree and subtree 
based algorithms can get a better performance in a high-
dimensional case than some traditional OLSR algorithms. 

V. CONCLUSIONS 

In order to a sparse representation, this paper proposes 
a novel tree based orthogonal least squares regression. 
Unlike most of the conventional OLSR, the new method 
keeps the k excellent regressors which minimize the 
modeling MSE, rather than only choose the best one at 
each iteration. These surviving individuals are used to 
calculate the k new subspaces and corresponding 
residuals. Because the tree structure search considers the 
performance not only in the current stage, but also in a 
global view, this method will lead to a meaningful 
improvement to the conventional OLSR. Numerical 
simulations are performed in some signal processing 
applications, such as component detection, sparse 
representation for ECG recording, and 2-d time series 
modeling. In all these simulations, both tree based and 
subtree based algorithms outperform OLSR with RWBS 
in convergence rate and accuracy. Because the subtree 
algorithm avoids the exponentially increasing 
computational load in tree based algorithm, the former 
can be regarded as a tradeoff between the latter and 
OLSR with RWBS. 
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Abstract—Globally ambiguous sentences can be understood 
in more than one way and any decoding involved can be 
understandable. Garden Path (GP) sentences possess a 
special structural feature with a semantic trigger, which 
calls for a much heavier cognition burden since only one 
decoding is reasonable. The present paper explores the data 
structures of globally ambiguous sentences and GP ones. 
The augmented transition networks (ATNs) are used to 
deepen the analyses and comparison of globally ambiguous 
sentences and GP ones. We come to the conclusion that GP 
sentences, syntactically and cognitively different from 
globally ambiguous ones, have more complex structures.  
 
Index Terms -- natural language processing, data structure, 
augmented transition networks, garden path sentences, 
ambiguous sentences  

I. INTRODUCTION 
Globally ambiguous phenomenon is different from 

partially ambiguous one to which the Garden Path (GP) 
phenomenon belongs.  Any decoding of globally 
ambiguous sentences can be accepted by readers while 
the decoding of GP sentences is involved in the 
processing breakdown. 

The GP sentences occurring at the different levels of 
human languages have attracted the attention of language 
researchers, who study the GP sentences from the 
perspective of grammar [1, 2], semantics [3, 4], 
pragmatics [5, 6], psychology, information processing[7, 
8, 9, 10], and so on. The present paper, on the basis of 
cognitive linguistics and with the help of the technology 
of information processing, argues that the key point in 
decoding the GP sentences is that there occurs a cognitive 
enlightenment point when the decoding process is 
stopped, and a kind of structure rearrangement is formed 
to make the decoding process continue to work smoothly. 
This kind of semantic tracing back can be explored by 
way of constructing an appropriate data structure. A data 
structure is a set of different relations among the various 

elements in a system, which can roughly be categorized 
as the set structure, the corresponding linear structure, the 
multi-matching parallel schema and one-to-many tree 
diagram. The four afore-cited data structures 
approximately correspond to the explanation of the pre-
grammatical word set, the linear collocation, the many-to-
many ambiguity and the semantic tracing back. We’ll 
then explore the different forms of data structures when 
decoding the GP sentences and probe into the varieties of 
linguistic structures, with GP sentences included.  
Besides, a thorough investigation is conducted to explore 
the grammatical and cognitive difference between the GP 
sentences and the globally ambiguous ones, aiming to 
show the structural features of the GP sentences.  

II. THE DATA STRUCTURE-BASED ANALYSES OF THE 
NON-GARDEN-PATH SENTENCES:  A COMPARATIVE 

PERSPECTIVE   

Regarding the data structures of the non-GP 
sentences, there mainly involve these structures, viz. the 
pre-grammatical word set structure, the grammatical 
linear structure and the ambiguous schema one. 

The pre-grammatical structure means that the words 
in a set are randomly piled together, without grammatical 
requirements or semantic compatibility, which is a kind 
of “word salad” from the psychologists studying how 
human beings produce languages. Figure 1 shows how 
the word set structure is like. 

 
Figure 1. The pre-grammatical word set structure 

The next three sentences are the typical examples 
showing the pre-grammatical word set structure.   
      Sentence 1:  * The new singers the song. 
      Sentence 2:  *The old women the boat.  
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      Sentence 3:  *The building window the sun. 
This kind of word sets is not created together 

according to the conventionally accepted grammar rules 
of the target language, so the whole linear construction is 
ungrammatical, showing a feature of being completely 
unrelated both grammatically, semantically or 
pragmatically. For example, “[The new singers] NP + 
[the song] NP” in Sentence 1, “[The old women] NP + 
[the boat] NP” in Sentence 2, and “[The building 
window] NP + [the sun] NP” in Sentence 3 all have the 
grammatically disconnected linguistic units piled 
together, none of them showing a shade of semantic 
compatibility and grammatical acceptance and making no 
senses at all.  

Unlike the random assemblies of the words in the 
word set structure, the combination of the words 
governed by the grammatical linear structure is 
grammatically accepted, and there does exist a one-to-one 
matching pattern between the words and the conventional 
subject-predicate structure. The following is the figure 
concerning the structure of the non-GP sentences of this 
kind. 

 
Figure 2. The grammatical linear structure of non-GP Sentences 

In the process of syntactic analyses, the elements in 
the linear structure must be arranged in a sequentially 
unique way, which means that one and the same element 
must be syntactically accepted; thus the order of the 
sentence decoding of the above-mentioned kind has to be 
processed one by one in  order of “1-2-3-4-5”. The 
followings are the sentences of this kind of data structures. 
       Sentence 4: The new singers record the song. 
       Sentence 5: The old women sail the boat.  
       Sentence 6: The building window reflects the sun. 

“[The new singers] NP + [record]V + [the song]NP” 
in Sentence 4, “[The old women] NP + [sail]V + [the 
boat] NP in Sentence 5, and “[The building window] NP 
+ [reflects]V + [the sun]NP” in Sentence 6 are all 
functioning properly in the Subject-Verb-Object 
constructions of the sentences. All the words and the 
phrases in the sentences have their unique syntactic 
functions and show a striking feature of a strict 
combination sequence. This kind of the sentence structure 
is conventionally regarded as the basic sentence pattern in 
human languages, which shows no sign of GP 
phenomenon in our language processing.  

Contrary to the grammatical linear structure, the 
elements in an ambiguous schema structure show a 
many-to-many grammatical relation, which means that 
whatever semantic-grammatical corresponding relations 
we have chosen, a plausible meaning decoding is 
available. The data structures of the above-mentioned 
sentences are as follows. 

 
Figure 3. The data structure of ambiguous schema 

The cognitive nodes in Figure 3 can be construed in 
some different ways, which means that no matter what 
directions the node word moves to, some plausible yet 
successful textual decoding is available, and consequently 
various meaning explanations occur. Let’s take an 
example of Sentence 7. 
       Sentence 7: Failing student looked hard. 

There are a number of explanations when we try to 
decode Sentence 7, and the main reasons of the multiple 
understandings lie in the polysemous meanings contained 
in the two key lexemes “falling” and “hard”. 
Grammatically speaking, the word “falling” can be 
categorized  either as an adjective or a gerund; and the 
word “hard” also has a double grammatical categorization 
both as an adjective and an adverb. Therefore, the two 
words with dynamic word classes have potentially 
provided four different explanations, which are 
demonstrated separately by way of Sentence 8 to 
Sentence 11.  
      Sentence 8: Failing (adj) student looked hard (adj). 
      Sentence 9: Failing (adj) student looked hard (adv). 
      Sentence 10: Failing (Grd) student looked hard (adj). 
      Sentence 11: Failing (Grd) student looked hard (adv). 

Sentences 8-11 are to be grammatically analyzed in the 
following ways.  

 
As shown in the preceding rules, the NP (b) in Line 7 

corresponds to the grammatical status set by the word 
“falling” in Example 8 and Example 9. According to the 
conventionally accepted grammatical rules, a noun and a 
verb form a noun phrase; therefore the word “falling” 
with a word class of adjective can be combined with 
“student”; thus a noun phrase comes into being. And 
when the noun phrase co-occurs with the word “hard”, 
which can be tagged either as an adjective or an adverb, 
two possible decoding procedures, viz. “f-h-b-i-f-d-a” in 
Sentence 8 and “f-h-b-i-j-e-a” in Sentence 9 are both 
grammatically and semantically plausible. The two 
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different decoding procedures result from the selection of 
the word classes of “hard”. To paraphrase the two 
sentences, Sentence 8 means that “the students having 
been failed is suffering a lot” and Sentence 9 can be 
paraphrased as “the student having been failed seems to 
be working hard”. Table I in the following part shows the 
potential multi-combinations of falling (adj) and “hard 
(adv)”. 

TABLE I.  
THE POTENTIAL MULTI-COMBINATION OF “FAILING” (ADJ) AND 

“HARD”(ADV) 

 
The NP(c) in Line 8 corresponds to the grammatical 

status set by the word “falling” in Sentence 10 and 
Sentence 11. It’s universally acknowledged that a gerund 
can be combined with a noun, forming a noun phrase. 
Therefore the word “falling”, tagged as a gerund, can be 
collocated with the word “hard”, which is tagged both as 
an adjective and an adverb. Then we’ll have two 
sentences with different decoding procedures. To be more 
specific, the decoding procedure of Sentence 10 is “g-h-c-
i-f-d-a”, which is paraphrased as “it’s no easy job to fail 
the student”. And the decoding procedure of Sentence 11 
is “g-h-c-i-j-e-a”, which means that “someone is working 
hard with the aim of failing the student”. 

TABLE II.  
THE POTENTIAL COMBINATION OF “FAILING” (GRD) AND 

“HARD”(ADV) 

 

According to the above-mentioned analyses, we 
know that grammatically the word “falling” shows a 
double word classes just as Line 11(f) and Line 12(g) 
have shown to us. Therefore, the generation of the NP, 
governed by the rules of Line 7(b) and Line 8(c), is 
ambiguous. Similarly, the word “hard’ also has a double 
word classes shown in Line ll(f) and Line 15(j), which 
makes the generation of the VP work according to either 
the rule of Line 9 (d) or that of Line 10 (e). The dual 
ambiguities of the two words in word classes bring in 
four different ways of semantic decoding when they are 
collocated, which is shown in Table III.  

TABLE III.  
THE POTENTIAL MULTIPLE MATCHES OF “FAILING” AND “HARD” 

OWING TO THEIR POSSIBLE WORD CLASSES. 

 
It’s clearly shown by the preceding Table III that the 

multiplicity of the lexical-grammatical status of the two 
collocates entails the non-uniqueness of the sentences 
generated according to accepted grammatical rules. This 
kind of ambiguity is to be shown with the help of a many-
to-many schema structure, which is demonstrated in 
Figure 4. 

 
Figure 4. The data structure of the sentence “Failing student looked 

hard” 

III. ANALYSES OF THE DATA STRUCTURE OF GARDEN- 
PATH SENTENCES 

The non-GP sentences governed by either the word 
set structure, the grammatical linear structure or the 
ambiguous schema structure have a defining 
characteristic of being mono-directional. Unlike the non-
Garden-Path ones, the GP sentences show a 
distinguishing and recurring feature of being forced to 
turn back to the original starting point to find a new way 
out in the decoding process, which turns out to be a tree 
diagram regarding its data structure. The tree diagrams of 
the GP sentences mean that there does exist a one-to-
many corresponding relation among the elements in the 
structure under discussion. When one of the relations is 
by default interpreted as a cognitive prototype, it will 
automatically become the root of the whole decoding 
process; then extend along the seemingly plausible 
decoding route until a sudden semantic breakdown calls 
for a prompt return to the starting point. Afterwards, it 
will move along a next node, until all the elements in the 
structure go smoothly in the decoding process.  The 
structure of sentences of this kind is shown in Figure 5.     
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Figure 5. The tree diagram of the Garden-Path sentences 

Suppose the root element in the above-mentioned 
figure corresponds to three different ways of semantic 
cognition, and the appropriate way of the decoding of the 
target sentence is No.10; then we’ll have the possible 
order of decoding as “1-2-3-3-2-1-4-5-6-6-5-4-1-7-8-9-
10”. It can be easily found that a kind of semantic 
returning is necessarily entailed in the decoding of the GP 
sentence. The simultaneous appearances of the two 
decoding routes viz. “3-2-1” and “6-5-4-1” demonstrate 
that minimally two tracing-backs are included in the 
process of sentence understanding, which demonstrates 
that the double negation turns out to be an indispensable 
part of the sentence decoding and it can be statistically 
verifiable. We’ll have another example.    
       Sentence 12: The new record the song. 

Since the word “record” can be tagged either as a 
noun or a verb, the proper understanding of sentence 12 
can be achieved by way of the context-free grammar, 
which is demonstrated in the following part. 

 
Judged by the afore-cited theoretical framework of 

context-free grammar, it’s clear that the decoding of 
Sentence 12 involves a kind of temporary halting and the 
sequent on-time returning because of a sudden semantic 
breakdown. According to the tree diagram of Figure 6, 
the correct sequence of the decoding process is as 
follows:  1-2(f)-3(g)-4(h)-5(d)-6(f)-7(h)-8(c)-8(c)-7(h)-
6(f)-5(d)-4(h)-3 (g)-9(g)-10(b)-11(i)-12(f)-13(h)-14(c)-
15(e)-16(a). Owing to the fact that Rules 3(g) - 9(g) are 
concerned with the decisions that whether the node word 
“record” should be tagged as a noun or as a verb, the 
word “record” thus becomes the source of the semantic 
tracing-back, and brings in two explanations of the target 

sentences. One decoding procedure is  “3(g)-4(h)-5(d)-
6(f)-7(h)-8(c)” with the word “record” being a noun; and 
the other decoding is “9(g)–10(b) –11(i) –12(f) –13(h) –
14(c) –15(e) –16(a)” with the word “record” being tagged 
as a verb. However, the above-mentioned sentence in 
which “record” is regarded as a noun is not 
grammatically accepted, and then a new cognition 
enlightenment point appears:  the decoding process then 
begins to trace back from 8(C) to 3(g), and a kind of GP 
phenomenon “8 (c) – 7 (h) – 6 (f) – 5 (d) – 4 (h) -3 (g)” 
comes into being. To be more specific, the word “record” 
in the sentence has a dual role:  grammatically, the word 
“record” is always tagged as a noun by default reasoning; 
while functionally the word “record” must be tagged as a 
verb to make the whole decoding process go smoothly. 
And the first dead end in the information processing leads 
to the second semantic tracing back. The tree diagram of 
this decoding process of Sentence 12 is shown below:  

 
Figure 6. The data structure of “The new record the song” 

IV. THE APPLICATION OF AUGMENTED TRANSITION 
NETWORKS 

Augmented Transition Networks (hereafter 
abbreviated to ATNs) are applied in the computational 
linguistics to demonstrate the  process of the state 
transitions in NLP[11, 12, 13]. The networks have a main 
net and some subsidiary ones, all of which are 
interconnected and interchangeable, allowing the 
linguistic segments to semantically and syntactically 
match with other collocates in the main net until they are 
successfully decoded. ATNs clearly show the hierarchical 
features of the decoding processes of the sentences with 
complicated syntactic relations. On basis of the ATNs 
theory, the following part of the paper endeavors to 
analyze the decoding processes of the ambiguous 
sentences and the GP sentences, by which a comparison 
is made between the two kinds of sentences. 

The ambiguous sentences, because of their 
phonetically, semantically or grammatically various 
explanations, potentially convey at least two different 
meanings. Therefore the decoding of the ambiguous 
sentences necessarily involves a kind of semantic 
selection. Metaphorically speaking, the decoding of the 
ambiguous sentences, necessarily involving some 
semantic options, is like a road with several motorways, 
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and the motorways are parallel with each other and each 
of them can take you to the place you want.  

Unlike the one-road-with-several-driveway 
ambiguous sentences, the GP sentences are actually a 
one-way street. Metaphorically speaking, exploring GP 
sentences is the same as the fact that someone who is 
strolling along a zigzagging garden path suddenly finds 
that the path is a dead end and what he or she can do is to 
turn around and walk along the same route to the original 
location just to find another way out. Unlike the multi-
explanations of the ambiguous sentences, the GP 
sentences are to be decoded only in one and the same 
way. That is to say, in the cognitive decoding process of 
GP sentences, there will be a semantic stoppage and a 
sequent backtracking to make the decoding go 
continuously. This kind of sudden insight will certainly 
burden and lengthen the decoding process, while it 
simultaneously develops the decoding capability in a 
leaping way, which has been empirically tested by 
scholars from different perspectives [14, 15, 16, 17, 18]. 

The comparison between ambiguous sentences and 
the GP sentences has been conducted by the scholars 
from the perspectives of syntax [19], pragmatics [20], 
psychology [21], computational science [22] and 
cognitive science [23, 24, 25, 26]. The present paper, on 
basis of Kempen’s ATN theory, endeavors to compare 
the ambiguous sentences and GP Phenomena with the 
aim of exploring the semantic trigger systems contained 
respectively in ambiguity and GP sentences. 

V. THE FRAMEWORK OF KEMPEN’S SYNTACTIC 
PROCESSORS 

In 1996,G. Kempen published his famous article 
titled Computational models of syntactic processing in 
human language comprehension. In this article, Kempen 
discusses the basic framework of syntactic processing 
machine as well as explores both the ambiguous 
sentences and GP sentences from the perspective of 
ATNs. 

Kempen argues that the framework of a syntactic 
processor minimally contains five parts, viz. an input 
buffer, a syntactic proceesor and working memory, 
lexicon and grammar, the conceptual knowledge and the 
syntactic structure. Kempen’s model is shown in Figure 
7. 

 
Figure 7. Kempen’s (1996) model of syntactic processing procedures 

Figure 7 shows that the word strings are firstly stored 
in the input buffer, and the lexical, morphological, 
syntactical and conceptual information is fully integrated 
in the syntactic processor, forming either a complete or a 
partial syntactic structure. Kempen holds that the detailed 

explanation in the information processing is varied 
according to the corresponding models, which thus forms 
an interactive model. In the syntactic processing of 
human languages, grammar, lexicon and most of the 
conceptual knowledge are stored in our long-time 
memory, which has laid a solid foundation of the 
application of ATNs in language processing.  

ATN was first put forward by Kaplan (1972) and was 
mainly used to demonstrate the language processing 
procedures in a series of states. The different states in 
language processing are demonstrated with labelled 
nodes and the transition is shown with directed and 
labelled arcs. The arcs, howerver, are further labelled 
with some particular syntactic rules, and the transition 
direction is shown with an arrow. Therefore the whole 
decoding process is clearly explained. With the help of 
the demonstration of the states involved in the decoding 
process, together with the ATNs, Kempen probes into the 
discrepancies between the ambiguous sentences and the 
GP sentences. See the following three examples. 
     Sentence 13:  The student read the letter to Chrysanne.  
     Sentence 14:  The student read the letter to Chrysanne 
fainted.  
     Sentence 15:  The student who was read the letter to 
Chrysanne fainted.  

The three sentences cited above are both semantically 
and syntactically different. Sentence 13 can be paraphrased 
as “a student read a letter to a woman named Chrysanne”. 
This kind of decoding is cognitively economical, for there 
is less structural nodes. Besides, Sentence 13 can also be 
paraphrased as “a student read a letter, but the letter was 
meant for Chrysanne”. The latter decoding is also 
syntactically correct. It’s safe to say that Sentence 13 is 
syntactically ambiguous. 

Sentence 14 is a typical GP sentence. Before the 
occurrence of the past participle “fainted”, the syntactic 
pattern of “[[The student] NP [[read] Vtransitive [the 
letter]NP[to Chrysanne]PP]VP]S”, which accords with 
the Sausage Machine theory, has come into being. But the 
participation of the following part has the former 
syntacitc pattern changed, and forms a new pattern of 
“[[[The student] NP [[read] Vpassive [[the letter] NP [to 
Chrysanne] PP] NP] RRC] NP [fainted] VP] S”. This 
kind of change causes a cognitive insight point and 
consequently the GP phenomenon occurs. 

Sentence 15 is a sentence of commonly used type. 
The short working memory of the decoder is greatly 
affected by the word length when decoding the phrase “to 
Chrysanne”, and accords with the Right Association 
Principle of sentence decoding. Therefore, the syntactic  
pattern adopted in the process is “[[read] Vtransitive [[the 
letter] NP [to Chrysanne] PP] NP] VP” (i.e. “Vtr+NP” 
Pattern), instead of the pattern “[[read] Vtransitive [the 
letter] NP [to Chrysanne]PP]VP (i.e. “Vtr+NP ＋ PP” 
Pattern), and there’re no ambiguities or GP phenomenon 
occuring in Sentence 15. As to the details, see Figure 8 
and Figure 9. 
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Figure 8.  The node pattern of “Vtr+NP＋PP” 

 

Figure 9. The node pattern of “Vtr+NP” 

VI. THE ANALYSES OF THE AUGMENTED TRANSITIONS 
OF MULTI-STATES IN THE SYNTACTIC PROCESSING 
G. Kempen introduces the context-free grammar into 

his procedure, with the aim of improving the program-
based language processing with the help of the ATNs. 
Figure 10 shows us how the context–free grammar works 
in Sentence 13 and Sentence 14.  

 
Figure 10. The CFG used in the decoding process of Sentences 13 & 14 

A.  The State Demonstration of the Main Networks 

The procedural decoding of the ATNs of Sentence 13 
and Sentence 14 can be explained with the help of the 
following 5 figures, viz. from Figure 11 to Figure 15. 
Figure 11 shows us what the states of the output of the 
main net S are like.  

 
Figure 11. The states involved in the output of the main net of “S” 

Figure 11 is comprised of four parts, viz., the labelled 
nodes, the labelling arcs, the denoting lines and the 

syntactic rules concerned. Labelled nodes “S0”, “S1” and 
“S2” respectively stand for the initial state,  the middle 
state and the output one. The labelling arcs and the 
denoting lines in Figure 11 converge into the 3 right-
directing lines, demonstrating the transition directions of 
the decoding. The syntactic rules “(SEEK) NP”, 
“(SEEK) VP” and “(SEND) S” are used to denote the 
grammatical functions. It’s clear that Figure 11 shows us 
the syntactic analyses of “S →NP VP”.  

B. The State Demonstration of the VP Subsidiary Net 

Figure 12 in the following part shows us the 
demonstration of the VP subsidiary net. 

In Figure 12, the labelling nodes “VP0”, “VP1”, 
“VP2” and “VP3” respectively stand for the different 
states of the decoding process. There are three labelling 
arcs and three denoting lines. Besides, six syntactic rules, 
viz. “CAT Vtr, SEEK NP, CAT Vintr, SEEK PP, JUMP, 
SEND VP”are involved in the process. In terms of the 
syntactic rules, “CAT Vtr” means the node word is a 
transitive verb; “SEEK NP” means that a transitive verb 
needs a noun phrase, and the corresponding syntactic rule 
is “VP → Vtr NP”.  “CAT Vintr” means an intransitive verb 
is involved, and its syntactic rule is “VP →Vintr”. “SEEK 
PP” means that a new verbal phrase is to occur according 
to the rule “VP→  Vtr NP PP” or “VP →  Vintr PP”. 
“JUMP” is used to show that the newly-formed verbal 
phrase can directly pass by the matching with a 
preposition phrase and leap to the output stage. “SEND 
VP” tells us that the ultimate output is a verbal phrase. 
Theoretically the “VP3” here can have 4 results. The first 
one is “VP→ Vtr NP PP” (as the case in “[[read] Vtr [the 
letter] NP [to Chrysanne] PP]VP”), and its state curve is 
“4－5－7－9”; The second result is “VP → Vintr PP” (as 
the case in “[[read] Vintr [to Chrysanne] PP]VP, and the 
state curve is “6－7－9”. The third one is “VP→ Vtr NP” 
(as the case in “[[read] Vtr [[the letter] NP [to Chrysanne] 
PP]NP]VP”) with a state curve “4－5－8－9”. And the 
last result is “VP → Vintr”(as the case in “[[fainted] 
Vintr]VP”) , with a state curve “6－8－9”. 

  
Figure 12. The state demonstration of the output subsidiary net of “VP” 

The first and the third models respectively 
correspond with the state transition model of the two 
different translations of the verbal phrase “read a letter to 
Chrysanne”, containing two different state curves “4－5
－ 7 － 9” and “4 － 5 － 8 － 9”, verifying that the 
ambiguous sentences don’t cause backtrackings in the 
decoding process. The fourth result corresponds with the 
transition states of “VP →Vintr” in Sentence 14, while the 
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second result can’t be applied in the analyses of Sentence 
13 and Sentence 14. The details are shown in Table IV.  

 
TABLE IV.  

THE THEORETICAL MODEL OF GENERATING STATES OF THE 
SUBSIDIARY NET OF “VP3” 

 
C. The State Demonstration of the NP Subsidiary Net 

The figure below tells us how the state demonstration 
of the output subsidiary NP net works. 

The labelling nodes “NP0”, “NP1” and “NP2” 
demonstrate the different decoding stages. There are 
three labelling arcs “10”, “14” and “15”, together with 
three denoting lines “11”, “12” and “13”. Besides, 
there involve six syntactic rules, viz. “CAT PropN”, 
“CAT Art”, “CAT N”, “SEND NP”, “SEEK PP” and 
“SEEK RRC”. 

 
Figure 13. The state demonstration of the output subsidiary net of “NP” 

The code “CAT PropN” means that the grammatical 
category of the node word is a proun. According to the 
generating rule “NP →Prop N”, the state curve of the 
pronoun is “10-13”, viz. “[[Chrysanne] PropN] NP”. 
“CAT Art” and “CAT N” stand for “article” and “noun” 
respectively. According to the rule “NP →Art N”, a new 
noun phrase comes into being, with a state curve of “ 11-
12”. Code “SEEK PP” means that a prepositional phrase 
is to be searched to have a grammatical match. When 
NP2 comes into being, a new noun phrase can be 
produced. Theoretically, we’ll have two results here. The 
first is the syntactic pattern of  “[[[Chrysanne] Prop N] 
NP [on the park] PP]NP” with a state curve “10-14-13” 
according to the syntactic rule “NP →Prop N”, “PP→ 
Prep NP” and “NP →NP PP”. The second one is a 
syntactic pattern “[[the letter]NP[to Chrysanne]PP]NP” 
with a state curve of “ 11-12-14-13” according to the 
rules “NP →Art N”, “PP→ Prep NP” and “NP →NP 
PP”. Practically, only the second pattern is applicable in 

the decoding process of Sentence 13 and 14, and the first 
pattern can’t work because there’s no prop noun as the 
subject in the two sentences. 

“SEEK RRC” means a simplified sentence, i.e. 
reduced relative clause (RRC), is needed to match a new 
phrase. Theoretically speaking, four syntactic states can 
be produced. (1) The syntactic rules “NP →PropN”, 
“RRC→  Vpass NP” and “NP→  NP RRC” bring in a 
pattern “[[[Mike] PropN] NP [[read] Vpass [the letter] NP] 
RRC] NP fainted” with a state curve “10－15－13”.(2) 
The syntactic rules “NP →Prop N”, “RRC→ Vpass NP”, 
“NP→ NP RRC” and “NP →NP PP” form a syntactic 
pattern “[[[Mike] PropN] NP[[read] Vpass [[the letter] NP 
[to Chrysanne]PP]NP]RRC]NP fainted” with a state 
curve “10－14－15－13”. (3) A new syntactic pattern 
“[[The student]NP[[read] Vpass [[the letter]NP[ to 
Chrysanne]PP]NP]RRC]NP fainted” with a state curve 
“11－12－14－15－13” is formed according to the rules 
“NP →Art N”, “RRC→ Vpass NP”, “NP→ NP RRC” and 
“NP →NP PP”.(4)According to the rules “NP →Art N”, 
“RRC→  Vpass NP” and “NP→NP RRC”, a syntactic 
model “[[The student]NP [[read] Vpass [the letter]NP] 
RRC]NPfainted” with a state curve “11－12－15－13” 
comes into being. Among the above-cited syntactic 
patterns, only the third one can lead to a successful 
decoding of Sentence 14. 

Considering the analyses of the transition states 
shown in Figure 13, we know that theoretically there are 
eight forms concerning the output of NP2, while 
practically only four of them are plausible. See Table V. 

 
TABLE V.  

THEORETICAL STATE PATTERN OF THE SUBSIDIARY NET OF “NP2” 
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D.  The State Demonstration of Other Subsidiary Nets 
besides the NP and VP 

Figure 14 and Figure 15 below are the state 
demonstration of the output subsidiary PP net and RRC 
net. 

 
Figure 14. The state demonstration of the output subsidiary net of “PP” 

According to the rule “PP→ Prep NP” and “NP →
Prop N”, the decoding pattern “[[to] Prep [[Chrysanne] 
Prop N] NP] PP”is produced. 

 
Figure 15. The state demonstration of the output subsidiary net of 

“RRC” 

According to the grammatical rules “RRC→  Vpass 

NP”, “NP →Art N” and “NP →NP PP”, a new syntactic 
pattern “[[read] Vpass [[[the] Art [letter] N ] NP [ to 
Chrysanne] PP] NP] RRC” comes into being。 

With the successful decoding of all the subsidiary 
nets, viz. the VP subsidiary net, the NP net, the PP net, 
the RRC net, the main net S, the target sentence is to be 
encoded and decoded thoroughly. 

VII. ANALYSES OF THE “PUSH-POP PATTERNS” IN A 
MULTI-STATE TRANSITION SYSTEM 

Involved in the production of Sentence 13 and 14 are 
three kinds of “push-pop” patterns:  the “Vtr+NP＋PP” 
pattern, the “Vtr+NP” pattern and the GP sentence 
pattern. Among them, the “Vtr+NP+PP” pattern is the 
most cognitively economical; the “Vtr+NP” pattern is 
more complex, with a much higher degree of pushing-
down. The GPP pattern is the most cognitively complex 
and has a most complicated transition state.  According to 
the analyses of Figures 11-15, these different patterns can 
be shown clearly. 

A.  The “Push-Pop” Pattern in  the “Vtr+NP＋PP” 
Construction 

The state curve of Sentence 13 is as follows:  Start－
1(S0)－11(NP0)－12(NP1)－13(NP2)－1(S0)－2(S1)－
4(VP0) － 5 (VP1) － 11(NP0) － 12(NP1) － 13(NP2) －
5(VP1)－7(VP2)－16(PP0)－17(PP1)－18(PP2)－7(VP2)
－9(VP3)－2(S1)－3(S2)－success. Among the decoding 
procedures, a number of pushing-downs and poping-ups 
are involved. The pushing-downs mean the matching 
pattern from the main net to the subsidiary nets 
concerned. Conversely, the poping-ups refer to the stage 
from the subsidiary net to the main one. 

The first pushing-down and poping-up is connected 
with the matching partner of the noun phrase, viz. “ Start
－ 1(S0) － 11(NP0) － 12(NP1) － 13(NP2) － 1(S0) ” . 
When S0 is transited to S1, a noun phrase is seeked to be 
matched grammatically, and then the main net pushes 
down to the subsidiary NP net, selecting an appropriate 
collocate from the eight potential noun phrases. The NP 
“the student” , in line with the pattern “11(NP0) －
12(NP1)－13(NP2)”,  is popped up to the main S net. 

The second push-pop occurs in the process of  the 
verbal phrase’s matching and the procedure is “2(S1)－
4(VP0)－ 5 (VP1)－ 11(NP0)－ 12(NP1)－ 13(NP2)－
5(VP1) － 7(VP2) － 16(PP0) － 17(PP1) － 18(PP2) －
7(VP2)－9(VP3)－2(S1)－3(S2)”. This kind of push-pop 
is much more complicated, involving one first-level push-
pop, and two second-level push-pops. 

The first-level pushing down occurs during the stage 
of “2(S1)－4(VP0)－5 (VP1)”. The first second-level 
push-pop comes into being in the process of “11(NP0)－
12(NP1)－13(NP2)－5(VP1)”. And the second second-
level push-pop occurs at the stage of “7(VP2)－16(PP0)
－17(PP1)－18(PP2)－7(VP2)”. The output procedure is 
in the stage “3(S2)－success”. According to the syntactic 
rule “S →NP VP”, the decoding of Sentence 13 is 
completed. One first-level and two second-level push-
pops are involved. Figure 16 shows the “push-pop” 
pattern of the “Vtr+NP＋PP” construction, in which the 
upward arrow stands for the poping-up, and the 
downward arrow refers to the pushing-down and the 
linear arrow means the directions.  

 
Figure 16. The augmented transition net of “Vtr+NP＋PP” 

B.  The “Push-Pop” Pattern in “Vtr+NP” 

Another state curve of the decoding of Sentence 13 is 
as follows:  “Start－1(S0)－11(NP0)－12(NP1)－13(NP2)
－1(S0)－2(S1)－4(VP0)－5 (VP1)－11(NP0)－12(NP1)
－ 13(NP2) － 14(PP)－ 16(PP0) － 17(PP1) － 18(PP2)－
14(PP)－ 5(VP1) － 8(VP2)－ 9(VP3) － 2(S1) － 3(S2)－
Success”. This kind of decoding pattern takes up more 
cognitive resource than the frist pattern, having two first-
level push-pops, one second-level push-pop and one 
third-level push-pop. Because three levels of push-pop 
are involved, the whole decoding system is more 
complicated, which empirically verifies the assumption 
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that  the “Vtr+NP＋ PP” pattern takes up much less 
resource than the “Vtr+NP” pattern, which is 
demonstrated in Figure 17. 

 
Figure 17. The “push-pop” pattern in the “Vtr+NP” construction 

We can find that as an ambiguous sentence, Sentence 
13 can be decoded by way of two constructions of 
“Vtr+NP＋PP” and “Vtr+NP”. Provided with the same 
amount of working memory, the “Vtr+NP+PP” 
construction is preferred because it’s much more 
cognitively economical. Besides, the two constructions 
don’t cause a backtracking. 

C. The “Push-Pop” Pattern in the Garden Path 
Sentences 

The decoding system of Sentence 14 is much more 
complicated because a backtracking occurs in the 
decoding process and two kinds of decoding procedures 
are involved and coincided, with a much heavier 
cognitive burden. According to the Minimal Attachment 
Principle, the most cognitively economical pattern 
“Vtr+NP ＋ PP” is adopted. Sentence 14, however, 
complies with the Right Association Principle, and the 
most complicatd syntactic pattern “Vtr+NP” is chosen. 
The following 3 figures show the difference of the 
corresponding tree diagrams.  

 
Figure 18. The tree diagram of the ambiguous ” Vtr+NP＋PP” 
construction governed by the Minimal Attachment Principle 

 
Figure 19. The tree diagram of the ambiguous “Vtr+NP” construction 

governed by the Right Association Principle 

 
Figure 20. The tree diagram of the Garden Path sentences 

The variation of the PP modifiers is the main reason 
which causes the GP phenomenon. Besides, the change of 
the predicate verb can also produce GP phenomenon. 
Before the occurrence of “fainted”, the predicate of 
Sentence 14 is assumed to be “read” and the 
corresponding syntactic rule is “VP→Vtr NP”. All is 
changed after the appearance of “fainted”. The word 
“read”, according to the “RRC →  Vpass NP” rule, is 
downgraded as the verb in the clause, and “ fainted” , 
however, is upgraded as the main verb of the whole 
sentence. The readjustment of the main verb also causes 
the GP phenomenon. 

Sentence 14, being one of the typical GP sentences, 
entails a modifier variation and a verb change, and its 
decoding state curve is divided into 4 phases. 

The first phase is the transition state before the 
occurrence of the word “fainted”, something like the 
“Vtr+NP ＋ PP” pattern in line with the Minimal 
Attachment Principle. The curve is “Start － 1(S0) －
11(NP0)－12(NP1)－13(NP2)－1(S0)－2(S1)－4(VP0)－5 
(VP1)－11(NP0)－12(NP1)－13(NP2)－5(VP1)－7(VP2)
－16(PP0)－17(PP1)－18(PP2)－7(VP2)－9(VP3)－2(S1)
－3(S2)－backtracking”. 

The second phase is from the restart of the decoding 
to the match of the NP. The state curve of the decoding is 
“Restart － 1(S0) － 11(NP0) － 12(NP1) － 13(NP2) －
19(RRC0)－20(RRC1)―11(NP0)－12(NP1)－13(NP2)”. 

The third phase is the backtracking after the 
occurrence of the prepositional phrase. Its decoding state 
curve is as follows:  “20(RRC1)―21(RRC2)－15(RRC)
－ 13(NP2) － 1(S0) － 2(S1) － backtracking”. The 
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backtracking in the third stage is the second reentry, 
which is represented with dotted lines. 

 
Figure 21. The “push-pop” pattern of Garden Path sentences 

The fourth stage is from the end of the backtracking 
to the success of the decoding. After a second reentry, the 
grammatical categories of the word “read” and the phrase 
“to Chrysanne” are determined, which gives a rapid 
processing of Sentence 14. The state curve of the “push-
pop” concerning the stage in discussion is as follows:  
14(PP) － 16(PP0) － 17(PP1) － 18(PP2) － 14(PP) －

20(RRC1)―21(RRC2)－13(NP2)－1(S0)－2(S1)－6(VP0)
－ 8(VP2) － 9(VP3) － 2(S1) － 3(S2) － success. The 
following figure shows the detailed procedures. 

D.  Contrasting the Complexity of the Transition States 
in Line with Varied Patterns 

As Figure 21 shows, there are two backtrackings, four 
levels of pushing down and five hierarchical layers in the 
decoding process of Sentence 14. The decoding of 
Sentence 14 is clearly much more complicated than that 
of Sentence 13. The following table is the contrastive 
data concerning the 3 kinds of decoding procedures of 
Sentence 13 and Sentence 14.  

As shown in Table VI, the hierarchical levels of the 
patterns of “Vtr+NP ＋ PP”, “Vtr+NP” and the GP 
sentences are respectively three, four and five, and the 
first two patterns have no backtrackings. Among the three 
patterns, the levels of pushing downs of GP sentences 
amount to as high as four levels, showing a much higher 
complexity than the former two patterns. 

VIII.  CONCLUSION 
Globally ambiguous sentences and GP sentences 

have different syntactic structures. The ambiguous 
sentences entail a number of decoding selections and the 
successful decoding of GP sentences must exert a kind of 
single-selection system of semantic trigger, showing a 
higher cognitive burden. The reason why the decoding of 
GP sentences is more complex than the others lies in that 

the data structure of the GP sentences turns out to be a 
cognitive tree diagram with an indispensable 
understanding repetition. The augmented transition 
networks (ATNs) allow greater application of showing 
various states of decoding, thus significantly contributing 
to our understanding of the difference between globally 
ambigous sentences and GP sentences.  

 
TABLE VI.  

THE CONTRAST OF THE COMPLEXITY OF THE 3 KINDS OF DECODING 
PATTERNS OF SENTENCES 13 AND 14 
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Abstract—Timely design, development and marketing of 

new service with creative and innovative features are 

essential for service firm. Context-aware service, in which 

contextual information is used to adapt the behavior of 

service automatically to user’s situation and need, is 

recognized to open up new opportunities for the service 

creation and service innovation. However, despite of 

technological possibility, context-aware service is still in its 

infancy. Lack of systematic methodology for service logic 

design is one of problems limiting the usage of contextual 

information to greatest extent. In this paper, we propose 

petri net as formalism for building a logic model of context-

aware service. We make a further study about the dynamic 

behaviors and properties of the context aware service model, 

such as deadlock, invalid transition and inconsistency, etc. 

On this basis, we present a scenario-based method to design 

context-aware service model. A guidance system for elderly 

with dementia is designed by this method and the result has 

partly proved the effectiveness of our model and algorithm.  

 

Index Terms—context-aware, service design, scenario-based, 

petri net 

 

I.  INTRODUCTION 

Emerging systems of 3G and beyond make it possible 

to acquire contextual information from sensors, 

localization systems, RFID tags and other mobile 

devices[1]. The information can be used to adapt the 

behavior of services automatically to the user’s situation 

and need, resulting in so-called context-aware services[2]. 

Among them, location-based service, such as in-car 

navigation system which has been available and 

successful for many years, is an important type of 

context-aware application. Context-aware service is very 

similar to location-aware service, except that a wide 

variety of contextual information is utilized. For example, 

mobile tourist guide system recommends place to visitor 

based on the current location, personal preference and 

visitor distribution. Pervasive healthcare system monitors 

patient’s vital sign of life (e.g. blood pressure, heartbeat 

and temperature) through sensors anytime and anywhere. 

When any of these vital signs become abnormal, alerts 

are issued and certain reactions are scheduled. Context 

awareness may increase the usability of the service, and 

adds value. It has been recognized that context-aware 

service opens up new opportunities for the service 

creation and service innovation. 

Context-aware service environment is generally 

complicate and dynamic. Unlike static desktop computer-

based system that is driven by, or heavily relies on user’s 

explicit input as command, context-aware systems stress 

delivering services to users in natural and non-intrusive 

way, without distracting them from their tasks[3]. This 

requires the underlying service logic of context-aware 

system should be highly autonomous. Context, as implicit 

input to system, should be utilized as fully as possible to 

reduce the interaction between user and system, and 

personalize service. Therefore it is unsuitable to simply 

copy service scenario of desktop computer-based system. 

Context-aware applications need to draw on the cognitive 

science and user experience in the design process. Only 

on this basis building context-aware service that make it a 

benefit, rather than a hindrance to users [3]. 

Most of current design frameworks for context-aware 

application are predominantly software-oriented[3], in 

which service logic design process is ignored under the 

assumption that the service logic is explicit. Service logic 

formulation process is actually sensor-driven, and the 

context-awareness is generally additional function to the 

service. This is very practical and reasonable in early 

stage of the technology development, when the available 

contextual information is limited. However, with more 

and more information sources providing different types 

of context which can be used by the service, service need 

to be designed in high-level and from holistic perspective.  

In this paper, we propose a systematic approach to 

context-aware service design. Our work is based on the 

assumption that there exists appropriate technology and 

methodology to implement the service logic once it has 

been established, which is the area studied extensively by 

middleware design and software engineering.  

The rest of the paper is organized as follows. Section 2 

presents the related works in systematic methodology of 

service development. Section 3 proposes a unified logic 

model of context-aware application. We also explore the 

service logic design method based on scenario analysis in 
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section 4, and a design case is discussed in section 5. 

Section 6 concludes the paper.   

II.  RELATED WORK 

According to the widely accepted formal definition of 

context by Dey and Abowd[4], “context is any 

information that can be used to characterize the situation 

of an entity. An entity is a person, place or object that is 

considered relevant to the interaction between a user and 

an application, including the user and the application 

themselves.” 

Systematic methodology of service development is 

researched in service engineering field, where service 

engineering is specialization of software engineering that 

targets the development of applications for consumption 

by end-users[5]. Here the concept of service is narrower, 

referring to a set of software which has certain functions. 

Among various methodologies, model-driven architecture 

(MDA) is regarded as more suitable [5]. Achilleos et al. 

propose a model-driven development process based on 

MDA paradigm. Designers can define context model at 

an abstract level and the definition of proactive rules for 

modeling context-aware behavior by a dynamic petri net 

is introduced[6,7]. Serral et al. propose a method 

applying the MDA guidelines for developers to properly 

specify context information in a set of models and to 

automatically generate the code of context-aware 

pervasive systems from these models[8]. Kapitsaki et al 

propose architecture and a model-driven methodology for 

development of context-aware composite applications[9].  

In general, these efforts focus on implementing service 

logic efficiently and flexibly. The methodology we 

propose in this paper can be viewed as complementary to 

the work above. The main point of the methodology is to 

transform service scenarios into effective service logic 

model, which is independent of sensor and platform.  In 

our early research, we have proposed a context aware 

service petri net model which focuses on the structural 

aspect [10].  In this paper we also consider the dynamic 

properties of service and reflect these properties in the 

presented model.  

Ⅲ.  A UNIFIED FRAMEWORK OF CONTEXT-AWARENESS 

Context-awareness implies determining the situation of 

the user and environment, and tailoring operation to the 

current context in user-friendly and effective way. We 

present a formal model in logical level, which can cover 

the wide variety of possible applications.  

A.  Context model and Context Reason 

Let   be the set of concept representing the semantic 

meaning of context. We represent context as first-order 

logic predicate, which is often adopted in context 

model[11]. Formally, our model has basic form of 

1 2 k( )Predicate a ,a ,...a , Where 1 2, ,..., ka aPredicate a   are 

the arguments of the predicate.  

Since what is represented in service logic model is the 

relation of context and corresponding action being 

triggered, context in model is actually context type 

description, or condition that the context satisfies. So by 

using variable and set description in argument list to 

represent context type and conditions. For example, 

network_connection_device(x,{PDA,laptop,cell-phone}),   

or simply, network_connection_device(x, portable), refers 

to the context that the user access network with portable 

device, including PDA, laptop, and cell-phone. Context 

representation in following part of this paper refers to 

context type representation, which we will not mention 

specifically. 

Contexts can be classified into two categories based on 

the means by which context is obtained, i.e. sensed 

context and inferred context. Sensed context is acquired 

from physical sensor or virtual sensor. For instance, 

physical location can be got through GPS, gender and age 

can be acquired from customer database which can be 

regarded as virtual sensor here. Sensed context reflects 

the basic facts that can be detected. 

More facts about the situation can be inferred on the 

basis of sensed context and domain knowledge by context 

reasoning. This kind of context is called inferred context. 

For example, from the sensed context that there are 10 

people in Room 203 and powerpoint is running at the 

same time, it can be deduced that there is a presentation 

in Room 203.  

Generally, knowledge in the form of rule can be 

expressed as follows: 

1

k

i

 1 2 1 2( , ,... ) ( ... ),mi i i i ncontext x x x context y y y  

Where , 1,2,... ,icontext i k  and context are predicates.  

Definition 1. Let S be set of sensed context. The 

inferred context set KI  is defined recursively as follow: 

(1) If ,S  K   then KI  

(2) If  ,KS I  K   then KI                 

Where K denotes the entailment operation by the 

knowledge base K.                                                            ■ 

Knowledge base here should be interpreted in broader 

sense, including explicit knowledge, as well as implicit 

knowledge and corresponding process. According to this 

definition, if “powerpoint is running in Room 203” is a 

sensed context, through knowledge base, we can infer 

there is a presentation in Room 203, so the context 

“Presentation in Room 203” is an inferred context. If we 

know another sensed context “More than five people sit 

in chair”, then we can know there is a conference in 

Room 203. Hence, “Conference in Room 203” is also an 

inferred context. 

We define a special context, true context, denoted as 

truec , which is always true. It can be viewed as a type of 

special sensed context. 

We use _ ( , )action result a  to represent context resulted 

from taking action a in context .  

Let A be a set of action taken by the service.   

Definition 2. Let RA be a set of result context by action 

set A. RA is defined recursively as follow: 
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(1) If ,KS I   a A , _ ( , )action result a   , then 

AR   

(2) If ,K AS I R   a A , _ ( , )action result a   , 

then AR                                                                      ■ 

  From the definition, we can see that the result context 

is not just determined by the action, but also the context 

within which the action is performed. Result context can 

also be regarded as precondition to trigger another action. 

Hence, the result context actually represents process 

information, that the contexts having occurred and the 

actions having been performed.  

B.  Context-aware service model 

Context awareness exploits contextual information to 

adapt the service’s behavior. Context-aware service 

model is the logic model which represents the service 

reaction in certain contexts. 

(i). Definition of Context-aware service model 

We employ petri net, which is regarded as proper to 

model dynamic system, to model context aware service. 

In our context-aware service model, a context is 

represented by a place and an action is represented by 

transition. The flow relation reflects the condition and 

result relation between context and action. With the aim 

of adaption to the characteristic of context-awareness, we 

put some restrictions on the model. First, The place 

representing sensed context or inferred context have a 

token when it is true, have no token when it is false, and 

does not transfer token when the transition in its 

postcondition set is fired. In other word, the acquiring 

and losing of tokens in these places depends on its value 

of corresponding context, having no relation with 

transition. Therefore the indegree of every place 

representing sensed context and inferred context is zero. 

Second, we define that every place can be used only one 

time to trigger the transition in its postcondition set. At 

last, the model must be acyclic digraph. 

Definition 3. We define context-aware service petri 

net as follow: 

(1) Context-aware service petri net is a tuple 

( , , , , )P TCSPT P T F f f , where P is a set of places, T is 

a set of transitions, F is a set of arcs, which 

( ) ( )F P T T P    , :P K Af P S I R   , which is function 

assigning context to each place, :Tf T A , which is 

function assigning action to each transition. The 

precondition and postcondition of places and transactions 

is denoted as follow: 

,x P T   { ( , ) }x y y x F   ; 

,x P T   { ( , ) }x y x y F   . 

(2) Service petri net ( , , , , )P TCSPT P T F f f  should satisfy 

following rules. 

Rule 1: p P  , if ( )P Kf p S I  , then ( ) 0d p


 , if 

( )P Af p R , then ( ) 1d p


 , where ( )d p


 is indegree of p. 

Rule 2: { ( ) _ ( , )}Pt T t f action result t t      , i.e. 

the outplaces of the action transition are its result context 

places. 

Rule  3: ( , , )P T F  is an acyclic digragh.                      ■                                       

Definition 4. Given ( , , , , )P TCSPT P T F f f , we define 

a state of it as a pair ( , ),M   where M is a marking, 

: {0,1},M P  and : {0,1}P  ,which is function indicating 

the times of places having been used to fire transition.    ■                                                                

We use 0 0( , )M   to represent initial state of service 

petri net, where 0M  and 
0  are defined as follows: for 

every places p in P, if ( )P truef p c , then 0 ( ) 1M p  , otherwise 

0 ( ) 0M p  ; for every places p in P, 
0 ( ) 0p  . 

Definition 5. Given ( , , , , )P TCSPT P T F f f  and a 

state ( , )M  , a transition t is said to be enabled, if and 

only if: , ( ) 1 ( ) 0p t M p p     .              ■ 

Definition 6. Given ( , , , , )P TCSPT P T F f f , a state 

( , )M   and an enabled transition t , on firing t , the state 

( , )M   is changed to ( ', ')M  , such that: 

(1)  if p t   then '( ) 1M p    

(2)  if ( )P Ap t f P R    then '( ) 0M p   

(3)  if p t , then '( ) 1p  , otherwise '( ) ( )p p    ■ 

For example, after the firing of transition t1, the state 

shown in  figure 1-a is changed to state in figure 1-b. 

Because the tokens in sensed or inferred context places 

depend on the value of the context, there exist state 

changes not produced by firing transition. Therefore two 

states only different in number of tokens in sensed or 

inferred context places can be viewed as equal states,  

such as state in figure 1-a and state in figure 1-c are equal 

states, which are only different in number of tokens in 

sensed or inferred context places. 

Definition 7. Given ( , , , , )P TCSPT P T F f f  and two 

states 1 1( , )M  , 2 2( , )M  , the two states are equal, denoted 

as 1 1 2 2( , ) ( , )M M  , if and only if : 

1 2 1 2: ( ( ) ( )) ( ( ) ( ) ( )) p Ap P p p f p R M p M p        ■ 

Given a transition t and two states 1 1( , )M  and 2 2( , )M  , 

if t is enabled in one of equal state of 1 1( , )M   including 

1 1( , )M  itself, it is denoted as 1 1( , )M t . If 1 1( , )M t  and t 

is fired, changing to state 2 2( , )M  , we denote this process 

as 1 1 2 2( , ) ( , )M t M  .  

Suppose 1, , ...,m m nt t t  is a transition sequence, 

1 1( , ), ( , ), ...( , )m m m m n nM M M     is a state sequence, if 

1 1( , ) ( , )i i i i iM t M    , m i n  , then it is denoted as 

1 1 1( , ) ... ( , )m m m m n n nM t t t M      
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Given ( , , , , )P TCSPT P T F f f  with initial state
0 0( , )M  , 

state ( , )n nM   is a reachable state, if and only if there 

exists a transition sequence as 
1 2, , ... nt t t , such that 

0 0 1 2( , ) ... ( , )n n nM t t t M   

Definition 8. Context-aware service is a tuple 

( , , , )KCS S K I CSPT , where S is a set of sensed context, 

and K is knowledge base, KI  is a set of inferred context 

and CSPT is a set of context-aware service petri net.        ■             

Therefore, according to the above model we proposed, 

context-aware service design including determining 

sensed context set, knowledge base, inferred context set 

and service petri nets. Result context set can be 

determined when designing service petri net.  

(ii). Property of context-aware service model 

According to the definition 5 and 6, we can deduce that 

each context place can only be used one time to fire the 

action transition. Thus common context places in 

precondition sets may result in mutual exclusive relation. 

However as a precondition to invoke action, one 

context may be needed not only one time. But using  one 

place to represent this context may result in deadlock in 

execution, as shown in figure 2-a. This problem can be 

solved by representing same context in two places, as 

figure 2-b. Result context can also be used like this, i.e. 

action can produce several result context places mapping 

to same context (i.e. with same meaning) to invoke 

actions.   

Definition 9. Given ( , , , , )P TCSPT P T F f f , 1 2,t t T , 

1 2,t t  are mutually exclusive, if and only if 1 2t t    . ■ 

In order to be easy for analyzing the performance of 

the model, we use true context as common context to 

realize mutually exclusion. For example, in figure 3-a, 1t , 

2t are mutually exclusive. 

From the definition, we can easily deduce that the 

necessary condition of enabling a transition t is that all 

predecessor transitions of t have been fired. Therefore, 

for two exclusive transitions it and jt , the successor 

transitions of jt  will not be enabled if it  has been fired, 

and vice versa.  

Improper exclusion between transitions may result in 

some transitions never being enabled in any reachable 

state. Figure 3-a shows an example, in which transition 

3t  can’t be enabled no matter which transition, 1t or 2t , is 

fired. 
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Figure 1. Some examples of the context-aware service model 

p1

t1 p3 t2 p4

p2

p1

(a)

t1 p3 t2 p4

p2

p1'

(b)

fP(p1) = fP(p1')

 

 

Figure 2. Deadlock caused by common place and solution 
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Definition 10. Given ( , , , , )P TCSPT P T F f f with an 

initial state 0 0( , )M  , t T , we call t an invalid transition 

if and only if there does not exist a reachable state, such 

that t can’t be enabled in this state or its equal states.      ■                                                                                

Proposition 1 Given ( , , , , ),P TCSPT P T F f f  t is an invalid 

transition, if and only if t has a mutually exclusive 

predecessor transition or has at least two mutually 

exclusive predecessor transitions 

Proof. sufficiency. If t has an mutually exclusive 

predecessor transition, then apparently the firing of 

predecessor transition disable firing of t, t can’t be 

enabled if the predecessor transition have not been fired. 

If t has at least two mutual exclusive predecessor 

transitions, then in any time at least one of them can’t be 

fired. Therefore t can’t be enabled.  

necessary. Since we assume that all contexts have 

possibility to be true, it suffices just to consider the result 

context. If t is an invalid transition, there is at least one 

result context place in the precondition set of t which will 

never get a token. Let N  be subgraph which is the union 

of maximal directed path to t. Since N  is acyclic digraph, 

there is 1 1 2 2, , , , ... ,kt p t p t t , which is topologic sequence of 

places and transitions in N . Therefore, we can prove that 

0 0 1 2( , ) ... kM t t t t  

According to this assumption, 0 0 1( , )M t , if 1t  is 

fired, 1( ) 1M p  . Since 1t  has no exclusive transitions in 

1 2, , ... kt t t , firing 1t will not change the tokens and times 

of firing places in precondition set of 2 , ...t  and kt . If 

0 0 1( , ) ... ( , )i i iM t t M  , then for 1 1 1{ }
pre pre

j i i it t t t    , jt  

has been fired. Hence  1( , )i i iM t  , i.e. 1it   is enabled in 

a state equal to ( , )i iM  . Therefore 0 0 1 2( , ) ... kM t t t t . 

This contradicts to the hypothesis that t is an invalid 

transition.                                                                          ■ 

For example, we can easily find out in figure 3-a, t3 has 

two mutual exclusive predecessor transitions, t1 and t2. No 

matter which transition is fired, t3 can’t be enabled. 

Another example is shown in figure 3-b. t2 has an 

mutually exclusive predecessor transition t1. If t1 is fired, 

context place p will lose the token, result in that t2 can’t 

be enabled. If t1 has not been fired, t2 can’t be enabled 

because context place p2 has no chance to acquire a token.    

With the aim of not making the model too complex, we 

require that in our model, exclusion occurs in the 

selection of two branches without common successor, not 

in every pair of transitions which can’t be fired 

concurrently. This ensures that the model having no 

invalid transition and not be too complex on the other 

hand. 

Ⅳ.  SERVICE DESIGN BASED ON SCENARIO.  

Context-aware service logic describes the service 

process in various situations, in particular the service 

reaction to the context change. We propose a scenario-

based method in logic designing process. 

Scenarios are stories about people and activities[9]. 

Each scenario describes a partial behavior arising in 

restricted situation[12], and can be regarded as a 

particular case of how the system is to be used. Scenarios 

are recognized to be very appropriate for reactive systems 

external behavior description[12].  

There are three stages in our proposed method: 

describing scenario in service petri net models, 

constructing knowledge base, and model refinement. 

A.  Scenario description in service petri net models 

Scenario is a story describing what happens to the user 

and the service reaction. The original scenario is acquired 

by experience and imagination. Developers, designers or 

the potential users can give their scenarios from different 

viewpoints.  

A scenario is composed of actors and events. Actors 

are replaced by variables in description. There are two 

types of event: internal event, which corresponds to an 

action taken by the system, and external event, which is 

the human activity or environment change.  

Let intE  be a set of internal events, extE  be a set of 

external events, resultE  be a set of result event, for each 

event in which has a corresponding event in intE .  

Suppose resultEe' , its corresponding internal event is 

e, intEe  , we define the semantic meaning of result 

event 'e  is that e has happened. This is consistent with 

result context we have defined in last section.  

An internal event which represents a system action 

may also results in other consequence, such as 

environmental change or human activity. This result is 

regarded as the external event, which can be sensed of 

inferred.  

Therefore, we can describe scenario in service petri net 

model structure by analyzing the relation of events in 

semantic level. We use nodes to represent events. Let 

t1

p2 t2

p3p1

p4

fP(p)=ctrue

p
t3 p5

p1

t1

p2

p3

t2 p4pfP(p)=ctrue

(a)

(b)  

Figure 3. Exclusive transitions leading to transition never be fired 
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( , ; )G P T F , where ,C RP E E   
intT E . Every arc 

in F is determined as follows rules. 

Rule 1: For ,i jv v P T  , if i ext resultv E E  , 
intjv E ,  

iv  is one of condition to invoke ,jv ( ) 0id v


 , then 

{( , )}i jF F v v   

Rule 2: For ,i jv v P T  , if i ext resultv E E  , 
intjv E , 

iv is one of condition to invoke ,jv ( ) 0id v


 , then insert 

an node 'iv ,i.e. { '}iP P v   such that 'iv  represents 

the same external event as 
iv  , {( ', )}i jF F v v    

Rule 3: For ,i jv v P T   , if 
int ,iv E ,j resultv E   

jv is 

result event of iv , which means iv  has happened, 

then {( , )}i jF F v v    

For example, we have a scenario: Bob’s caregiver 

gives a medicine schedule. When it is time to take 

medicine, the system checks that Bob has not got his 

medicine from medicine cabinet, the system sends a 

remind information to Bob. Bob fetched medicine, the 

system checks and determines it is right type and amount, 

so finishes the service. The above scenario can be 

represented in petri net model, as shown in figure 4.  

Apparently in the initial model developed from single 

scenario, which has no different options of every episode, 

there are no exclusive transitions. 

B.  Constructing context structure and knowledge base 

In the initial petri net models, external event is 

regarded as place representing context. We use context 

description and parameter list to replace each event 

in extE . Then we analyze each context description and 

define its corresponding context type. Context types of 

sensed context can be directly determined by sensor data. 

When we define this kind of context type, we can just 

specify its semantic meaning and acquisition method. 

By the context that we can’t acquire directly, i.e. 

inferred context, we should define how to determine it 

from sensed context and knowledge. This can either be 

done by specifying the inferred context and its 

relationship with other contexts, or making full use of 

machine learning techniques to acquire the knowledge 

automatically. 

For example, the context “party” in one room can’t be 

directly sensed. But if the sound, the light and the number 

of people in the room are sensed by the system, whether 

there is a party in the room can be deduced. Therefore, 

the corresponding knowledge can be expressed by a 

rule:

_ _ ( , ) _ _ ( ," ")

_ _ ( , )

_ _ ( ," ")

sound in room x light in room x on

number of people x

activity in room x party





  

 



 

Where ,   are predefined values. 

Not all the knowledge can be represented explicitly in 

rules. The knowledge base is a broader concept here. For 

example, the high-level context like “lying down” can be 

learned from the individual audio and video data streams, 

such as in [13]. Actually the result model after training is 

knowledge. 

Therefore, in design phase we need to specify the 

context relationship and the structure of knowledge base. 

However, some parameter and knowledge content can’t 

be determined in advance. 

 

It is possible that some contexts can’t be determined by 

current technology and knowledge. The service model is 

ineffective if there is undetermined context. In this step, 

ineffective models should be deleted. 

C.  Model refinement 

Initial models needing to be refined arise from two 

facts. First, the initial consideration may be imprecise or 

incompatible, especially in dealing with single scenario. 

Second, there may be same episode in similar scenarios, 

the corresponding model need to be synthesized. 

There are two steps in model refinement: checking 

model consistency and model synthesis. 

(i). Checking model consistency 

Let : ( ) ( )P KG P P P S I  , ( ) { ( ) }P PG X f x x X  ,  where 

( )P P and ( )KP S I  are the power sets of places P and 

KS I  respectively.  

If 1 2( ) /{ } ( ) /{ }true true
p pG t c G t c    and 1 2( ) ( )T Tf t f t , 

then we can know that either 1t or 2t is imprecise. 

1 2( ) /{ } ( ) /{ }true true
p pG t c G t c   means that not considering 

true context, the set of contexts which the places in 2t  

represent is the subset of contexts which the places in 1t  

represent. If contexts represented by the places in 2t  are 

sufficient to trigger the action, then there is at least one 

context place in 1t  is redundant. On the contrary, if each 

context place in 1t  is necessary, then 2t  is not sufficient 

t1 p2p1

p3

t2

p5

p4

t3

p6

t4 p8p7

p9

t5

p10

p1 : scheduled time                     p3 : having not taken medicine           

p4 : having taken medicine        p7 : fetch medicine                  

p9 : right medicine                     t1 : check if  having taken medicine

t2 : remind to take medicine      t5 : permitting to fetch medicine 

t3 : end of the service                 t4 :check if it is right time and right type and amount  

Figure 4. Petri net representation of scenario 
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to trigger the action. So developer should check the 

condition and the action to correct imprecise 

representation in such kind of cases. 

Besides imprecise representation, there may be conflict 

caused by incompatible action. In a consistent model, if 

there are more than two transitions fired in same contexts, 

the action that the transitions represent should be 

compatible, or, in other word, the conflict action is not 

permitted.  

Let 
1 2,t t T , if 1 2( )/{ }= ( )/{ }true true

p pG t c G t c  , 1( )Tf t , 

2( )Tf t  should be compatible. That is to say, if the contexts 

represented by the places firing t1 and t2 are same, the 

actions that t1 and t2 represent should be compatible. 

More generally, if
1 2

( ) ( ),P Pf p f p
p t p t
  
  1( )Tf t and 

2( )Tf t  should be compatible.  

1 2

( ) ( )P Pf p f p
p t p t
  
 

 means  the contexts enabling 

transition t1 are true implies  contexts enabling transition 

t2 are true, For instance, if 1( ) { ( , 30 )}CPG t temperature y   , 

2( ) { ( , 25 )}PG t temperature y C   , then we can easily 

conclude that ( , 30 ) ( ,25 )temperature y C temperature y C  . 

Developer needs to guarantee that concurrently firing the 

two actions would not lead to confliction.  

(ii). Model synthesis 

Two transitions are viewed equivalent if they represent 

same action and occur in same context.   

Definition 11. Given 1 2,t t T , t1 and t2 are equivalent 

transitions, denoted as 1 2t t ,  if and only if 1 2( ) ( )T Tf t f t  

and 1 2( ) /{ }= ( ) /{ }
true true

p p
G t c G t c                                   ■ 

Suppose ( , , , , )P TCSPT P T F f f ,and 1 1 1 1( , , )N P T F

2 2 2 2( , , )N P T F , 1N and 2N are the two connected 

components in CSPT . Let 1,2 1 1 1{T t t T   and 2 2t T   

such that 1 2}t t ,  1,2T  is the transition set of 1T  which 

has equivalent transition in 2T . If 1,2T  , then the two 

components need to be synthesized. 

Similarly we can define 2,1 2 2 2{T t t T   and 1 1t T   

such that 1 2}t t . Obviously, there exist a bijection 

1,2 2,1: T T  , such that 1,2 , ( )t T t t     

Let ( ) { ' ,SuccT t t p P   such that ( , ) ( , ') }t p F p t F     

be a direct successor transition set of t. We perform 

synthesis by algorithm SynthesizeComponent  shown in 

figure 5. 

The synthesized model is a component which can also 

be synthesized with other component having equivalent 

transitions. Thus repeating the algorithm, we will get a 

refined model.  

Proposition 2. Algorithm SynthesizeComponent will 

not produce invalid transitions in the synthesized model. 

Proof. By Proposition 1, invalid transition is resulted 

from exclusion between transitions. Since the initial petri 

net model is developed from single scenario which has no 

branches and exclusions, exclusion occurs in neighbor 

transitions when synthesizing two components by 

algorithm. So for any two exclusive transitions, neither of 

them is successor of another, and they don’t have 

common successor transitions when synthesized because 

they belong to different components. On the other hand, 

since the exclusive neighbor transitions are not equivalent 

transitions, successors of any transition will not have 

equivalent transition in successors of another. Hence the 

successors of two exclusive transitions will never be 

synthesized and the two exclusive transitions will not 

have common successor. According to proposition 1, no 

invalid transition will be produced in the model. 

Ⅴ.  CASE STUDY 

We adopt scenario-based method to perform logic 

design of a guidance system which helps elderly with 

dementia in their daily life. Impaired episodic memory, 

that is, memory of personally experienced events, is the 

symptom most commonly associated with mild to 

moderate dementia[14][15]. Older people with dementia 

often forget to do or doing something they have planed, 

such as taking medicine, visiting old friend, etc. 

Guidance system will remind them and help them to 

complete their activities. This will reduce the burden of 

Reminding, alerting and notifying caregiver (or doctor, 

etc.) are basic service of service is by no means simply 

providing reminding information as schedule. For 

example, elderly with dementia often forget to take 

medicine, and on the other hand if they have taken 

medicine, they may also forget they have done. 

Reminding without judge may lead to taking medicine 

second time which is not less harmful as not taking. 

Therefore the system should monitor the activities of 

elderly and provide proper help. In addition, providing 

minimal prompts is a one of criteria in designing such 

kind of system. This is to guarantee the elderly with 

dementia try their best to exercise their brains to delay the 

deterioration of dementia[16]. So the system should try to 

remind when the elderly really forget.  

Assume that elderly, beds, medicine cabinet and other 

items are equipped with wireless sensors and radio 

frequency identity (RFID) tags, enabling that the activity 

such as sleeping, getting medicine or putting the 

medicine back can be detected by the system. We 

develop different scenarios from various views, and each        
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including the situations that elderly may encounter and 

corresponding reactions of the system. Each scenario is 

represented in initial petri net model, as shown in figure 6. 

When it’s time for the elderly to take medicine and 

meanwhile the medicine in cabinet has not been fetched, 

system reminds the elderly in different forms according 

to the situation. Specifically, If the elderly is sleeping at 

that moment, then system deals with that information, 

else system reminds him/her to take medicine and 

scenario 1 and 2 describe these two situations. When the 

elderly moves towards the cabinet to fetch medicine, 

system responses to different conditions. Particularly, if 

it’s right time for taking medicine, then the system 

records the behavior without sending out any information. 

If it is wrong time, the system sends out remind message 

asking him/her to put the medicine back, and monitors 

the successor activity to guarantee that the medicine are 

put back in time. In addition, some medicine, called 

emergent medicine in the case, e.g. pain reliever, are not 

in schedule list but are needed sometimes. When system 

checks these kinds of medicine are taken from cabinet, it 

reminds the elderly to read drug description and records 

the event to avoid taking the second time during a short 

period. These different conditions are shown in scenario 3, 

4, 5 and 6. When the elderly puts the medicine back to 

the cabinet, the system checks whether the medicine is 

new or old, and responds to each situation. Scenario 7 

and 8 describe this process.  

In knowledge base construction phase, we just analyze 

every place in initial petri net model and determine the 

context type, without considering more details about 

acquiring every context, which heavily depends on the 

development framework. The contexts in the case are not 

complicate, and can be sensed or inferred. 

In model refinement phase, we check the consistency 

of the model. After checking the scenario 4 and 5 in 

figure 6, we can easily find out that 6 6'( ) ( )P PG t G t   , 

6 6( ) ( ')T Tf t f t .Therefore, according to model consistency 

checking rule mentioned in section 4, we can know that 

there is a redundant context place. In our case, this 

redundant context place is 16 'p . By checking our scenario 

we can see when the patient fetches the wrong medicine, 

no matter where he locates, the remind information 

should be send out immediately. Hence, the context 

away_from_cabinet(x) is redundant and it needs to be 

eliminated. In addition, some parts in the case also need 

Algorithm  SynthesizeComponent  

Input 1 1 1 1( , , )N P T F ,
2 2 2 2( , , )N P T F  

Output 1 2 1 2 1 2 1 2( , , )N P T F     which synthesizing 
1N  and 

2N  

 Begin                                                                                                                                       /* begin 0 */ 

     1 2 1 2P P P   , 1 2 1 2T T T   , 1 2 1 2F F F    

 for each t  in 
1,2T  and 

1,2( )SuccT t T          

    for each 
Succ

t  in ( )SuccT t  and 1,2

Succ
t T    

begin                                                                                                                      /* begin 1*/ 

         
result succ

P t t     

                          
1 2 1 2 {( ( ), ) }

result
F F t p p P     

1 2 1 2 {( , ) }
result

F F t p p P     

                      for each 
neighbor

t  in ( ( ))SuccT t            

                             if 
neighbor

t  and 
succ

t  are exclusive  

begin                                                                                                /*begin 2*/ 

           CreatePlace( p ) 

           ( )
true

Pf p c   

          1 2 1 2 {( , ), ( , )}
neighbor succ

F F p t p t    

                end                                                                                               / * end of begin 2*/ 
             end                                                                                                                  / * end of begin 1*/ 

1 2 1,2{P p t T     such that }p t p t      

 1 2 1 2 1 2 1,2{( , )i j iF F v v v P T       or 1 2 1,2}jv P T   

 1 2 1 2 1 2P P P     

 1 2 1 2 1,2T T T    

  end                                                                                                                                    / * end of begin 0*/ 

Figure 5. Algorithm of model synthesis 
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to be synthesized. For example, in scenario 1 and 2, we 

can see 1 1( ) ( ')P PG t G t   , 1 1( ) ( ')T Tf t f t , therefore,  we can 

facilitate synthesizing the two scenarios according to 

algorithm SynthesizeComponent, and other scenarios can 

be synthesized similarly. 

Figure 7 shows part of the final synthesized model, 

related with reminding to take medicine when it is 

scheduled time, system checking when fetching medicine 

from cabinet and putting back medicine. The component 

in figure 7-a is the synthesized result by scenario 1 and 2. 

Component in figure 7-b is the synthesized result by 

scenario 3, 4, 5 and 6 and the last component in figure 7-c 

is the synthesized result by scenario 7 and 8. 

Ⅵ.  CONCLUSION.  

Context-aware service logic describes the reaction of 

service in certain context or to certain context change. In 

requirement analysis and logic design phase, service 

scenarios can help designers to develop rich types of how 

the service maybe used in dynamic environment. In this 

paper, we propose scenario-based top-down method to 

create and refine context-aware service logic. The method 

can be viewed as complementary to current service 

engineering research, which enables developers to 

implement service logic in flexible and efficient ways. 
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Figure 6. Scenarios represented in initial petri net model service for elderly with dementia 
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By scenario-based method, developers and users can 

describe the target system from different point of views. 

Different scenarios can be systematically dealt with. The 

compatibility, consistency between scenarios can be 

checked semi-automatically and models can be 

synthesized automatically, where human activity is 

focused on semantic level. This will reduce the burden of 

developers.   

However, the design process is also state-of-art. 

Experience and technology background play an important 

role in whole process. The semantic analysis can’t be 

automatic. When designer give scenario description, 

he/she should select appropriate granularity of every 

event, which requires deeply understanding of service 

program.  

In addition, we view every scenarios having same 

importance in this method. But not every scenario is the 

best way to provide the service and bad scenario will 

result in unreasonable logic model. We need a method to 

measure the scenario before we construct the model.    

Our research work is just in preliminary stage. Further 

application of our method should be taken into account in 

future. The method need to be improved in order to be 

appropriate for more complicated applications.  

ACKNOWLEDGEMENT 

We would like to express our sincere appreciation to 

the anonymous reviewers for their insightful comments, 

which have greatly aided us in improving the quality of 

the paper.  

This research work was supported by the National 

Natural Science Foundation of China (Grant No. 

70771017, 70890080, 70890083) 

REFERENCE 

[1] Gabriella Castelli, Marco Mamei, Franco Zambonelli, 

“Engineering contextual knowledge for autonomic 

pervasive services,” Information and Software Technology, 

vol.50, no.1-2, pp.36-50, 2008. 

p1 t1
p2

p2 '

t2 p6

p3

t3 p7

p5

p4

p3

p8 t4

p10

p10'

t5 p13

p9

t6

p15

p11

p17

p15'

p10"
t7 p14

p12

t8 p19

p18

t9 p20

p16

p18

p21 p22

p23

p22'

t11 p25

p24

t12 p26

t10

fP (p1): shedule_time(x,y)

fP (p3): ﹁fetched_medicine(x,y) 

fP (p4): sleeping(x)

fP (p5): ﹁sleeping(x)

fP (p8): fetched_medicine(x,y) 

fP (p9): right_time_and_medicine(x,y)

fP (p11): wrong_time_or_medicine(x,y)

fP (p12): emergent_medicine(x,y) 

fP (p16): away_from_cabinet(x)

fP (p17): ﹁put_back(x,y) 

fP (p18): put_back(x,y) 

fP (p21): no_system_request(x,y)

fP (p23): old_medicine(x,y) 

fP (p24): new_medicine(x,y) 

fT (t1): check if x has taken medicine y

fT (t2): deal with remind information when x is asleep 

fT (t3): remind x to take medicine y

fT (t4): check if it is right time for x to fetch y

fT (t5): record that x has taken y

fT (t6): remind x that he/she has fetched wrong medicine

fT (t7): remind x to read drug description and record

fT (t8): remind x to put back medicine one more time

fT (t9): end the service this time

fT (t10): check the medicine and schedule

fT (t11): remind to take medicine as schedule

fT (t12): record medicine amount 

(a)

(b)

(c)
 

Figure 7. Part of finally synthesized logic model service for elderly with dementia 

216 JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012

© 2012 ACADEMY PUBLISHER



[2] Mark de Reuver, Timber Haaker, “Designing viable 

business models for context-aware mobile services,” 

Telematics and Informatics, vol.2006, no.3, pp.240-248, 

2009. 

[3] Nicholas A. Bradley, Mark D. Dunlop, “Toward a 

multidisciplinary model of context to support context-

aware computing,” Human–computer interaction, vol.20, 

no.4, pp.403–446, 2005.  

[4] Anind K. Dey, Gregory D. Abowd, Daniel Salber, “A 

conceptual framework and a toolkit for supporting the 

rapid prototyping of context-aware applications,”  Human-

Computer Interaction, vol.16,no.2-4, pp.97-166, 2001. 

[5] Georgia M. Kapitsaki, George N. Prezerakos, Nikolaos D. 

Tselikas, Iakovos S. Venieris, “Context-aware service 

engineering: A survey,” The Journal of  Systems and  

Software, vol.82, no.8, pp.1285–1297, 2009. 

[6] Achilleas Achilleos, Kun Yang, Nektarios Georgalas, 

“Context modelling and a context-aware framework for 

pervasive service creation: A model-driven approach,”   

Pervasive and Mobile Computing, vol.6, no.2, pp.281-296, 

2010. 

[7] Achilleas Achilleos, Kun Yang, Nektarios Georgalas, 

Manooch Azmoodech, “Pervasive service creation using a 

model driven petri net based approach,” International 

Wireless Communications and Mobile Computing 

Conference, pp.309-314, Aug.6-Aug.8, 2008, Crete, 

Greece.  

[8] Estefanía Serral, Pedro Valderas, Vicente Pelechano, 

“ Towards the model driven development of context-aware  

pervasive systems,” Pervasive and Mobile Computing, 

vol.6, no.2, pp.254-280, 2010. 

[9] Georgia M. Kapitsaki, Dimitrios A. Kateros, George N. 

Prezerakos, Iakovos S. Venieris, “Model-driven 

development of composite context-aware web 

applications,”  Information and Software Technology, 

vol.51, no.8, pp.1244–1260, 2009. 

[10] Tao Lu, Qian Hao, “Scenario-based context-aware service 

design,” 7th International Conference on Service Systems 

and Service Management, pp.509-514, Jun.28-Jun.30, 

2010, Tokyo, Japan. 

[11] Anand Ranganthan, Roy H. Campbell, “An Infrastructure 

for Context-Awareness Based on First Order Logic,” 

Pervasive Ubiquitous Computing, vol.7, pp.353-364,2003 

[12] J.M. Carroll, “Five Reasons for Scenario-Based Design,” 

Interacting with Computers, vol.13, no.1, pp.43-60, 2000. 

[13] R. Dssouli, S. Some, J. Vaucher, A. Salah, “A service 

creation environment based on Scenarios,” Information 

and Software Technology, vol.41, no.11, pp.697–713, 1999. 

[14] O. Brdiczka, J.L. Crowley, P. Reignier, “Learning situation 

models for providing context-aware services,” Proceedings 

of Universal Access in Human-Computer Interaction, 

UAHCI 2007, in: Lecture Notes in Computer Science, vol. 

4555, Springer, 2007. 

[15] Hua Si, Seung Jin Kim, Nao Kawanishi, Hiroyuki 

Morikawa, “A Context-aware Reminding System for Daily 

Activities of Dementia Patients,” 27th International 

Conference on Distributed Computing Systems Workshops, 

June 22-June 29,2007, Toronto, Canada  

[16] Joseph P. Wherton, “Andrew F. Monk. Technological 

opportunities for supporting people with dementia who are 

living at home,” International Journal of Human 

Computer Studies, vol.66, no.8, pp.571–586, 2008. 

[17] Kejun Du, Daqing Zhang, Xingshe Zhou, Mossaab Hariz, 

“ Handling conflicts of context-aware reminding system in 

sensorised home,” Cluster Computing, DOI 

10.1007/s10586-009-0091-1. 

[18] Claudio Bettini, Oliver Brdiczka, Karen Henricksen, 

Jadwiga Indulska, Daniela Nicklas, Anand Ranganathan, 

Daniele Riboni, “A survey of context modelling and 

reasoning techniques,” Pervasive and Mobile Computing, 

vol.6, no.2, pp.159-256, 2010. 

[19] Tarak Chaari, Dejene Ejigu, Frédérique Laforest, Vasile-

Marian Scuturici, “A comprehensive approach to model 

and use context for adapting applications in pervasive 

environments,” The Journal of Systems and Software,  

vol.80, no.12, pp.1973-1992, 2007. 

[20] Chulhyun Kim, Suhwan Choe, Changwoo Choi, Yongtae 

Park, “A systematic approach to new mobile service 

creation,” Expert Systems with Applications, vol.35, no.3, 

pp.762-771, 2008. 

[21] Oh Byung Kwon, “Modeling and generating context-aware 

agent-based applications with amended colored Petri nets,”  

Expert Systems with Applications, vol.27, no.4, pp.609–

621, 2004. 

JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012 217

© 2012 ACADEMY PUBLISHER



 

A Self-adaptive and Real-time Panoramic Video 
Mosaicing System 

 
Lin Zeng and Dexiang Deng 

School of electronic information, Wuhan University, Wuhan, China 
Email :{zenglin.whu, whuddx}@gmail.com 

 
Xi Chen* 

Institute of Microelectronics and Information Technology, Wuhan university, Wuhan, China 
Email: robertcx@whu.edu.cn 

 
Yunlu Zhang 

School of Computer information, Wuhan University, Wuhan, China 
Email: zhangyunlu850527@gmail.com 

 
 
 
Abstract—In real-time monitoring process, resolution must 
be set against field vision. There are two problems in the 
real-time monitoring procedures, which are: the field vision 
is too small to capture the target completely and a larger 
field vision with low resolution . In order to solve these 
problems, a new type of real-time panoramic monitoring 
systems becomes necessary. In this paper, we proposed a 
new adaptive video mosaicing algorithm based on SIFT 
algorithm and template matching method. By real-time 
adjusting and updating the mosaicing position of adjacent 
two images to establish the optimal mosaic line, we can both 
made full use of the accuracy of feature matching and the 
simplicity of template matching. Experimental results show 
our algorithm not only has good matching rate but also 
reduces the time complexity, which make it very suitable for 
the application which requests high real-time performance. 
 
Index Terms—Video mosaicing, panoramic, SIFT, real-time 

I. INTRODUCTION 

Traditional video monitoring system has limited filed 
vision, and there is a difficult problem on monitoring all 
events in 360 degree range at the same time, which all 
make the monitoring blind area, is necessary to the 
monitoring system improvement. The generation of 
panoramic video is one of the key methods. There are 
mainly three methods to generate panorama video based 
on three kinds of panoramic camera currently:  

One kind is composed of single cameras equipped 
with fish eye lens. But fisheye lens has poor average 
resolution and irreversibility distortion on close range 
images. The inconsistency of viewpoint on various parts 
of image may lead to the difficulties of post process.  

The second kind panoramic camera is to change the 
lights come into it by the principle of light refraction and 
light reflection, such as FullView [1] [2].It constructed a 
multilateral body with plane mirror, which make multiple 
camera view mirror overlap at one point virtually, this 

method effective constructs a panoramic and virtual 
camera that can capture the image video frame rate. Its 
filming image has high resolution, good effect and can 
achieve the video frame rate, makes it applicable to sports 
complex environment. With the help of adjusting 
exposure and brightness of the camera, it can form 
panorama video without post algorithm processing. It is 
the best way to establish real-time panoramic video 
mosaicing system, but the necessary auxiliary optical 
components require strict accuracy, the modeling 
procedures are quite tedious and time-consuming, at the 
meantime, the cost is high.  

The finally kind panoramic camera is by the help of 
multiple cameras with different directions, for example, 
Flycam panoramic camera system [3]. This plan can 
capture different images on different angles and different 
spaces by multiple fixed position cameras and then to 
mosaic the scenes to get the panoramic images. It can 
also provide a higher resolution and just need ordinary 
camera to capture images. It can make any shape without 
any special equipment. But because of the inconsistent 
camera viewpoint, especially in the overlapping area of 
adjacent images existing long shot and close shot 
simultaneously, the ghost [5] it is hard to avoid. 

Panoramic video mosaicing systems used for 
monitoring have the higher requirement of real-time and 
resolution, our system based on the third kind of 
panoramic camera motioned above, it is small in size and 
easy to installation and maintenance, and at the same time 
it can adjust the size of mosaicing area adaptively with 
high resolution by our Self-adaptive optimal mosaic line 
matching algorithm. 

II.  RELATED WORK 

Panorama image generation mosaicing is one of the 
key methods to generate panorama image, by combining 
multiple overlapping image about the same scene into a 
panoramic images. A classic example panorama 
application is QuickTimer commercial software [6] by *. Corresponding author: Xi Chen (Email: robertcx@whu.edu.cn) 
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Apple Company. It generates cylinder panorama image in 
some key point positions, and, on each key positions, it 
can realize the eye-gaze continuous variation and achieve 
scene roaming by the jump between key points positions. 

Kyung and others advances an effective algorithm to 
build cylinder panoramic image mosaicing. By 
equidistance matching the images horizontal 
photographed by cameras, they generate the cylinder 
panoramic image based on horizontal motion model, and 
they can effectively Estimated the focal length of used 
cameras by dichotomy algorithm. It is the most 
commonly used methods currently. And our paper uses it 
as a foundation. Shum and Szeliksi [7] put forward a 
panoramic image mosaicing algorithm, using image 
construct a complete panoramic image mosaicing system, 
this is the typical representative of image mosaicing 
technique.  

Difference from traditional video surveillance 
system，panoramic video surveillance system can provide 
viewers with a complete 360o view． MA Li，ZHANG 
Mao-jun，XU Wei, etal.[8]designed KD-PVS ，one 
embedded high resolution panoramic video surveillance 
system ． They introduces the multiple-camera 
configuration and video mosaicing algorithm to stitch the 
video data from multiple camera sources into the 
panoramic video．KD-PVS system is very convenient for 
various situations ， warehouses ， prisons ， mobile 
monitoring ， etc ， especially useful for indoor 
monitoring．  ZHAO Hui and others [9]presented an 
improved fully-automatic image mosaic algorithm is．By 
sorting the unordered image sequence and roughly 
computing the translation offset between adjacent images 
to speeds up corner match procedure and improves 
matching stability ,and then using RANSAC algorithm to 
eliminate outliers to ensure effectiveness of the matched 
corner pairs ， finally using a multi-band blending 
technique to generate the final panorama．It has less blur 
or ghost effect after blending，especially when there are 
noise，moving objects， repeated texture and small 
overlaps presented in the images． 

YIN Run-min，LI Bo-hu, etal. [10] constructed a 
cylindrical panoramas view of a scene from an image 
sequence by using multiple image matching algorithms 
according to self-relation variant after precise focal lens 
searching adaptively to redraw the accurate overlapping 
image horizontally and vertically． In order to improve 
the visual field of photos，FENG Yu-ping，DAI Ming，
SUN Li-yue [11] presented an optimized algorithm of 
automatic image mosaic based on frequency and time 
domains．By adopting the frequency phase correlation to 
sort the unordered image sequence and to estimate the 
overlapping area firstly, and then using the bidirectional 
greatest correlative coefficient to obtain the initial feature 
point pairs，and combining the image mean with the 
linear weight function to implement image mosaic finally, 
it can efficiently solve the difficulty in confirming 
corresponding points and achieves the desired visual 
effect in mosaic images with notable illumination 

difference 
Multiple static cameras or PTZ(Pan-Tilt —

Zoom)cameras are often used to monitor activities over a 
wide area in video surveillance system Miao Li-gang[12] 
studies the video compositing algorithm of multiple static 
cameras and video mosaicing algorithm to proposes a key 
frame based video mosaicing approach for PTZ 
cameras．these frames are selected based on the amount 
of overlap and abundance of the texture information．All 
frames are matched to their latest neighbor key frames，
and then back-ground model parameters are updated for 
the overlapping regions．Key frames have very high 
alignment accuracy，so it can create accurate background 
image of the scenes that the moving object has traversed． 

From these priors’ researches mentioned above, we 
propose our self-adaptive optimal mosaic line matching 
algorithm to adjust the size of mosaicing area adaptively 
with high resolution for real-time monitoring system. 

III. DESCRIPTION OF REAL-TIME PANORAMIC VIDEO 
MOSAICING  

Our real-time panoramic video mosaicing system is 
comprised of three modules: Video Acquisition Module, 
Images Process Module, and Real-time Update Module. 
The framework of our system is shown as Fig.1. 

The establishment of our system based on the 
problems we meet on our process of prior images mosaic, 
the mainly problems are shown as following:(1) Because 
of the oversize of our cameras’ volume, there are external 
geometric distortions caused by the lack of coincidence in 
physics amongst each camera viewpoint; (2) Because of 
the oversize of our cameras’ angle and the short-focus, 
there are internal geometric distortions;(3) Because of the 
lack of same projection plane amongst the images taken 
by multiple camera arrays, mosaicing them directly will 
destroy the visual consistency of actual scenery;(4) 
Because of the existence of long shot and close shot, 
there will be ghosts generated for the reason of depth of a 
field in the real –time process of mosaicing the overlap 
areas between the adjacent images; (5) Because of the 
automatic adjust brightness function of camera when 
meeting inconsistent brightness scenes; there are external 
optical output image distortions of output image after 
mosaicing for the different brightness of images taken by 
the different cameras. 

Video Acquisition Module is comprised of 8 camera 
arrays to get the 360 degree panorama, This camera array 
put scheme as shown in Fig 1, the height of it is 11cm, by 
configuring it as octagon with its sides is 10cm, and the 
angle between each camera is 45°. The focal length of 
each camera’s lens is 3mm, and the each visible angle of 
these cameras is 90 °. In order to reduce the influence of 
the size of the camera, we choose common pinhole 
camera and make our best effort to keep the light heart 
consistent (as close as possible) and all the cameras in the 
same horizontal as far as possible. 
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Figure 1. The Framework of Real-time panoramic video mosaicing system 

 

 
 

Figure 2. camera arrays 
 
Images Correction Module is used to cylindrical 

transform the images captured by acquisition module; 
there are mainly two tasks (or two sub-modules) in this 
module. The first one is to correct the inconsistent 
amongst these images caused by some of the cameras’ 
parameters, such as the internal image distortions caused 
by the oversize view angle of our pinhole cameras.the 
unprocessed and corrected images are shown as Fig.3 and 
Fig.4 separately.  

This problem must be solved before mosaicing 
process. Our system adopted the camera calibration 
deformation correction method mentioned in [13] by 
Liansheng Sui, Haitao Wang and Jiulong Zhang,etal. The 
second one is to achieve image pre-matching by SIFT 
(Scale Invariant Feature Transform) algorithm [14]. In 
our system, this task is used as initialization stage to 
process our images. For SIFT algorithm is a mature 
method, the details of it do not have to be further 
mentioned in our paper.  

The last module is Real-time update module, it is used 

as real-time image mosaicing stage compared with the 
SIFT process sub-module. It is designed to improve the 
defects of unchanged mosaicing line, by the instruction of 
real-time updating of the mosaicing line, it can resolve 
the mosaic ghost generated by the inconsistent viewpoint 
of camera arrays totally. As it is the most important 
module in our system, we will have a detailed discussion 
about this module in the next section. 

Finally, to make the mosaic area smooth and to 
enhance image quality, we used a linear weighted fusing 
method to avoid the intensity disparity and color disparity 
on the mosaicing line. By adding the image pixel values 
of the areas’ points with a certain weight values, it 
generates a new image on the overlapping area. 

 

 
 

Figure 3. uncorrected image 

1. Video Acquisition Module 

Distorted images Corrected images 

Self-adaptive optimal mosaic line matching algorithm. 

2. Images  

Process 

Module 

. . .

Stored 

matrix table  
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3.Real-time 
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3.Sift algorithm initial matching 
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Figure 4. corrected image 

IV. SELF-ADAPTIVE OPTIMAL MOSAICING ALGORITHM  

A. Significance and Procedures  
Theoretically, if all cameras of a video collection 

system can overlap in a single point of view, the 
panoramic images mosaicing is just needed in the initial 
process, i.e., using video collection system to collect the 
first frame image. Once the geometry parameters 
amongst the images collected by each camera is 
computed, and if it is in conformity with the parameters 
computed in the initial process, the subsequent part can 
take some mosaics transformation directly. 

But there are lots of problems in application, take 
FlyCam system [4] for an example, for the parameters of 
the image mosaicing is computed only one time, it can 
realize real-time images processing speed. But at the 
same, it will lead to very serious ghost [4] phenomenon. 
Because of the volume of the camera itself, and for the 
keep changing distance among cameras and the scenes or 
objects it takes, it will make the images’ geometry 
parameters constantly change finally. With this in mind, it 
is necessary to adopt a self-adaptive real-time adjusting 
algorithm in the process of subsequent video frame 
mosaicing, which has to consider the mosaic precision 
and real-time capability at the same time. 

After considering various image matching algorithm, 
we advances a new type of self-adaptive optimal 
mosaicing algorithm. As mentioned in the section 3, there 
are two phases on image matching process, the first one 
is initial matching phase using SIFT algorithm, the 
second one is real-time image mosaicing stage using 
self-adaptive optimal mosaicing algorithm, the latter 
algorithm belongs to one of template matching 
algorithms .so we can give consideration to both the 
precision of SIFT algorithm and the simplicity of 
template matching algorithm. 

There are mainly four steps in the initialization 
process of our system. Firstly, we cylindrical transform 
the images collected by video acquisition array module to 
solve the inconsistent visual in the process of image 
mosaicing. Secondly, we extract the images’ SIFT feature 
points and match them by RANSAC algorithm. Then, we 
mathematical operate the matched feature points by 
singular value decomposition to product preliminary 

affine matrix (short for H matrix) of adjacent images. 
Finally, we refine H matrix by ML algorithm to calculate 
the image mosaicing line at this time. So far, the 
initialization process is finished. 

Now the initial matched results amongst adjacent 
images already are for sure. For image acquisition system 
with fixed camera, through optical imaging principle and 
large number of experiments, it is shown that, there is no 
change on vertical offset of cylindrical image overlapping 
areas, which means they can be determined by the initial 
matched results; on the other hand, the horizontal offsets 
are keeping changing. Therefore, our system uses 
template matching algorithm, for it has the small amount 
of calculation, to real-time match and adjust the 
horizontal offset of image overlapping areas. 
B．Algorithm designing 

Theoretically, if the camera viewpoint is consistent, 
the overlap area between adjacent cameras is shown as 
Fig.5. In this circumstance, long shot or close shot, the 
overlapping areas have the same proportion of the two 
adjacent images. It only takes one time to pre-match the 
two images to make sure the overlapping area between 
them. But, for there are multiple cameras in our Video 
Acquisition Module , the problem of inconsistent 
viewpoint is unavoidable ,shown as Fig.6.Right now, the 
overlap range is decided the shot are long or close shot, 
close shot with a narrower overlapping area, long shot 
with a wider overlapping area, vice versa. There is blind 
spots existing if the camera is little too close. In the 
real-time process, for the kept changing overlapping areas, 
it is necessary to use the self-adaptive mosaicing method 
to get the new mosaicing area. In this section, we will 
discuss the designing of our algorithm to real-time 
self-adaptive optimal mosaicing video stream. 

 
Figure 5. overlap area of consistent viewpoint 

 

 
Figure 6. overlap area of inconsistent viewpoint 
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Algorithm: Self-adaptive optimal mosaicing Algorithm 
 
Input: video streams  
Output: the optimal panoramic mosaicing video 
1: Correcting images collected by camera arrays 
2: Initial image matching stage 

2.1 feature values of the images=SIFT(images)  
2.2 H matrix=RANSAC(feature values of the images) 

0 1 2

3 4 5

6 7 8

m m m
H m m m

m m m

⎧ ⎫
⎪ ⎪= ⎨ ⎬
⎪ ⎪
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2.3 IML (Initial Mosaicing Line )= Perspective Transformation (H) 
0 1 2

6 7 8

3 4 5

6 7 8

'   
, :  

' , ' :    '  
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2.4 Serializing the table of IML: <L1,…L7> to the disk 
3: Inputting two images  
4:Self-adaptive image matching stage 

4.1 taking one line of  IML L1 as the template baseline  
(L1 in the left images of the two adjacent ones) 

4.2 setting the (IMT)Initial Matching Template based on L1 
4.3 taking the line of IML L2 as the matching area baseline 

(L2 in the right images nearest to L1’) 
4.4 setting the TMA (template matching area )based on L2 

TMA =( L2-△x, L2+△x);  
4.5 for( int i=0;i++;i<10) 
4.6   Similarity (xi )=Similarity(IMT, TMA) ;              

 12 2 2
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x y

x y x y
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∈

∈

=

=

∑

∑
 

4.7   argMax (△xi)=Max(Similarity), 
4.8   Return △xi 
4.9 L2= L2+△xi 
4.10 Return L2 

5: Return to the step 3 to take the next two images. 
6: Getting the optimal mosaicing line of the adjacent images as IML<L1’,…L7’ > 
7: Setting the OMA (optimal matching area) based on the optimal IML 
8: Fusing Image:                                               

(x'',y'') (x',y') (x,y)

(x'',y'') (x',y') (x,y)

(x',y') (x,y)(x'',y'')

:

(1 )   
(x,y) (x,y) (x,y) (x,y)

(x',y') (x',y

r r r (r ,g ,b )  RGB  of  Point on IMT,

g d g d g where d (0,1) and (r ,g

b b b

⎡ ⎤ ⎡ ⎤⎡ ⎤
⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥= + − ∈⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

:

:
') (x',y') (x',y')

(x'',y'') (x'',y'') (x'',y'') (x'',y'')

,b ) RGB  of  Point  on TMA,

(r ,g ,b ) RGB  of  Point  on OMA,

  

9: Return optimal mosaicing images 
10: Taking the next frame of the input video streams 
11: Iterating the step3 to step 9 to the last frame of the video streams 
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There is another problem about our proposed 
algorithm. At line 4.5 of the algorithm description, we 
actually search along the horizontal direction( that is 
x-direction). However, the most generic case is to search 
along the line L2, which is defined by perspective 
transformation (its formula is at line 2.3). In other words, 
in most general case, the line L2 is not necessary 
horizontal, so only searching along horizontal direction 
will sometimes fail to find correspondence. In a sum, my 
algorithm is only suitable for the specific case that only 
translation exists between adjacent images and rotation 
between them is not allowed.  

However, there is no scaling and rotation relationship 
amongst output images of our cameras cluster in our 
system, it is suitable for the plan of engineering design, 
although not comprehensive enough in terms of theory 

V. RESULTS 

Experiments are conducted on a computer with 
Pentium 4, 2.4GHz CPU, 1GB RAM based on VC 6.0 
program, and eight pinhole cameras cluster. By taking 
eight primary images with the resolution of 480*260, we 
can get the panoramic mosaicing image with the 
resolution of 3580*480 at the mosaicing speed of 25fps. 

By the SIFT algorithm, we can get the geometric 
relationship between the adjacent cameras, which is 
shown as Tab.1. <m0,…, m8> are the parameters of the H 

matrix. The content under ‘The i-th camera’ means the 
values of number i camera in our panoramic camera 
cluster, the range of i is from 1 to 7, for the values of 8-th 
camera can be determined by the former seven cameras. 
The x-offset is horizontal offset between the adjacent 
images. The Y-offset is vertical offset between the 
adjacent images.Fig.7 is the picture of our panoramic 
camera cluster. The panoramic mosaicing images are 
shown as Fig.8, Fig.8 and Fig.10; they are the 20-th, 
150-th and 320-th frame of the panoramic mosaicing 
video streams separately.  

 

 
 

Figure 7. Panoramic camera cluster 

Table.I Geometric relationship between the adjacent cameras 

H 
matrix 

The i-th camera 
1 2 3 4 5 6 7 

m0 0.988 0.978 0.953 0.8960 0.931 0.971 0.8356 
m1 -0.026 0.071 -0.031 -0.018 -0.021 -0.018 -0.0328 
m2 -244.033 -318.886 -336.569 -308.124 -342。178 -331.481 -271.874 
m3 -0.023 -0.004 -0.059 -0，031 -0.045 -0.061 -0.046 
m4 0，987 0.796 0.930 0.951 0.871 0.894 0.9713 
m5 -10.749 1.966 -25.312 -23.418 -21.596 1.851 -15.6478 
m6 0 -0.000 0 -0.0001 0 -0.0001 0 
m7 0 0 0 0 0 0 0 
m8 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
X-offset 239 150 127 122 104 134 129 
Y-offset 1 1 -2 0 -1 0 1 

 

 
Figure 8. The 20-th frame of the panoramic mosaicing video streams  

 
Figure 9. The 150-th frame of the panoramic mosaicing video streams  
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Figure 10. The 320-th frame of the panoramic mosaicing video streams  

 

 
Figure 11. The Point Grey’s LadyBug2 

 
The Fig.11 is an image outputted form designed 

method by Point Grey’s LadyBug2 Cop., the technology 
of which is used by GoogleMap panoramic image 
mosacing. By the comparison of blurring upon zooming 
into the red boxes in Fig.11 and Fig.10, ghost in the 
former one and nonexistent in the other one, we can draw 
a conclusion that our method has better performance in 
panoramic image mosacing. 

VI. CONCLUSION 

To solve the problems in the real-time monitoring 
systems, such as the field vision is too small to capture, 
etal. We designed this real-time panoramic monitoring 
system, which can output the panoramic video signals in 
a range of 360 degree. Firstly, we use the improved SIFT 
algorithm to compute the geometric relationship between 
the adjacent cameras for pre-matching. Facing the 
problem of inconsistent viewpoint, we take the 
self-adaptive template matching method to adjust the 
images matching at every stage or moment, which make 
our system very suitable for the application which 
requests high real-time performance.  

Our algorithm can settle the ghost phenomenon 
caused by the constantly changing depth of a field, and 
with the help of linear weighted fusing method, we can 
eliminate the intensity disparity resulted from the 
different cameras. The entire above-mentioned designing 
make our system has the characteristics of good real-time, 
high resolution and ideal effect of video mosaicing.  
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Abstract—Recent research has shown the significant 
vulnerabilities of collaborative recommender systems in the 
face of profile injection attacks, in which malicious users 
insert fake profiles into the rating database in order to bias 
the system’s output. A single Support Vector Machine 
(SVM) approach for the detection of profile injection 
attacks, however, suffers from low precision. With this 
problem in mind, in this paper we propose a meta-learning-
based approach to detect such attacks. In particular, we 
propose an algorithm to create the diverse base-level 
training sets through flexible combination of various attack 
types. Combining the created training sets with SVM, we 
construct the base-level and meta-level classifiers. Based on 
these classifiers, we present a meta-learning-based detection 
algorithm which uses the meta-classifier to integrate the 
outputs of the base-classifiers and generates the final results 
of detection. The diversities among the base-classifiers 
effectively reduce the correlation of the misclassifications 
and improve the predictive capability of the meta-level. We 
conduct comparative experiments with a single SVM and 
the voting-based ensemble method on different-scale 
MovieLens datasets. The experimental results show that the 
proposed approach can effectively improve the precision 
under the condition of holding a high recall.  
 
Index Terms—meta-learning, support vector machine, 
profile injection attacks, attack detection, collaborative 
filtering recommendation 
 

I.  INTRODUCTION 

Collaborative filtering recommender systems [1] can 
filter out the information to satisfy the users’ interest 
according to the established user profiles and actively 
recommend the information to users. It provides an 
effective way to solve the information overload problem 
on the Internet and it has become an important part of 

many e-commerce sites. Due to its natural openness, 
however, some malicious users artificially inject a large 
number of fake profiles into the system in order to bias 
the recommendation results to their own advantage. 
These attacks, where a malicious user inserts fake profiles 
into the rating database to influence the system’s 
recommendation behavior, have been termed “shilling” 
attacks or “profile injection attacks” [2]. To distinguish 
the genuine profiles, we usually call the fake profiles as 
attack profiles. Attack model is an approach for attackers 
to construct the attack profiles according to the 
knowledge about the recommender system’s rating 
database, products, users, etc. According to its 
construction strategy, the attack model can be divided 
into the random attack, bandwagon attack, average attack, 
segment attack, etc [3-5]. For the different purposes of 
attacks, profile injection attacks can be divided into push 
attack and nuke attack [6], which increase and decrease 
the recommendation frequency of the target item 
respectively. The strength of profile injection attacks is 
measured by attack size and filler size [7]. Attack size is 
the ratio between the number of attack profiles and the 
number of genuine profiles in a recommender system. 
Filler size is the ratio between the number of ratings in an 
attack profile and the number of all items in the 
recommender system. In the face of the various attack 
types, therefore, how to effectively identify and resist 
profile injection attacks has become an urgent problem to 
be solved for the well development and extensive 
application of collaborative filtering recommender 
systems.  

Recently, the detection of profile injection attacks has 
become a hot research area in collaborative filtering 
recommender systems. Chirita et al. [8] proposed several 
statistical features to describe attack profiles for the 
detection of high-density attack profiles. Su et al. [9] 
developed a similarity spreading algorithm to detect 
simple groups of attack profiles. Mehta et al. [10-12] 
presented a PCA-based detection algorithm by using 
Principal Component Analysis (PCA) technique to filter 
out the attack profiles. PCA-based algorithm is effective 
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for detecting various attack types. But it needs to know 
the total number of attack profiles injected into the rating 
database of the recommender system before detecting, 
which is difficult to estimate in practice. Bryan et al. [13] 
proposed a detection algorithm, which is called UnRAP, 
to identify the attack profiles by introducing the variance 
adjusted mean square residue. This algorithm can detect 
random attack and average attack successfully, but it can 
not detect bandwagon attack. Hurley et al. [14] designed 
supervised and unsupervised Neyman-Pearson detectors 
based on statistical detection theory. These detectors can 
only detect the attack profiles which have the specific 
distributions. He et al. [15] used rough set theory to 
detect attack profiles. They simply take the feature values 
of user profiles as the condition attributes of the decision 
table to perform the operations of reducing data and 
generating rules. This method can detect most of the 
attack profiles, but the precision is low. Burke et al. [16-
18] trained three supervised classifiers (i.e. KNN, C4.5 
and SVM) to detect the attacks by extracting the features 
of user profiles. Of the three classifiers, SVM has the best 
detection performance. To effectively identify the various 
attack profiles in practice, which are constructed by 
various attack models at various attack sizes and filler 
sizes, the training set of SVM needs to contain enough 
attack samples. Although this operation can ensure that 
the classifier has the capability of detecting most of the 
attack profiles in the recommender system, the 
classifier’s precision is poor due to the fact that too many 
genuine profiles are misclassified as attack profiles. In 
our previous work, we presented an improved PCA-based 
detection algorithm by introducing the normal cloud 
model theory and explored its effectiveness when 
detecting profile injection attacks with small attack sizes 
[19][20]. In [21], we proposed an anomaly detection 
algorithm based on analyzing rating distribution 
characteristics of item over rating time series and we 
showed our algorithm to be more effective at detecting 
target items than the method described in [22].  

In this paper, we propose a meta-learning-based 
approach to improve the precision of detecting profile 
injection attacks. Our contributions mainly include:  

(1) We propose an algorithm to create diverse base-
level training sets; 

(2) We present a meta-learning-based detection 
algorithm to improve the overall performance of 
attack detection;  

(3) We conduct simulation experiments on different-
scale MovieLens datasets. The experimental 
results show that the proposed approach can not 
only hold a high recall, but also effectively 
improve the precision of the detection. 

II.  THEORETICAL FOUNDATION 

Meta-learning is an ensemble learning approach. The 
underlying idea of this approach is based on relearning 
the existed knowledge to boost overall predictive 
effectiveness. The meta-classifier (or level-1 model) tries 
to acquire how the outputs of the base-classifiers (or 

level-0 models) should be combined to obtain the final 
classification [23].  

Stacked Generalization [24] is one of the most 
commonly used meta-learning methods. The details of 
this method are given as follows.  

Given a dataset {( , ) | 1, 2,..., }n ny n N S x , where 

ny  is the class value and nx  is a vector representing the 

attribute values of the nth instance, N is the number of 
instances in S , this method randomly splits the dataset 

into J almost equal parts 1{ ,..., }JS S . jS  and 

( )j
j

  S S S  are defined to be the test and training set 

for the jth fold of a J-fold cross-validation. ( )jS  is used 

to train K classification algorithms 1{ ,..., }KA A  to 

generate K classification models 1{ ,..., }KM M  

respectively, where 1{ ,..., }KA A  are called level-0 

algorithms, 1{ ,..., }KM M  are called level-0 models or 

base-classifiers. 
For each instance jx  in jS , let 1{ ( ),..., ( )}j K jM Mx x  

denote the predictions of the models 1{ ,..., }KM M  on 

jx , then, all the predictive results create a new dataset:  

1{( , ( ), , ( )) | 1, , }meta j j K jy j L   S M Mx x     (1) 

where L is the number of instances in metaS . metaS  is 

called level-1 training set or meta-level training set. 

metaS  is used to train a learning algorithm to generate a 

classification model metaM , where metaM  is called 

level-1 model or meta-classifier, the learning algorithm is 
called level-1 generalization algorithm. 

Given a new instance q, the level-0 models produce a 
vector 1( ( ),..., ( ))Kq qM M . This vector is input to the 

level-1 model metaM , whose output is the final predictive 

result for q. 

III.  META-LEARNING-BASED APPROACH FOR ATTACK 

DETECTION 

To facilitate the discussions in this section, we 
introduce some symbols: I  is the set of items in the 
recommender system, x is a rating vector in a user profile 
and ( ,..., ,..., )1 irating rating ratingx I , where 

 ,...,i min maxrating rating rating ,  ,1 1ny    is 

the class value of the nth instance, where -1 represents a 
genuine profile and 1 represents an attack profile. 

( ) SVM ( )k kf x x  denotes the prediction of the kth 

classifier SVMk  on x. 

The framework of the meta-learning-based approach 
for detecting profile injection attacks is depicted in Figure 
1. The detection model of meta-learning is in the dashed 
box. This model contains two training processes which 
are base-level training and meta-level training. Both 
levels use SVM as their learning algorithms. The rating 
database and the attack profiles are input to the proposed 
algorithm for creating the base-level training sets. 
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1{ ( ),..., ( )}Kf fx x , which are the predictions of the K 

base-classifiers 1{SVM ,...,SVM }K  on x, are input to 

SVMmeta . The final predictive results of the test set are 

generated by SVMmeta . 

 
Figure 1. Framework of the meta-learning-based approach for detecting profile injection attacks 

A.  Construction of Base-level Classifiers 

To improve the predictive quality of the meta-level 
model, the base-classifiers have to be diverse [25]. 
Stacked Generalization uses the strategy of cross-
validation to create the base-training sets. Although this 
strategy can create different base-training sets, serious 
skew may be introduced to these sets between the attack 
profiles and the genuine profiles. In the skewed training 
sets, the training samples can not accurately reflect the 
data distributions of the entire space and the classifiers 
trained from these sets would be weak [26]. To balance 
the proportion of the training samples between attack 
profiles and genuine profiles, we propose an algorithm to 
create the diverse base-level training sets through 
flexible combinations of various attack models at various 
attack sizes and filler sizes.  

Let  1A %,..., %Pa a  denote P different attack 

sizes,  1B %,..., %Rb b  denote R different filler sizes, 

 1C ,..., Wc c  denote W different attack models and 

targeti  denote the target item. Let quad ( %, %, , )targeta b c i  

denote the set of attack profiles which are constructed by 
attack model c at attack size of %a  across filler size of 

%b  and their target item is targeti . Let getTargetItem( I ) 

be a function to randomly select an item from I . Let 
T {( , ) | 1, 2, , }n ny n N  x  denote the rating database 

of the recommender system, where N is the number of 
user profiles in T which dose not contain attack profiles. 
Let K P R   denote the number of base-training sets 
and Z  denote the set of base-training sets. The 
algorithm for creating the base-training sets is described 
as follows: 

Algorithm 1 Flexible method for creating the base-
training sets 
Input: A, B, C, P ,R ,W, T, I, itarget, K 
Output: Z 

1:Z←   

2:Mark←   

3:For k = 1 to K Do 
4: TAttack Profile←   

5: TGenuine Profile←   
6: flag←0 
7: For p = 1 to P Do 
8:  For r = 1 to R Do 
9:   For w = 1 to W Do 

10:    itarget←getTargetItem(I) 
11:    T←T  {(ye, xe)| xe (a%, b%, c, itarget)}  

/* Insert attack profiles into the rating database */ 
12:    TAttack Profile←TAttack Profile   

{(ye, xe′)| xe′ is xe after features extraction 
of T}  

/* Create samples of attack profiles */ 
13:    If(((p,r,w)Mark) and (flag < W)) Then 

14:     TGenuine Profile←TGenuine Profile   
{(yn, xn′)| xn′ is xn after features extraction 

of T}  
/* Create samples of genuine profiles */ 

15:     Mark←Mark  {(p,r,w)} 
16:     flag←flag+1 
17:    End If 
18:    T←T-{(ye, xe)| xe (a%, b%, c, itarget)} 
19:   End For 
20:  End For 
21: End For 
22: Z←Z  {TAttack Profile  TGenuine Profile} 
23:End For 
24:Return Z 
In the stage of features extraction for user profiles, we 

use the detection attributes described in [17] to extract 13 
features as follows:  

(1) Six generic features are WDMA, RDMA, WDA, 
Length Variance, DegSim (k=450) and DegSim′ 
(k=2, d=963) respectively. These features 
attempt to make an attack profile look different 
from a genuine profile through capturing some of 
the characteristics.  

(2) Seven attack model features are FMD (random 
attack, push), FAC (random attack, push), FMD 
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(bandwagon attack, push), FAC (bandwagon 
attack, push), FMV (average attack, push), FMD 
(average attack, push) and PV (average attack, 
push) respectively. These features are designed 
to recognize the characteristics of known attack 
models. 

Let { ( ),..., ( )}1 13h hV Vx x  denote the feature values of 

hx  in a base-training set. The kth base-training set is: 

z {( , ( ),..., ( )) | , , }1 13 1k h h hy V V h H  x x      (2) 

where H is the number of samples in zk .  

All the base-training sets are as follows:  

1Z {z , ,z }K  .                (3) 

The base-level SVMs learn the base-training sets 
respectively in Z to generate the base-classifiers 

1{SVM ,...,SVM }K . 

In Algorithm 1, the base-training sets still contain 
enough samples of attack profiles in order to effectively 
identify the various attack profiles. That is to say, we do 
not attempt to reduce the misclassifications of the base-
classifiers, but to create the diverse base-training sets 
under the condition that the recommender system is 
attacked by various attack types. These base-training sets 
can increase the diversities of the base-classifiers, as well 
as reduce the correlations of the misclassifications. 
Furthermore, the predictive capability of the meta-level 
can be improved by using these diverse base-classifiers. 

B.  Construction of Meta-level Classifier 

To create the meta-training set, we set K=1 in 
Algorithm 1 to create a base-training set: 

1 13z {( , ( ),..., ( )) | 1,..., }l l ly V V l L x x        (4) 

where L is the number of samples in z.  
The set z is input to the base-classifiers 

1{SVM ,...,SVM }K , whose outputs are used as the meta-

training set:  

1z {( , ( ),..., ( )) | 1,..., }meta l l K ly f f l L x x .     (5) 

We still select SVM as the learning algorithm of the 
meta-level. SVM has a good generalization performance 
and it can find a decision surface that optimally separates 
the instances into two classes based on the Structural 
Risk Minimization Principle. The decision function is as 
follows [27]:  

1

( ) ( , )
M

i i i

i

f sign y a K b


 
 
 
 
x x x             (6) 

where, M is the number of training samples, x is the 
vector of a test sample, ix  and iy  denote the vector 

and class value of the ith training sample, ( , )iK x x  is a 

kernel function, ia  and b are the parameters of the 

model. ia  can be learned by solving following 

quadratic programming problem: 

1 1 1

1
max ( ) ( , )

2

M M M

i i j i j i j

i i j

Q a a a a y y K
  

   x x       

1
. . 0, 0 , , ,1

M

i i ii
s t a y a C i M


        .       (7) 

Since the outputs of the base-classifiers are binary, a 
lot of input data of the meta-level are reduplicative. The 
special advantages of SVM are that SVM is only 
sensitive to the data on the boundary and it only uses the 
support vectors to predict the class value for a new 
instance. The existence of the reduplicative data does not 
affect the classification performance of this algorithm.  

In the end, the meta-level SVM learns zmeta  to 

generate the meta-classifier SVMmeta . 

C.  Meta-learning-based Algorithm for Attack Detection 

Based on the constructed classifiers 

1{SVM ,...,SVM }K  and SVMmeta , we present an 

algorithm to detect profile injection attacks.  
Let T {( , ) | 1,..., }test q qy q Q x  denote the test set, 

where Q is the number of user profiles in Ttest  and qy  

is unseen to the classifiers. Let Tresult  denote the set of 

the final detection results. The algorithm for detecting 
profile injection attacks is described as follows:  

Algorithm 2 The meta-learning-based algorithm for 
attacks detection 
Input: Ttest 
Output: Tresult 

1:Tresult ←   

2:Ttest′←   
3:Ttest′← {(yq, xq′)| xq′ is xq after features extraction 

of Ttest} 
4:For q=1 to Q Do 
5:  For k=1 to K Do 
6:    fk(xq) ← SVMk(xq′)  

/*Generate the outputs of the base-classifiers */ 
7:  End For 
8:  fmeta(xq) ← SVMmeta(f1(xq),…,fK(xq))  

/* Generate the output of the meta-classifier */ 
9:  Tresult ← Tresult  {fmeta(xq)} 

10:End For 
11:Return Tresult 
In Algorithm 2, the base-classifiers firstly generate 

their classification results. Then, the meta-classifier 
integrates these results and outputs the final predictions 
for the test set. Since each base-classifier is obtained 
using different knowledge, the hypothesis space is 
explored differently. Thus, the correlations of the 
misclassifications are effectively reduced. The 
combination in the meta-level performs better than the 
base-classifier and it also performs better than the simple 
voting-based ensemble method. In our experiments 
below, we show support for this intuition. 

IV.  EXPERIMENTS AND EVALUATIONS 
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A.  Experimental Data and Settings 

We select two different-scale MovieLens1 datasets as 
the experimental data in this paper: 

(1) MovieLens 100K dataset. This dataset consists of 
100,000 ratings on 1,682 movies by 943 users. 
All ratings are integer values between 1 and 5, 
where 1 is the lowest (disliked) and 5 is the 
highest (most liked). Each user in this dataset has 
rated at least 20 movies. We partition the dataset 
in half. The first half is used as the parameter T 
in Algorithm 1 to create base-training sets. To 
create each test set, the second half is injected 
with various attack profiles.  

(2) MovieLens 1M dataset. This dataset consists of 
1,000,209 ratings on 3,900 movies by 6,040 
users. All ratings are integer values between 1 
and 5, where 1 is the lowest (disliked) and 5 is 
the highest (most liked). We randomly select 
1,000 user profiles from this dataset as the 
parameter T in Algorithm 1 to create base-
training sets. To create each test set, we 
randomly select 1,000 user profiles to form a 
new set from the remaining dataset and then 
inject various attack profiles into this new set. 

In the stage of training, we set A={1%, 2%, 5%, 10%}, 
B={1%, 3%, 5%, 10%, 25%}, C={random attack, 
bandwagon attack, average attack} in Algorithm 1 to 
create the base-training sets. Then, we combine these 
sets with the methods described in section III.A and 
section III.B to generate the base-classifiers and the 
meta-classifier. These classifiers are generated using 
libsvm2.  

To create the test sets, the attack profiles, which are 
constructed by the attack models of random, bandwagon 
and average attack at filler sizes of 3% and 5% across 
attack sizes of 1%, 2%, 5% and 10%, are individually 
injected into the second half of MovieLens 100K dataset 
and the second 1,000 user profiles of MovieLens 1M 

dataset described above. We randomly select 50 movies 
as the target items for each test. Each of these movies is 
attacked individually and the average is reported for all 
experiments. So, the final metric values in section IV.C 
and section IV.D are the average values of these 
experiments.  

We only detect the push attack in this paper. Through 
changing the ratings of the target item from maximum to 
minimum, we can use the same method to detect the 
nuke attack. 

B.  Evaluation Metrics 

To measure the detection performance, we use the 
standard measurements of recall and precision [18]: 

Recall
TP

TP FN



,                    (8) 

Precision
TP

TP FP



                   (9) 

where, TP is the number of attack profiles correctly 
detected, FP is the number of genuine profiles 
misclassified as attack profiles, FN is the number of 
attack profiles misclassified as genuine profiles.  

C.  Experimental Results and Analysis on MovieLens 
100K Test Sets 

To verify the effectiveness of the proposed approach, 
the test sets are detected individually by three detection 
method which are Algorithm 2 (called Meta SVM), the 
method of a single SVM (called single SVM) in [17] and 
the voting method (called Voting SVM) which 
ensembles the outputs of the base-classifiers through 
majority voting method [28]. 

The detection results of these three methods on the 
MovieLens 100K test sets are shown in Table Ⅰ, Table 
Ⅱ, Figure 2 and Figure 3.

TABLE Ⅰ. 

RECALL ON MOVIELENS 100K TEST SETS FOR VARIOUS ATTACK MODELS 
 AT FILLER SIZE=3% ACROSS VARIOUS ATTACK SIZES 

Attack Model Random Attack Bandwagon Attack Average Attack 

Attack Size 1% 2% 5% 10% 1% 2% 5% 10% 1% 2% 5% 10% 

Single SVM 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Voting SVM 0.98 0.98 0.99 1.00 1.00 1.00 1.00 1.00 0.99 0.99 1.00 1.00 

Meta SVM 0.99 0.99 1.00 1.00 1.00 0.99 0.99 0.99 0.98 0.99 0.99 0.99 

TABLE Ⅱ. 

RECALL ON MOVIELENS 100K TEST SETS FOR VARIOUS ATTACK MODELS 
 AT FILLER SIZE=5% ACROSS VARIOUS ATTACK SIZES 

Attack Model Random Attack Bandwagon Attack Average Attack 

Attack Size 1% 2% 5% 10% 1% 2% 5% 10% 1% 2% 5% 10% 

Single SVM 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Voting SVM 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 

Meta SVM 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.99 0.99 0.99 

1http://www.grouplens.org/node/73 
2http://www.csie.ntu.edu.tw/~cjlin/libsvm 
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Figure 2. Precision on MovieLens 100K test sets for various attack models at filler size=3% across various attack sizes 
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Figure 3. Precision on MovieLens 100K test sets for various attack models at filler size=5% across various attack sizes 

 
 

As shown in Table Ⅰ and Table Ⅱ, most recalls of 
Meta SVM are between 0.99 and 1. These results, which 
are similar to the results of Single SVM and Voting 
SVM, keep at a high level. This is easy to explain, since 
each base-classifier itself can detect most of the attack 
profiles, the integration of these classifiers can still own 
this capability.  

In terms of the attack effects on recommendations, it 
is discovered that the average attack is more powerful 
than others [3][4]. However, as shown in Table Ⅰ and 
Table Ⅱ, Meta SVM is able to effectively identify 
average attacks at various filler sizes across attack sizes 
and the recall can reach 0.99. The reason for these high 
recalls is that the useful classification information of the 
supervised classifier focuses on the training set where we 
had injected enough attack samples.  

Figure 2 and Figure 3 show that the precision of Meta 
SVM has been significantly improved compared to the 

precision of Single SVM and Voting SVM. At 1% attack 
size, the average precision of Meta SVM increases by 6.6 
percentage points and 1.7 percentage points compared to 
the average precision of Single SVM and Voting SVM 
respectively. At 10% attack size, the average precision of 
Meta SVM reaches 0.91 while the average precisions of 
Single SVM and Voting SVM are 0.58 and 0.85 
respectively. These results illustrate the success of Meta 
SVM in reducing the misclassifications. 

D.  Experimental Results and Analysis on MovieLens 
1M Test Sets 

The detection results of the three methods (i.e. Single 
SVM, Voting SVM and Meta SVM) on the MovieLens 
1M test sets are shown in Table Ⅲ, Table Ⅳ, Figure 4 
and Figure 5.  

 
 

TABLE Ⅲ. 

 RECALL ON MOVIELENS 1M TEST SETS FOR VARIOUS ATTACK MODELS 
 AT FILLER SIZE=3% ACROSS VARIOUS ATTACK SIZES 

Attack Model Random Attack Bandwagon Attack Average Attack 

Attack Size 1% 2% 5% 10% 1% 2% 5% 10% 1% 2% 5% 10% 

Single SVM 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Voting SVM 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 

Meta SVM 0.97 0.98 0.98 0.99 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 
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TABLE Ⅳ.  

RECALL ON MOVIELENS 1M TEST SETS FOR VARIOUS ATTACK MODELS  
AT FILLER SIZE=5% ACROSS VARIOUS ATTACK SIZES 

Attack Model Random Attack Bandwagon Attack Average Attack 

Attack Size 1% 2% 5% 10% 1% 2% 5% 10% 1% 2% 5% 10% 

Single SVM 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Voting SVM 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Meta SVM 0.98 0.97 0.97 0.95 0.95 0.98 1.00 1.00 0.99 1.00 1.00 0.99 
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Figure 4. Precision on MovieLens 1M test sets for various attack models at filler size=3% across various attack sizes 
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Figure 5. Precision on MovieLens 1M test sets for various attack models at filler size=5% across various attack sizes 

 

 
As shown in Table Ⅲ, Table Ⅳ, Figure 4 and Figure 5, 

the recalls and precisions of Meta SVM on MovieLens 
1M test sets, whose scale are larger than the scale of 
MovieLens 100K test sets, still keep at a high level.  

In Table Ⅲ and Table Ⅳ, most recalls of Meta SVM 
are 0.99 and the minimum value has reached 0.95. These 
recalls are slightly lower than the recalls of Single SVM 
and Voting SVM. However, we believe that Meta SVM 
is more practical than the other two detection methods. 
Blew, we show the explanations for this viewpoint. In a 
recommender system, a group of attack profiles is 
particularly harmful against the recommendation results 
while the attack effects of several attack profiles is very 
limited [7][10]. In the worst case, the recall of Meta 
SVM only drops by 0.05 percentage points compared to 
the recall of Single SVM. Meta SVM can detect most of 
the attack profiles under the condition of holding high 
precisions while Single SVM and Voting SVM improve 
their recalls through increasing the misclassifications. 

In Figure 4 and Figure 5, the precisions of Meta SVM 
increase with increasing of attack size, take Figure 4(a) 
for example, when the attack sizes are 1%, 2%, 5%, 10%, 
the precisions of Meta SVM are 0.4, 0.6, 0.81 and 0.92. 
These trends are also shown in Figure 2 and Figure 3. 
This is not hard to explain, with increasing of attack size, 
more attack profiles are detected while the number of 
misclassified genuine profiles keeps the same. These 
illustrate that Meta SVM has a good stability when 
detecting the attacks at large attack sizes.  

The precision curves of Voting SVM are closer to the 
curves of Meta SVM in Figure 4 and Figure 5 than the 
curves in Figure 2 and Figure 3. This illustrates that the 
classification performance of Voting SVM is improved 
on the large-scale dataset. However, the precisions of 
Meta SVM are always higher than the precisions of 
Single SVM and Voting SVM. At 1% attack size, the 
average precision of Meta SVM increases by 3 
percentage points and 0.2 percentage points compared to 
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the average precision of Single SVM and Voting SVM 
respectively. At 10% attack size, while the average 
precisions of Single SVM and Voting SVM are 0.58 and 
0.85 respectively, the average precision of Meta SVM 
reaches 0.94 higher than the average precision 0.91 in 
Figure 2 and Figure 3. These results illustrate that Meta 
SVM can effectively detect the attack profiles not only 
on a small-scale dataset but also on a large-scale dataset 
with a high precision. 

V.  CONCLUSIONS AND FUTURE WORK 

The detection of profile injection attacks is an 
important research area in the recommender system. We 
have made some beneficial explorations and attempts in 
this area. We propose an algorithm to create the diverse 
base-level training sets through flexible combinations of 
various attack types. Using these sets, we construct the 
diverse base-level classifiers to reduce the correlations of 
the misclassifications. Through relearning the results of 
the base-level classifiers, a meta-classifier is constructed. 
Based on base-level and meta-level classifiers, we 
propose a meta-learning-based detection algorithm which 
could effectively detect profile injection attacks. The 
experimental results on the different-scale datasets prove 
that the proposed approach can not only hold a high 
recall, but also effectively improve the precision.  

In the future, we will study the more appropriate meta-
learning strategies to improve the detection performance 
for profile injection attacks in collaborative 
recommender systems. 
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Abstract—Botnets have become one of the most serious 
security threats to the traditional Internet world. Although 
the mobile botnets have not yet caused major outbreaks 
worldwide in cellular network, but most of the traditional 
botnet experience can be transferred to mobile botnet on 
mobile devices, so mobile botnet may evolve faster since 
techniques are already explored. From the theoretical work 
of some researchers and the reports of security companies, 
we can see that the mobile botnet attacks and trends are 
quite real. In this paper, we proposed a SMS based 
heterogeneous mobile botnet, and shown how SMS based 
C&C channel structure can be exploited by mobile botnets. 
At last, we give the analysis of connectivity, security and 
robustness evaluation of our model.  
 
Index Terms—heterogeneous, mobile botnet, SMS, C&C, 
robustness 
 

I.  INTRODUCTION 

Traditional botnets have become one of the most 
serious security threats to the Internet. The word “bot” 
means that those victims controlled by attacker, and it 
derives from the word “robot”. A bot master can control a 
large scale of bots at different locations to initiate attack, 
and due to the complexity of the internet, it can be hardly 
trace back, and lots of researchers have done remarkable 
studies about the traditional botnet, such as botnet 
threats[1], botnet model[2], control strategies[3] and 
botnet detection[4]. 

Compared with the evolution of traditional botnet on 
the Internet world, mobile botnet are 7-8 years[5] behind. 
Although the mobile botnets have not yet caused major 
outbreaks worldwide in cellular network, but most of the 
traditional botnet experience can be transferred to mobile 
botnet. Norman[5] predicts that malware on mobile 
device(smart phones) will evolve faster since techniques 
are already explored. 

The early malware can only perform one or two tasks, 
like Cabir. Cabir was detected in 2004, it is the earliest 
mobile botnet we ever known.  

But in 2009, the situation has changed dramatically. 
Mobile bots can connect back to a malicious bot server 
and transfer valuable information of the infected device, 
like SymbOS.Exy.C[6], Ikee.B[7,8]. According to the 
report of Symantec[6] on 13 July 2009, SymbOS.Exy.C 
may the first bot on Symbian OS. It is a worm similar to 
other worms that made for Symbian OS, but the 
difference is that the bot node tries to contact a malicious 
bot server and transfer valuable information, such as the 
phone types, International Mobile Equipment Identity 
(IMEI) and International Mobile Subscriber Identity 
(IMSI)[9]. Symantec mentions that this may be the first 
true botnet occurred on a cellular mobile device. 

BBOS_ZITMO.B[10] was detected in 2011. It receives 
commands via SMS, steal users information by 
forwarding SMS messages to a set/predefined admin 
phone number, monitors incoming calls and SMS. The 
most important is that it also has a stealth mechanism that 
prevents being seen as an installed app. 

Figure1 illustrates the simplified typical infection cycle 
of an SMS based mobile botnet. There are mainly 4 steps 
in the botnet operation [11]. Vulnerable smart phones 
could be first infected by bots in the original botnet. The 
existed techniques (smart phone OS vulnerabilities, 
Trojan horses, worms, etc) were used during the infection 
period. After the infection, the infected node connects to 
the bot server to join in the origin botner. All the bot 
servers are organized as the C&C network and controlled 
by bot master. Bot master use the C&C network to issue 
commands, and control the whole botnet. According to 
our analysis, the bots in the same tier or sub network 
could launch the corresponding attack after receiving the 
command. Authorization is achieved via a channel 
password. 
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Figure 1 Typical infection cycle 

Consider the potential threats of the mobile botnet to 
the cellular network. Researchers have done some 
remarkable research about the attacks on cellular network, 
such as DoS attack [12], C&C channel study[13], paging 
channel overloads [14]. 

In this paper, we proposed the SMS based 
heterogeneous mobile botnet. The C&C channel is SMS 
based heterogeneous multi-tree structured network. That 
is, all C&C commands are transfered via SMS messages 
since SMS is available to almost mobile phones. We use 
heterogeneous multi-tree topology to enhance the 
scalability and robustness of the botnet. We also made all 
the bot lists and some of the important commands 
encrypted.  

Our research has the following main contributions: 
• We proposed an improved SMS based 

heterogeneous mobile botnet. The heterogeneous 
bot nodes and networks structure have made the 
mobile botnet more efficient to communicate and 
more secure. 

• Contrast with the traditional botnet of Internet 
world, we give the definition of mobile botnet and 
illustrate the characteristics of the mobile botnet.  

• We introduced node degree threshold k〈 〉  and 
mobile botnet height H to improve the security of 
the C&C channel. The improved C&C channel 
raises the bar for the countermeasure of mobile 
botnet community. 

• Through the design of the eviction and 
replacement mechanism of failed or recovered bot 
server node, the robustness of C&C channel was 
enhanced. 

The remainder of the paper is organized as follows. 
Section II shows the characteristics of cellular bonnets. 
Section III illustrates the mobile botnet attacks. Section 
IV proposed our SMS based heterogeneous cellular 
mobile botnet. Section V discussed our model from the 
aspect of connectivity, security and robustness. The paper 
concludes and future work with Section VI. 

II.  THE CHARACTERISTICS OF MOBILE BOTNETS  

In this paper we define the mobile botnet as follows: 

Definition 1 mobile botnet: Consists of a network 
with compromised smart phones, controlled by attacker 
(“bot master”) thorough a command and control(“C&C”) 
network for malicious purposes. 

The mobile botnets are different from the traditional 
botnets of Internet world. Since the mobile botnets are 
mostly communicated between mobile devices (smart 
phones), it has the following characteristics. 

• Limited by the power resource. The mobile 
devices such as smart phones are different from 
PC, its run time is limited due to the use of battery. 

• The communication costs problems. The 
communications of mobile botnets will consume 
the limited power resource, network traffic and 
especially the phone charge. The communications 
of the mobile botnets will lead to the cost of the 
owner, and a significant rise of the phone charge 
will result in the investigation of the cause and 
thus may lead to the exposure of the culluar bot. 
The SMS based mobile botnets, depending on the 
type of mobile phone contract, SMS messages can 
be completely free or charging very few money. 

• The connectivity changes constantly, even 
unstable. The connectivity may be both affected 
by physical environment or personal factors. It can 
be affected by the networks around the mobile 
phone owner, the action of the mobile phone 
owner, such as the user is in the tunnel or turn off 
the mobile phone during the bed time. As shown 
in Table 1, the connectivity of bots can be changed 
constantly during the daily life. 

Table 1  
THE CONNECTIVITY AND TIME INTERVAL 

Connectivity  Time Intervals 
WiFi Morning (at home) 

GSM/EDGE/3G Day time (at work/school)
WiFi Day time (at Starbucks) 

No signal Day time (at wild ) 
WiFi Evening (at home) 

Turn off the mobile phone Night (bed time) 
• Lack of IP address. The lack of IP address may 

cause the problem of indirect connect. Due to the 
lack of IP address, most mobile phones are using 
NAT gateway and thus the devices are not directly 
reachable, so the traditional P2P based C&C 
network may not suit for mobile botnet. 

• The diversity of operating system of smart phone. 
The design of mobile botnet has to consider the 
diversity of the OS platform of smart phone.  

• Mobile botnets are hard to be detected. Evidences 
indicate that, mobile botnets are becoming more 
and more sophisticated[10]. The valuable 
messages can be forwarded by SMS messages to a 
predefined server device, and the SMS messages 
are deleted immediately after they were forwarded 
by mobile botnets, so it is hard to be detected. It 
also has a stealth mechanism that prevents being 
detected as an installed app.. 

III.  MOBILE BOTNET ATTACK 
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A.  Information Leakage 
One of the main targets of the mobile botnet is to 

retrieve sensitive information from the victims. The 
mobile bot can quickly scanning the host node for 
significant corporate or financial information, such as 
usernames and passwords, address list and text messages.  

B. DoS Attack 
Because most of the functionality of cellular network 

rely on the availability and proper functioning of 
HLRs(Home Location Register), so the DoS attack could 
block the legitimated users of a local cellular network 
from sending or receiving text messages and 
calls[9,12,15,17]. 

In the practical circumstances, a bot master of a mobile 
botnet could control the compromised mobile phones to 
overwhelm a specific HLR with a large volume of traffic. 
Through the DoS attack, it will affect all the legitimated 
users who rely on the same HLR, their requests will be 
dropped. 

By overloading (red arrow) the HLR of a local central 
component of the cellular network, the network will 
unable to server legitimated traffic (blue arrow) of very 
large geographic regions. Figure 2 shows how a cellular 
network DoS attack occurs. 

Figure 2 A cellular network DoS attack 

C. Charge loss 
There exist some service which the smart phones can 

give money to charity organizations[17]. If the mart 
phone called or sent a text message to the specific service 
number, then the subscriber will pays a preset amount of 
money. The bot master can also creates its own service 
number and programs all the bots to call or sent a text 
message to the specific service number. Of course, the 
price should be low, so the subscribers would not notice 
and be suspicious about the extra charges.  

 

IV.  SMS BASED HETEROGENEOUS MOBILE BOTNET 
DESIGN 

As we known, the three main components of botnet are 
vectors, C&C channel and network topology. The vector 
solved the problem of how to spread bot code, and can be 
used in propagation period; C&C channel is used to issue 
command and control messages; the network topology of 
botnet is to manage the botnet and enhance the security 
and stealth of botnets. 

Considering the problems that have been encountered 
during the design period of traditional botnets and mobile 
botnets, we think the bot master should consider the 
following challenges:  

1. How to transmit command and control messages and 
control traffic flow. 

2. How to prevent the proposed mobile botnet from 
being detected by defenders. 

3. How to monitor the status of bot nodes. 
4. How to enhance the robustness of mobile botnet 

even some bot nodes have been removed by the defenders. 
In this section, we will propose the SMS based 

heterogeneous mobile botnet, and briefly overview our 
mobile botnet and all type of nodes and then focus on the 
propogation, network topology, command and control 
mechanism, node replacement mechanism of our mobile 
botnet. The designed mobile botnet model is shown in 
Figure 3. 

 
Figure 3 The simplified SMS-based heterogeneous mobile botnet 

A. Node Types 
The infected node can be classified by the difference of 

performance, battery resource, connectivity and networks 
around it, so they can be divided into several types of bot 
nodes.  As is illustrated in Figure 3, our mobile botnet is 
made up of bot master, collection node, bot servers, 
region bot servers and a certain amount of bot nodes. The 
topology of our mobile botnet was designed multi-tree 
structured from top to down, but the topology of the same 
tier nodes such as bot server tier was designed P2P 
structured. So, the heterogeneous exist both in bot nodes 
types and network topology. 

Bot master node: Bot master controls all the nodes of 
the mobile botnet. The bot master has direct contact with 
bot servers. It has the bot list of all the botnet, and it 
stores all the node’s information, like user name, phone 
number, international mobile subscriber identity (IMSI), 
International Mobile Equipment Identity(IMEI). Unless 
an emergency situation, bot master will not communicate 
with bot node directly. 

Collection node: It receives the valuable information 
from all the nodes of the botnet. The stored information 
can be fetched by bot master. Before it receives the 
information, the node that sends information must be 
authenticated. 

Bot server node: Bot Server node is one of the key 
nodes of our model. It has two main functions, search and 
forward, it has 'k  direct links with region bot servers, 
and each of them controls a sub network. It has the bot 
list that includes all the nodes it communicated with, and 
the bot list is encrypted. 

JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012 237

© 2012 ACADEMY PUBLISHER



Region bot server node: Region bot server node is 
another key node of our model. It is both boy server and 
bot node. It receives commands from bot server and 
forwards to the bots of its sub network. It executes the 
commands and transfer valuable information to the 
collection node. Also its bot list was encrypted. 

Bot node: Bot node is the leaf node of ourmobile 
botnet. It receives commands from region bot server, and 
executes the commands.  

The comparison of communication and bot list 
between the five types of nodes that we have stated is 
shown in table2.  

 
Table 2 

 THE COMMUNICATION OF MODEL NODES 
Node type Bot master Collection node Bot server Region bot server Bot 

 Commu. Node 
list 

Commu. Node
list 

Commu. Node
list 

Commu. Node  
list 

Commu. Node 
list 

Bot master  yes yes yes yes yes     
Collection 

node 
yes yes     yes yes yes  

Bot server yes yes   yes yes yes yes   
Region bot 

server 
 yes yes yes yes yes   yes  

Bots  yes yes yes   yes yes yes yes 
 

B. Propogation 
We divide the propagation phase into three steps.  
In the first step, the bot master exploit the operating 

system and configuration vulnerabilities to compromise 
the mobile devices, install the bot software and collecting 
valuable information. After the bot software was installed, 
we assume the bot node has a stealth mechanism that 
prevents being seen as an installed app, and the messages 
that used to collect valuable information were deleted. 

In the second step, the bot master choose bot server 
nodes from the compromised nodes as the first tier nodes 
according to the following conditions, the energy 
resource, the region where it belongs to and the 
connectivity. The rest of the nodes that are not chosen as 
the bot servers, assigned to the bot servers according the 
regions, as the second tier nodes. 

The third step, the nodes of the existed botnets 
continued infecting mobile devices under the control of 
the bot master. According the expansion of the mobile 
botnet, the number of tier will grow.  

C. Network Topology 
Definition 2 Botnet degree: The degree of our mobile 

botnet is K. It is the maximum value of ,ik i N〈 〉 ∈ .   
Definition 3 Botnet height: The height of our mobile 

botnet is H. It is the number of tiers of the model. 
Definition 4 Atomic network: The atomic network is 

composed of region bot node and 'k  bot nodes, it is the 
smallest bot network that was control by region bot server 
at the lowest tier.  

Definition 5 'k : we define 'k is the number of lower 
tier nodes that communicate with higher tier node ni. 

In general, our proposed mobile botnet is made up of 1 
bot master, 'k bot servers, 'k region bot servers, and 

'k sub networks.  
The maximum degree of bot server ni is '2k k〈 〉 = , in 

Figure 3, 'k =3, k〈 〉 =6. For mobile botnets with large 

scale bot nodes, it makes sense to limit the degree of 
botnet K under a threshold. So, unless the bot nodes are 
high capacity server, bot masters should keep 
k〈 〉 small[14]. 
As we said, the topology of our model is 

heterogeneous multi-tree structured. From top to down, 
the model is a multi-tree structure network. The bot 
server tier and region bot server tiers are the P2P 
structured networks. The degree of the model is K, the 
height of the model is H. The degree of node ni is ik〈 〉 , K 
is the maximum number of the degree of all the nodes, 

1 2max( , ,..., )NK k k k= 〈 〉 〈 〉 〈 〉 . Our botnet(see Figure 

3) can be divided into H-1 tiers and 'k  subnets. The 
lowest tier network contains 'k ( 'k =3) subnet, and each 
subnet is composed of 'k  P2P structured atomic 
networks, as is shown in Figure 4. 

 
 

 
Figure 4 The simplified topology of the subnet of mobile botnet 

The topology between bot server nodes is P2P 
structured network (tier 1in Figure 3), the distances 
between them are all 1 hop. Also the topology between 
region bot server nodes and bot nodes are P2P structured 
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network. This will enhance the communication efficiency 
between the mentioned bot nodes,. 

D. Command and Control Network 
In our mobile botnet model, we use SMS as the C&C 

channel. Most of the traditional botnets are using 
centralized IRC, HTTP protocol and P2P based C&C 
channel, and all of these channels are IP-based C&C 
delivery. Unlike the PC world, even with the edge or 3G 
networks, the smart mobile devices (smart phones) still 
can not establish stable IP based connections with each 
other. Given this limitation, in our work we use SMS as 
our un-centralized and non-ip-based C&C channel. 

The advantages of SMS based C&C channel can be 
listed as follows. 

First, it is popular. Most of mobile phone subscribers 
are sending and receiving text messages to each other. 

Second, it is easy to use. Malicious content can be 
hidden in message, the command and control messages 
can be disguised as spam-looking messages. 

Third, it has high connectivity. Even a phone has 
signal problem or power off, the SMS messages that send 
to it will eventually arrive to it, because the SMS 
messages can be stored in a service center and delivered 
once the signal becomes available or turned back on[19]. 

Our mobile botnet can be considered as “PUSH” based 
botnet. The “PUSH” based botnet deliver commands 
form bot server to bot nodes whenever the bot master 
wants, and we call this process “PUSH”. On the contrary, 
the traditional botnet [20] and [21] are the “PULL” based 
botnets, the bot nodes of them periodically communicate 
with bot server to get commands. But the “PULL” based 
botnets have some drawbacks, such as generate additional 
information, have unexpected latency in command 
delivery. G. Gu et al [18] has designed an effective 
detection schemes for it. All of the above statements 
made the “PULL” based botnets unattractive in practice. 
The “PUSH” based delivery does not generate additional 
information, and have little latency in command delivery, 
in this paper, we design our model as “PUSH” based 
botnet. 

As is illustrated in Figure 3, The basic design idea for 
our SMS-based mobile botnet is to use a heterogeneous 
multi-tree network as the Command and Control(C&C) 
networks, the network is like a commands channel, all the 
nodes of network(black nodes) are served as bot server. 
The C&C network of our proposed model is composed of 
bot master, bot server and region bot server. 

Like Kademlia[22], the absence of authentication 
mechanism means that anyone can insert values to the 
commands, the defender may use this launch index 
poisoning attacks and the C&C may be disrupted. So 
before communication the nodes should be authenticated, 
and the important command should be encrypted. For the 
efficiency of C&C, only critical commands issued by the 
bot master that order bots to execute malicious tasks such 
as “transmit valuable information” are encrypted, while 
commands for P2P communication purposes such as 
“search node” are only disguised without encryption[19]. 

 
Figure 5 The C&C network 

According to the bot list of it, bot server node performs 
two main function, search and forward. Some of the 
important commands are encrypted, and the encrypted 
commands are pushed from top tier nodes to lower tier 
nodes, from the bot master to bot server node, to region 
bot server node and bot node respectively. All of the bot 
lists are encrypted, once the key node was captured, the 
defender will not get the other nodes that communicate 
with it. And, also it cannot trace the bot master. 

 

E . Node repalcement mechanism  
 

At some special circumstances, bot node type may 
need to transfered from each other. Like one of the bot 
server node is failed or recovered. 

The bot server nodes and region bot server nodes are 
the key nodes of our model, so they must be replaced by 
other nodes if they are out of function, such as failed or 
recovered. As is shown in Figure 6, at some 
circumstances, bot node type may need to transfer from 
each other. Since bot master has the bot list of the failed 
key node, by sending a message that containing the failed 
node’s bot list and communication keys to the new key 
node and that will make it reconnected to the bots. 

 

Figure 6 The transfer between three type of nodes 
1) Node Eviction 
Assumption1: we assume that the failed or recovered 

nodes can be detected by bot master. 
Assumption2: we assume that all bot node have a self 

destroy mechanism to delete the bot list that stored in it. 
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Table 3 
 THE LIST OF NOTATIONS 

Notation Description 
KBB Keys between bot server and bot master 
KBS Keys between bot servers 

KBR Keys between bot server and region bot 
server 

First, the bot master detect the failed or recovered node 
ni, then according to phone number of ni that bot master 
stored in it to refresh the according keys, such as KBB, 
KBS, KBR. Second, the bot master sends ' 1k −  messages 
that contain the new keys KBS to all the other bot servers, 
and send 'k  messages that contain KBR to the region bot 
servers, which ni communicate with. Third, the phone 
number of ni was deleted from the bot list of bot master, 
bot server and region bot server. 

After the eviction period, the failed or recovered node 
ni can not communicate with the bot nodes that we have 
mentioned, and also the messages that send to them were 
discarded automatically. The eviction procedure is 
illustrated in Figure 7. 

 

Cannot communicate with the other 
servers

Bot master changed KBS

Cannot communicate with the other 
servers

Bot master changed KBS

Can not communicate with the region 
bot  

servers, bot master have changed KBR

Can not communicate with the region 
bot  

servers, bot master have changed KBR

Bot  Master

Bot  Server

 Region Bot  
Server

Collection node

Failed bot server

New key KBS

New key KBS

New key KBR

New key KBR

Figure 7 The eviction of failed or recovered bot server node 
2) Node Replacement 
At the replacement period, first, bot master choose a 

relatively powerful node from low tier bot nodes or 
region bot server as the new bot server according to 
standers that we have stated in propagation section. 
Second, the bot master send 1 message that contains the 
new keys KBB, KBS, KBR and bot list to the new assigned 
bot server. Third, the new bot serner need to send ' 1k −  
messages to establish communication with the rest bot 
servers and 'k  messages to establish communication 
with the region bot servers that were communicated with 
the captured bot server, so the total number of messages 
during the replacement period is 2 ' 1k − . The replace 
procedure is illustrated in Figure8. 

Figure 8  The replacement of bot server node 

V.  EVALUATION 

In this section, we would like to analyze our proposed 
mobile botnet from the aspect of connectivity, security, 
and robustness.  

A. Connectivity 
In this section, we will discuss the connectivity of our 

heterogeneous botnet with different scale of node, and 
compare the connectivity with the P2P structured botnet. 

We will look at the 200-node botnet first and then the 
1000-node and 2000-node botnet. In the 200-node botnet, 
when 'k =4 and 'k =5, all the nodes in the botnet can be 
reached in 4 hops, and when 'k =3, all the nodes in the 
botnet can be reached in 5 hops, as is shown in Figure 8. 
In the 1000-node botnet, as is illustrated in Figure 9, all 
the nodes can be reached in 5 hops when 'k =4 and 'k =5, 
and when 'k =3, all the nodes can be reached in 6 hops. 
Figure 10 shows the 2000-node botnet, all the nodes will 
be reached in 5, 6, 7 hops respectively.  

From Figure 9, 10, 11, we can see that the larger of 'k , 
the less hops mobile botnet needs to reache all the bot 
node of it, when the number of hops larger than 3, the 
connectivity will rise dramatically.  

 
Figure 9 The relationship between connectivity and k’, when N=200  
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Figure 10 The relationship between connectivity and k’, when N=1000 

 
Figure 11 The relationship between connectivity and k’, when N=2000 

We compare our proposed botnet with the P2P 
structured botnet. In the P2P structured botnet, the 
average path length between any two nodes can be 1 hop 
to N hops.  

 
(a)The shortest path length        (b)The longest path length 

Figure 12 the path length of P2P structured Botnet 
As is illustrated in Figure 11(a), in the P2P structured 

botnet, the commands from Bot0 can be directly forward 
to Bot1, Bot2, Bot3, Bot4, Bot5. So the mean path length is 
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In Figure 8(b), the commands from Bot0 can finally 
forward to Bot5, through Bot1, Bot2, Bot3 and Bot4. So the 
mean path length is 
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According to Formula (1) and (2), the mean path 
length of the P2P structured botnet is  

2
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N
NMean

+ +
= =

 

(3) 

So the mean connection hops between two nodes of the 

P2P structured botnet is 
2

4
N+

. When N =6, the mean 

connection hops is 2, it has nice network connectivity, but 
when N=200 and 2000, the mean connection hops are 
approximately 50 and 500, respectively, and it larger than 
our proposed botnet. 

From the comparison, we can see that our proposed 
mobile botnet have high connectivity and it can be 
adjusted easily by adjust the height and scale of mobile 
botnet. It has high flexibility and scalability. 

B. Security 
As we described in section IV, the height of the model 

is H, 
'k is the number of lower tier nodes that 

communicate with heighter tier node. As is illustrated in 
Figure 5, the maximum number of nodes at the lowest tier 
is '( )Hk . Then, the maximum number of our proposed 
botnet model is  

2
' '

0

( ) ( )
H

i H

i

N k k
−

=

= +∑              (1) 

The larger of the H, the less community load of the key 
node. But large H will lead to long cummunication path 
and low connectivity. The relationship between model 
degree K and node degree ik〈 〉  is 

1 2max( , ,..., )NK k k k= 〈 〉 〈 〉 〈 〉  (2) 
'2k k〈 〉 ≤  (3) 

As we can see form Formula (2) and (3), K increase 
with the increase of 'k . During the C&C period, the key 
nodes have to forward at least 'k  messages at one time, 
but the large 'k means that there is large scale of 
abnormal data traffic, and that will jeopardize the safety 
of key nodes. The relationships of 'k , N, and H are 
shown in Figure 9. When 'k =3 and the value of H are 2, 
3, 4, 5 respectively, the proposed botnet will have better 
connectivity but have lower capacity. When the value of 

'k is 5, there is a better leverage between connectivity 
and N. In this paper, consider the tradeoff between 'k and 
N, we set our mobile botnet H=5, ' 5k ≤ , so 10k〈 〉 ≤ , 

10K ≤ , and the scale of the botnet can up to 3281 bot 
nodes. 

By the tradeoff between k’ and H, we can efficiently 
control the amount of traffic flow that travels between bot 
nodes, and the communications between bot nodes will 
not catch the attention of defender and then protect the 
mobile botnet, so our mobile botnet can have high 
security. 
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Figure 13 The relationship of k’, N and H 

C.  Robustness 
As we discussed in section II, Battery consumption 

plays a very important role in the cellular world. So it is a 
challenge for the mobile bot not to drain the battery 
significantly, otherwise, it will jeopardize the security of 
the bot nodes. High CPU load and heavy forward usage 
are the main causes of the battery drain of bot node.  

Based on our study, radio usage cost more energy, so 
we are more concerned about the forward usage. Hence 
our mobile botnet has “PUSH” based delivery mechanism, 
the commands from the bot master are direct transferred 
by bot servers to bot nodes, and no additional messages 
are generated.  

Before C&C channel repair, the bot master need to 
check if the communication multi-tree has broken at 
some key nodes, all it has to do is broadcast ping and 
every node need to answer it. Obviously, the check of the 
communication multi-tree is important, and need to 
perform periodically. The check may also perform at 
some sub networks at one time so that it will not cause 
the attention of the defender. 

As is shown in Figure 14, if the height of botnet is 5, 
the maximum degree of 200-botnet is 3, the maximum 
degree of 200-botnet is 5, the eviction needed messages 
of 200-botnet are 5, and the eviction needed messages of 
2000-botnet are 9. As we have seen that the number of 
eviction needed messages are acceptable and the eviction 
of recovered bot node of our botnet is feasible and can 
save the limited energy resource. 

 
Figure 14 The relationship between the degree of botnet and eviction 

needed messages 

We set the height of botnet is 5, the maximum degree 
of 200-botnet is 3, the maximum degree of 200-botnet is 
5, the replacement needed messages of 200-botnet are 6, 
and the replacement needed messages of 2000-botnet are 
10. Also, from Figure 15, we can see that the replacement 
of our botnode is easy and energy resource saved. 

 
Figure 15 The relationship between the degree of botnet and 

replacement needed messages 
The eviction and replacement period has strong 

operability, and the messages that needed of our botnet is 
acceptable, so we can say that our botnet has strong 
robustness. 

VI. CONCLUSION 

In this paper, we proposed the SMS based 
heterogeneous mobile botnet. The heterogeneous bot 
nodes and networks structure have made the C&C 
channel more efficient and secure. The communication 
protocol, botnet height and degree control mechanism, 
the node replacement of our mobile botnet is reasonable 
and acceptable. From the evaluation section, we can see 
that our mobile botnet has a highly connectivity, security 
and robustness. 

Our future work includes the intensive study of C&C 
protocol of botnets, such as SMS-based C&C protocol 
and IP-based C&C protocol. We plan to study the 
authentication algorithm and encryption algorithm of bot 
node communications of our mobile botnet. Meanwhile, 
we would like to study the counter measures of SMS 
based mobile botnets. 
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Abstract—Ad hoc network is a popular research topic in 
wireless network recently. It has good performance on the 
robustness and dynamics, such as minimal configuration 
and quick deployment for emergency situations. However, 
the ad hoc network also suffers from the limited power 
source provision because of its fundamental architecture. 
Therefore, the power issue becomes one of the most 
important concerns in ad hoc networks. In this paper, we 
propose to build a small world topology in the ad hoc 
networks as a topology control method to solve the power 
issues. Following the rule of small world topology, we 
manually construct a self-adjust power-aware small world 
network by implementing the decision method for random 
probability and action protocols to decrease the power 
consumption. Although this work is not the optimal solution 
to save power consumption in ad hoc networks, it can 
achieve a tradeoff between transmission efficiency and 
power consumption. And the self-adjustment feature of the 
small world topology can also facilitate the performance to 
prolong the lifetime of whole ad hoc network. 
 
Index terms—Ad Hoc Networks, Small World Topology, 
Random Probability, Head Node, Inner Node, Self-
adjustment   

I. INTRODUCTION 

The concept of commercial ad hoc networks arrived in 
the 1990s with notebook computers and other viable 
communications equipment, and it becomes a quite 
popular research topic recently. The history of ad hoc 
network can be traced back to 1972, and the DoD-
sponsored packet radio network (PRNET) evolved into 
Survivable Adaptive Radio Networks (SURAN) program 
in the early 1980s. Ad hoc networks are suitable for use 
in situations where infrastructure is either not available, 
not trusted, or should not be relied on in times of 
emergency. A few examples include: battlefield; sensors 
scattered throughout a city for biological detection; an 
infrastructure less networks of notebook computers in a 
conference or campus setting; rare animal tracking; space 
exploration; undersea operations; and temporary offices 
such as campaign headquarters. It needs minimal 
configuration and can be quickly deployed for emergency 
situations. 

The wireless ad hoc networks – also called WANET 
sometimes—are made up of a group of mobile units 
equipped with radio transceivers that wish to 
communicate with each other over wireless channels.  
The nodes in a WANET relay information for each other 
in a multi-hop fashion, as a centralized authority is 
absent. In this way, nodes in a WANET are self-
organized to form a decentralized communication 
network that does not rely on any fixed infrastructures. 
The network is dynamic with nodes leaving and joining 
at any time. However, for a fixed instant of time, the 
wireless ad hoc network can be modeled as a graph where 
the number of neighbors that a node can establish 
wireless links to is known as the node degree. Being 
constructed mostly of battery operated devices, the 
capacity and lifetime of wireless ad hoc networks can be 
surprisingly low. For this reason, power efficiency is a 
very important consideration in designing ad hoc 
networks.          

In this scope, we design an ad hoc network using small 
world topology, known also as “six degrees of 
separation” [1], to achieve power-efficient performance. 
We manually construct a self-adjust power-aware small 
world network by implementing the decision method for 
the random probability and action protocols to decrease 
the power consumption. This design can achieve a 
tradeoff between transmission efficiency and power 
consumption, thereby prolonging the lifetime of whole ad 
hoc network without much efficiency loss. 

The rest of this paper is organized as follows: the 
Section II will show some related work on the power 
related technologies in ad hoc networks and the former 
researches of small world networks. Then in Section III 
we will implement our small world topology with power 
concerns in ad hoc networks. The simulation experiments 
and discussion will be described in Section IV. And the 
Section V will state the conclusion and the future work 
for this paper. 

II. RELATED WORK 

Being limited by the transmitter power of nodes and 
available energy resources, it is very important for ad hoc 
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networks to adopt energy efficient strategies to maximize 
network lifetime. As S. Mahfoudh and P. Minet 
mentioning in their survey [20], there are generally four 
primary ways to realize the goal of saving energy in ad 
hoc networks. In this paper, we mainly focus on the 
topology control methods. Many topology control 
algorithms have been proposed to reduce energy 
consumption and improve network capacity, while 
maintaining network connectivity. The key idea of 
topology control is that instead of transmitting using the 
maximal power, each node adjusts its power 
transmission. Thus, energy dissipated in transmission is 
reduced and a new network topology is created. RNG, 
Related Neighborhood Graphs [2], removes any edge 
directly connecting two nodes if there is a path of two 
hops or more between them. MST, Minimum Spanning 
Tree [3], transforms the network graph in a minimum 
energy broadcast tree rooted at a given source node 
giving the shortest path to any other node; only the 
energy dissipated in transmission is taken into account 
.LMST, Local Minimum Spanning Tree [4], is a localized 
minimum spanning tree where each node computes its 
own MST in its neighborhood and only retains those one 
hop neighbors in the tree as its neighbor in the final 
topology. In [5], the idea is to reduce the transmission 
range of every node to minimize energy dissipated in 
transmission. However, these algorithms all focus on 
pure power saving research without considering other 
important aspects in wireless transmission of ad hoc 
networks. 

To have a wider concern on system performance, other 
important features should be involved, and even to 
achieve tradeoff among them. For example, in [6], the 
TCH (Topology Control with Hitch-hiking) is used to 
obtain a strongly connected topology minimizing energy 
dissipated in transmission with partial signals. It not only 
does consider the power issues, but also involves the 
topology connection as a important part in research. In 
[7], Adaptive Transmission Power Control (ATPC), is 
proposed which allows each node to know the optimal 
transmission power level to use for each neighbor while 
maintaining a good link quality. In this paper, we concern 
the additional feature, the performance of efficiency, 
besides the power consumption. We will use the small 
world network to implement the topology control to 
facilitate the performance on power saving and 
transmission efficiency in ad hoc networks. 

The small world phenomenon became famous since 
the experiment held by Stanley Milgram [8], in which the 
six degrees of separation is observed. Generally, it is a 
topology network in which the nodes can connect to any 
other ones within average limited hops (or paths). In early 
days, there is much work on the theoretical research of 
small world. Duncan Watts and Steve Strogatz [9] 
showed the theoretical description and analysis on the 
small world network, which is neither completely regular 
nor completely random, but a case between these two 
extremes. They also donated some notations such as 
random probability, path length and cluster coefficient 
which are very helpful for the research on the small world 

network. Kleinberg [10, 11] proposes a theoretical 
framework for analyzing graphs with small world 
properties. His work reveals that the small world model 
has two fundamental components: first short chains exist 
ubiquitously, and second individuals operating with 
purely local information are very adept at finding these 
chains.  

Recently, there is much research on the practice of 
small world network. Merugu et al. [12] propose a small 
world overlay structure on top of an unstructured and 
decentralized P2P network, while Hui, Lui and Yau [13] 
implement such a model over the structured and 
decentralized P2P network. The common feature of both 
work is to provide a small world topological structure, so 
as to efficiently look up and transfer resources in P2P 
systems. Xia et al. [18] designed SW-R2P, a trusted small 
world overlay P2P network with role based and 
reputation based access control policies, in order to 
implement an efficiency and security Peer-to-Peer 
network. All the work above focuses on the small world 
topology used to solve P2P issues, such as robustness, 
hop length and reliability. Similarly, there is also some 
research concerning on small world topology in ad hoc 
networks. Sonja Filiposka et al. [14] conduct a research 
on the small world in ad hoc networks which has an 
extreme influence on enhancing the social characteristics 
related performance. There is also a small world in 
motion (SWIM) implemented by Sokol Kosta, 
Alessandro Mei and Julinda Stefa [15] to improve the 
performance of the ad hoc mobile networks. Helmy[16] 
and Dixit et al [17] proposed the construction of wireless 
ad hoc networks with small average path length by 
adopting the small world paradigm. However, all the 
research work above focuses on the feasibility, efficiency 
and robustness, ignoring the power issues which should 
be such an important concern in ad hoc networks. In this 
paper, our model considers the power issue with self-
adjustment strategy to achieve tradeoff between 
efficiency and power consumption. 

III. SMALL WORLD AD HOC NETWORK 
IMPLEMENTATION  

The small world topology evolved in ad hoc networks 
can be shaped as the topology control method going on 
between clients. It is usually not an inherent paradigm. In 
order to improve the performance of transmission 
efficiency, network robustness and power persistency in 
ad hoc networks, the network topology can follow the 
principle to be constructed and adjusted as a small world 
paradigm. Therefore, how to construct and maintain a 
small world topology in ad hoc networks is the key 
problem to be solved. 

The implementation for the small world ad hoc 
networks may be different on variable cases. We need to 
create some principles with which to determine the 
probability p and the protocols how we can construct the 
short links and long links. The details will be elaborated 
to show the implementation of small world ad hoc 
networks. 
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A. Preliminary Terminologies 
Firstly, we clarify some important notations of the 

small world network, which can be categorized into link 
roles and node roles.  

The link roles include long link and short link (or inner 
link). The long link is used to connect different clusters of 
nodes, and the short link is responsible for the connection 
in the cluster. The principle for the short link construction 
is simple, while the principle for the long link 
construction which is determined by the link probability p 
is more complex. 

The nodes roles include three types of nodes: head 
node, candidate head node and inner node. The head node 
takes main responsibility for connecting clusters based on 
some probability. It is very important in expanding the 
scale of whole network. The candidate head node is the 
shadow node of head node, which means it may take the 
place of head node when the original head node leaves, 
fails or becomes unaccessible. It is required to backup 
some data of the head nodes used to recover the network 
when the head nodes need to be substituted. The inner 
nodes are the main participants in the cluster. They are 
connected by short links within the cluster. Based on the 
requirements of network, we can evaluate the 
performance of the nodes to determine the head nodes, 
candidate head nodes and inner nodes.  

B. Principle to determine probability p 
The first step in small world network implementation 

is to determine the probability p for long link creation. 
We set the requirements or the concerns of network, and 
formulate functions for them as parts to construct the 
probability p. They have different scales which need to be 
mapped to a consistent range. Finally we add them after 
multiplying corresponding weights. The formula is 
defined as follows. 

       1 1 1 2 2 2 3 3 3( ( ) ( ) ( ))p F w f x w f x w f x= + +          
(1) 

After determining the principles and functions to 
calculate the probabilities, as the second step, head nodes 
can evaluate their long link probabilities with nodes in 
other clusters. Choosing proper nodes to build a long link 
expands the scale of small world network. The head node 
will calculate the probability p based on its prefetched 
knowledge, and decide the long link state with that 
probability. As a simple implementation, we will 
randomly generate a number, if it is in the range of the 
probability, then we build the link, otherwise we will not. 
We may also update the probability if it is necessary, 
while the network is running. 

We use a simple decision model for the probability p 
in our power-aware small world. It is consist of multiple 
facets, including the power condition (PC), the number of 
Links held already (LN), the distance to the target nodes 
(ND), and an overall decision (OD) for the probability p. 
Figure 1 shows the model structure. 
• PC is the metric denoting the power condition of 

nodes, mostly head nodes. It can be calculated 
automatically in the intercommunication between 
nodes. We formulate it as 

current fullPC Power Power＝  where currentPower  

and fullPower  are the power values for current 
condition and full-charged condition. In this way, we 
normalize the PC of devices in ad hoc networks to 
the range from 0 to 1.  

• LN is the metric denoting the long link numbers 
which nodes hold in the interaction. This metric is 
included for taking a consideration in power saving. 
If the node holds enough long links, we need not to 
build other long links to expand the range as well as 
the power. The normalizing for LN is not as simple 
as PC, in which we formulate a function mapping 
link numbers to the range from 0 to 1. The function 
should be defined as mapping link number 0 to value 
1, and through the link numbers increasing, the 
values are more close to 0. Finally, we choose the 
exponentially decreasing function xLN k −= , in 
which k is a real number greater than 1. We can 
choose a proper k  for a corresponding application 
depending on its scale of ad hoc network and 
expectation of long link number. 

• ND is the metric denoting the distance of two nodes 
in the interaction. It is significantly related to the 
power consumption through the inverse square law, 

2E I d∝ .  The normalizing function should 
maintain the relationship between the power and the 
distance, and is better to be practical. We finally 
choose 2

0( )ND d d= , where 0d  is the distance to 
the closest node which is not in the cluster. This is 
reasonable because the closest one out of the cluster 
is the most power efficient node to link, which 
should be mapped to the largest value 1 for the 
distance.  

• OD is the final result of the decision network, which 
comprehensively evaluates all the leaf metrics 
introduced above. We can calculate it by the function 

* * *PC LN NDOD W PC W LN W ND= + + , where 

PCW , LNW , and NDW  are the weights to the metrics 

respectively, and 1PC LN NDW W W+ + = . The 
weights can simply be determined by the head node 
of the cluster according to its practical concerns. OD 
is regarded as the probability which head node uses 
to create long links to other cluster. The head nodes 

 
Figure 1. Decision model specialized for power-aware small world 

ad hoc networks 
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hold OD instances for corresponding clusters, which 
will be applied to some key operations, such as 
maintaining the node list for long links, searching 
new nodes for routing, etc. 

This model design for the ad hoc networks depends on 
their properties that the nodes can be both routers and 
terminators. Therefore, we can design a principle for each 
single node, and drive the network topology evolving into 
a small world network.    

The probability implementation is treated as the 
evaluation in multiple differentiated power aspects of 
nodes. It can be customized by adding new aspects or 
constructing a more complicated decision network 
topology. During the network construction or data 
transmission, the resource providers can be selected 
based on their trust evaluations. The requester can 
combine several aspects of the candidate providers into 
the overall probability which decides to create 
appropriate long links. For example, the boundary case is 
that when the header node’s PC is full and its LN is zero, 
if it can find the closest node to it, there is no reason to 
reject that link. And in this case, the probability for that 
decision model is just 1. 

C. Criteria for head node  
When a new node joins one of the clusters in the 

network, it is necessary to determine its role in the 
cluster, head node, candidate head node or inner node. 
We will show criteria for the cluster to choose the head 
node and candidate head node. The criteria is used to 
judge whether the node can afford to play the role as the 
head nodes based on its power related and other 
properties. The criterion function is as following:  

1 2 3( ) ( ) ( ) ( )C node wPower node wSeen node wRange node= + +  
(2) 

In this function, C() is the overall evaluation for a node, 
and  1 2 3, ,w w w  are weights for different concerns. The 
Power() represents the node’s power capability, the Seen() 
is the number of other nodes covered with by the node 
under its maximum radio, and the Range() is the 
maximum range that the node can reach. 

As following the function above, the original ad hoc 
network may gradually evolve to a small world ad hoc 
network. Furthermore, to achieve the power-aware small 
world implementation, we still need to design specific 
protocols about the action on the nodes and links. 

D. Protocols Implementation 
In this section, we will describe protocols for building 

and maintaining the power-aware small world topology in 
ad hoc networks. The action protocols are specifically for 
the events of node joining a cluster, leaving a cluster and 
failing. 

(1) Node Join Protocol (NJP) 
If node i  requires to join a cluster g , we need to 

determine its role in the network. For a rookie node, 
which means it has no interaction with any other node or 
it transfers from one cluster to another cluster, the node 
can only use its criteria value in the cluster g  to evaluate 

its capability for node role. By comparing the criteria 
value of node i  with j  which takes a special node role 
in a cluster, such as the head node or the candidate head 
node, we can determine the node role of i . If the value 
of node i  is greater than j , i  will join the cluster g  
and replace the role of j to be a head node or a 
candidate head node. Otherwise, j  will keep its role and 
i  will be set as the inner node.  

 However, before the node i  sends the criteria, it 
firstly needs to construct the short links to reach other 
nodes. In the short link construction, we achieve a 
method which can avoid the power law phenomenon and 
have a benefit to save power based on the small world. 
The short links in this protocol are not simply connected 
to the head nodes. If a node i  joins the network, it will 
increase the range to find a head node, or node which can 
reach the head node in limited hops (2 or 3 hops) as 
Figure 2 shows. Then it will join the cluster g  of that 
head node, and send its criteria value to determine its role. 

The algorithm of the node join protocol is specified in 
Algorithm 1 below. 

 
Algorithm 1: Node Join Protocol 
INPUT i : joining node; g : joined cluster;  

j : special role node of g  

OUTPUT g′ : the new cluster i  joins 

iGL =Initialize( i )             //initialize i ’s short links 

iR  = inner node of g       // initialize i ’s role as inner node 

g′  = g i+                                       // add node i  to cluster g  

1 2 3( ) ( ) ( ) ( )C i wPower i wSeen i wRange i= + + // calculate i ’s 
value   
If ( ) ( )C i C firstCandidateheadnode> : 

For all head node j  

1 2 3( ) ( ) ( ) ( )C j wPower j wSeen j wRange j= + + // calculate j ’s 
value 
If ( ( ) ( )C i C j> ) 

 
Figure 2. Short link construction for a new joining 

d
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    iR  = head node of g         //set i ’s role as head node 

    iGL  += Update( jGL )    //add possible short links to i  

    iLL  = Update( jLL )           //set i ’s long link 

jGL  = initialize( j ) 

break 
Else 

      jGL  += short link to i   //add a short link from j  to i  

  EndIf 
Endfor 

Else  
For all candidate head node j  

 1 2 3( ) ( ) ( ) ( )C j w Power j w Seen j w Range j= + +  

// calculate j’s value 

If ( ( ) ( )C i C j> ) 

    iR =candidate head node of g  // set i  as candidate  

( )idata LL = Replicate( ( ))jdata LL  // copy j’s long link 

data 
Message(Head node, iR ) // update i ’role in cluster 
break 
EndIf 

Endfor 
Endif 
Output g′  
 
(2) Node Leave Protocol (NLP) 

When a node i  leaves the cluster g , it performs 
differently according to its role. If it is a head node, the 
first mission it should complete is to find a substitutor 
node j  in its cluster g , which holds the evaluation 
closest to i . In our algorithm, to find such a node is 
similar to choose the candidate head node. Head node i  
sends a message to all the other nodes in its cluster, 
notifying that leaving the cluster and choosing the 
candidate head node j  as the new head node. Then all 
the nodes in the cluster will calculate their hops to the 
new head node to adjust their short links. The new head 
node usually holds a replicated data from the former head 
node. It can update those data and replicate them to a new 
candidate head node. The nodes which originally have 
short links to that leaving head node need to modify its 
range and rearrange their short links. 

There are two situations for i  to leave the cluster g , 
which are i  just leaving the network and i  joining 
another cluster in the network. If the cluster g  contains 
only one node i  and i  leaves the network, the cluster is 
eliminated from the network straightforwardly. If the 
cluster g  contains more than one nodes and the 
substitutor j  is picked out, it needs to complete the 
whole process for the head node leaving. In the other 
situation, if i  leaves the cluster g  and joins another 
cluster, the implementation of the leaving part is almost 
the same as the first situation, and the implementation of 

the joining part can be handled by NJP. 
We implement the node leave protocol in such a way 

that it can keep the whole system stable and consistent. 
Its algorithm is introduced in detail as following. 

 
Algorithm 2: Node Leave Protocol 
INPUT i : leaving node; g : i ’s cluster 

j : candidate head node of g  

OUTPUT g′ : the cluster i  leaves; g′′ : the cluster i  joins 

If ( ( ) 1sizeof g == )        // cluster g  contains only one 
node 

g′ = NULL              // cluster g  is set empty 

If ( ( )Action i == ”join another cluster”) // i joins another 
cluster 
      NJP ( i , g′′ )  // apply node join protocol to i  joining g′′  
    Endif 
Else                        // cluster g  contains more than one node 

jR = head node of g  

jGL  += Update( iGL )    // add possible short links to j  

jLL  = Update( ( )jdata LL ) // set j’s long link from its 

data 
Broadcast( i , j ) // update other nodes 

If ( ( )Action i ==”join another cluster”)   
// i  joins another cluster 

       NJP( i , g′′ )  // apply node join protocol to i  joining g′′  
g′  = g i−                   // Remove i  from cluster g  

Endif 
Output g′ , g′′  
 
(3) Node Failure Protocol (NFP) 

Each node periodically sends request to the head node 
of its cluster to state it is alive and to judge whether the 
head node is alive. If a node i  does not respond to other 
node’s request beyond the time threshold, i  is 
considered as a failed node, and the network loses all the 
information of i . In that case, the network uses the node 
failure protocol to recover and maintain the remained 
links. 

Supposing the node i  is in the cluster g , if g  
contains only one node i  who fails, g  becomes empty 
and is eliminated from the network automatically. The 
elimination will be detected by other nodes which link to 
g  and remove their corresponding long links later. If 

there are more than one node in the cluster g  and the 
failed node i  is the head node of the cluster, we find a 
substitutor node j  which is the candidate head node in 
that cluster g . The way to find the node j  is the same 
as to find a substitutor for a leaving node which is 
specified in NLP. In another situation, if node i  is an 
inner node, then it does not need a substitutor but has to 
call those nodes which has short link to i  to update the 
short links similar to NLP. 
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The node failure protocol stabilizes the network when 
a node failed, and keeps the network robust to various 
attacks. Algorithm 3 describes NFP. 

 
Algorithm 3: Node Failure Protocol 
INPUT i : failed node; g : i ’s cluster 

OUTPUT g′ : the cluster after i  is failed and removed 

If ( ( ) 1sizeof g == )           // g  contains only one node 

g′ = NULL              // cluster g  is set empty} 
Else                        // g  contains more than one node 

If ( iR == ”head node”)         //node i  is an head node 

  jR = head node of g  

jGL  += Update( iGL )    //add possible short links to j  

        jLL  = Update( ( )jdata LL ) //set j’s long link from its data 

Broadcast( i , j ) // update other nodes 
Else 
   Broadcast( i )// update other nodes sent by head node 
Endif 
g′  = g i−                       //Remove node i  from cluster g  

Endif 
Output g′  

IV. EXPERIMENTS AND DISCUSSION 

A. Simulation Setup 
Our simulation experiments are based on rewriting the 

Matlab simulator Prowler which implements a global 
topology control and a dynamic node-driven self-adjust 
topology control. 

The Matlab simulator Prowler is deployed on the lab 
PC as the simulation environment. The PC is set up with 
Intel Dual Core 2.13GHz and 2G memory. We simulate 
100 nodes with different initialized power condition 
range from 1 to 10. The nodes will be randomly deployed 
in area, and we assume a consistent distance measure for 
calculating the power consumption. 

B. Experiments 
We use three simulation experiments to evaluate the 

performance of our ad hoc networks in the power-aware 
small world topology. We compare our model with other 
topology and routing models, such as spantree and 
clusterhead gateway switch routing (CGSR) [19]. The 
spantree model is used to show the advantages of our 
model on topology-related efficiency. And the power-
unaware small world model, CGSR, is chosen to explore 
the advantage of our model on energy saving for our 
power-aware small world topology can be regarded as an 
extension of the CGSR on power concerns and self-
adjusting functionality. 
(1) Power Consumption 

The first experiment is about the power consumption. 
We design it to compare our model with spantree model 
and CGSR model. Assuming that a random pair of nodes 
request for communication continually and a node which 
relay the communication consumes 1 power, the 

experiment is designed as that along with the time how 
much the power of the whole network is consumed. The 
results are shown in Figure 3, with the time as the x-
coordinate and the total power of the network as the y-
coordinate.  

The experimental results show that all three curves 
decrease, and our small world model decreases more 
slowly than the other two models. This is caused by that 
in general our model is a greedy optimal method. We try 
to minimize the power consumption on every node 
through choosing proper headnode and links. Even that it 
has not been proved theoretically our method can achieve 
global optimal, the experiment still shows its better 
results than other two models who have no efficient 
energy control approach. 
 (2) Average Path Length 

The second experiment is about the average path 
length, which is an important evaluation to compare our 
model with spantree model and CGSR model. We 
increase the number of nodes in the network from 50 to 
150. Each node randomly chooses another node to 
communicate with, and we calculate the average path 
length of the whole network. The results are shown in 
Figure 4, with the number of nodes as x-coordinate and 
the average path length as y-coordinate. 

From the experimental results, we observe that from 50 
nodes to 150 nodes the average path lengths for our 
model and CGSR model are all less than 5, and their 
increments also do not exceed 1. However, the compared 
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spantree model has greater lengths and increases much 
faster. These indicated advantages are mainly brought 
about by their small world topology. Although the 
average path length of our model is quite close to CGSR 
model, it is still a little bit greater than CGSR. This is 
caused by multihops intra clusters for power concerns. 
(3) Life Time 

The third experiment is about the life time of the whole 
ad hoc network. Through this experiment, we want to 
show that by taking the power condition into the decision 
model we can keep a power consumption balance among 
all the nodes, therefore we can keep the life time of the 
network as long as possible. Our model is compared with 
the CGSR model, power-unaware small world model. 
The experiment is designed as that along with the time 
how many nodes alive in the network. The results are 
shown in Figure 5, with the time as the x-coordinate and 
the number of alive nodes in a cluster as the y-coordinate. 

The experimental results show that the two models 
have the same life time, however during the life time the 
curve of power-aware small world model is more 
balanced than the curve of power-unaware small world 
model. This is because the power-aware model can do the 
self-adjustment based on the power condition of the 
nodes to make them alive as long as possible. The CGSR 
model can easily fall into the structure with power law 
phenomenon, which is good for decreasing hop numbers 
but is lack for saving and balancing energy consumption 
in networks, especially for ad hoc network with more 
stable structure applications. For example, when one head 
node’s power is under the threshold which can be set by 
the system, our model will choose another node with 
more power to take the position of head node, and reduce 
the scale and the links to save the power of the original 
head node. However, in CGSR model draining out one 
single node may cause isolated nodes in the ad hoc 
network and some other related problems. 

V. CONCLUSIONS AND FUTURE WORK 

In this paper, we use the power-aware small world 
topology as an adaptive power efficient strategy to 
maximize network life time and efficiency of the ad hoc 
networks. We design a kernel decision model for the 
principles of the random probability and head node 

determination. We also implement the action protocols, 
such as the NJP, NLP and NFP with a self-adjustment 
scheme for the power consumption balance.  

Finally, we use the simulation experiments to test the 
performances on power consumption, average path length 
and life time. The results show that our model can 
achieve a tradeoff between transmission efficiency and 
power consumption, and also hold the self-adjustment 
feature to facilitate the performance to prolong the 
lifetime of whole ad hoc network. 

For the future work, we may optimize our 
implementation according to other theories. For example, 
we can use some more sophisticated approaches such as 
the Bayesian decision theory to determine the random 
probability p of the long links. We can also add more 
action protocols to specify diverse behaviors of the nodes. 
Finally, we will try to move our implementation from the 
simulation experiments to the practical applications 
which can be used to test the feasibility and practicability 
of our work. 

ACKNOWLEDGEMENT 

The authors thank Project 61002009 supported by 
National Natural Science Foundation of China, Project 
2010C31018 supported by Science and Technology 
Planning Project of Zhejiang Province, and Scientific 
Research Fund of Hangzhou Normal University under 
grant number HSKQ0042. 

REFERENCES 

[1] J. Guare, “Six Degrees of Separation: A Play” Vintage 
Books, New York, 1990. 

[2] G. Toussaint, “The relative neighborhood graph of a finite 
planar set”, Pattern Recognition, Vol 12, 1980, 
doi:10.1016/0031-3203(80)90066-7. 

[3] J. Wieselthier, G. Nguyen, A. Ephremides, “On the 
construction of  energy-efficient broadcast and multicast 
trees in wireless networks”, INFOCOM 2000, Tel Aviv, 
Israel, March 2000, doi:10.1109/INFCOM.2000.832232. 

[4] N. Li, J. Hou, L. Sha,” Design and analysis of an MST-
based topology control algorithm”, INFOCOM 2003, San 
Francisco, CA, April 2003, 
doi:10.1109/TWC.2005.846971. 

[5] F. Ingelrest, D. Simplot-Ryl, I. Stojmenovic, “Optimal 
Transmission Radius for Energy Efficient Broadcasting 
Protocols in Ad Hoc Networks”, IEEE Transactions on 
Parallel and Distributed Systems, June 2006, doi: 
10.1109/TPDS.2006.74. 

[6] M. Cardei, J. Wu, S. Yang, “Topology Control in Ad hoc 
Wireless Networks with Hitch-hiking”, First IEEE 
SECON04, October 2004, 
doi:10.1109/SAHCN.2004.1381950. 

[7] S. Lin, J. Zhang, G. Zhou, L. Gu, T. He, J. A. Stankovic, 
“ATPC: Adaptive Transmission Power Control for 
Wireless Sensor Networks”, SenSys 2006, Colorado, 
November 2006, doi:10.1145/1182807.1182830.  

[8] S. Migram, “The small world problem”, Psychology 
Today, vol 2, pp60–67, 1967. 

[9] D. Watts, S. Strogatz, "Collective dynamics of 'small-
world' networks". Nature 393 (6684): pp. 440-442, 1998, 
doi:10.1038/30918. 

[10] J. M. Kleinberg, “Navigation in the small world”, Nature 
406, p. 845, 2000, doi:10.1038/35022643. 

0 5 10 15 20 25 30 35 40 45
0

1

2

3

4

5

6

7

8

9

10

11

12

Time /s

N
um

be
r o

f A
liv

e 
N

od
es

 

 
Power-aware Small World Model
CGSR Model

Figure 5. Life time experiment on two models 

250 JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012

© 2012 ACADEMY PUBLISHER



 

[11] J. Kleinberg, “The Small World Phenomenon: an 
Algorithmic Perspective”, Technical Report, 2000, doi: 
10.1145/335305.335325. 

[12] S. Shashidhar Merugu and E. Zegura, “Adding Structure to 
Unstructure Peer-to-Peer Networks: the Use of Small 
World Graphs”, Journal of Parallel and Distributed 
Computing, 65(2):142-153, 2005, 
doi:10.1016/j.jpdc.2004.09.004. 

[13] K. Hui, J. Lui, and D. Yau, “Small-World Overlay P2P 
Networks: Constructing, Management and Handling of 
Dynamic Flash Crowd,” Computer Networks, vol. 50, pp. 
2727-2746, 2006, doi:10.1016/j.comnet.2005.10.010. 

[14] S. Filiposka, D. Trajanov, A. Grnarov, “Analysis of small 
world phenomena and group mobility in ad hoc networks”, 
Innovative Algorithms and Techniques in Automation, 
Industrial Electronics and Telecommunications, Book 
chapter, Springer Netherlands, 2007, doi:10.1007/978-1-
4020-6266-7_77. 

[15] S. Kosta, A. Mei, and J. Stefa, "Small World in Motion 
(SWIM): Modeling Communities in Ad-Hoc Mobile 
Networking", IEEE SECON 2010, Boston, MA, USA, 
2010, doi:10.1109/SECON.2010.5508278. 

[16] A. Helmy, “Small worlds in wireless networks,” IEEE 
Communications Letters, 7(10):490-492, 2003. 
doi:10.1109/LCOMM.2003.818887. 

[17] S. Dixit, E. Yanmaz, and O. Tonguz, “On the design of 
self-organized cellular wireless networks,” IEEE 
Communications Magazine, July 2005, doi: 
10.1109/MCOM.2005.1470827.     

[18] Y. Xia, G. Song, and Y. Zheng, “SW-R2P: A Trusted 
Small World Overlay P2P Network with Zero Knowledge 
Identification”, Journal of Computers, 3(10):3-11, 2008, 
doi:10.4304/jcp.3.10.3-11. 

[19] E. Royer, and C. Toh, “A Review of Current Routing 
Protocols or Ad Hoc Mobile Wireless Networks,” IEEE 
Personal Communications, April 1999, 
doi:10.1109/98.760423. 

[20] S. Mahfoudh, and P. Minet, “Survey of Energy Efficient 
Strategies in Wireless Ad Hoc and Sensor Networks,” 
IEEE Seventh International Conference on Networking, pp. 
1-7, Cancun, Mexico, 2008, doi:10.1109/ICN.2008.55. 

 
 

Yingjie Xia was born in Fenghua, Zhejiang Province, P.R. 
China on November 7th, 1982. Now he is a Postdoc in 
Department of automation, School of Electronic, Information, 
and Electrical Engineering, Shanghai Jiao Tong University, and 
an instructor in Hangzhou Institute of Service Engineering, 
Hangzhou Normal University, Hangzhou, Zhejiang, P.R. China. 
He was sponsored by China Scholarship Council as a visiting 
scholar in University of Illinois at Urbana-Champaign (UIUC), 
USA. He received his Ph.D. Degree in the College of Computer 
Science, Zhejiang University in 2009. His major is computer 
science and technology. 

His research interests cover distributed computing, grid 
computing and P2P network. He deployed the Zhejiang 
University Campus Grid in 2006 by hierarchically combining 
the Globus Toolkit and Sun Grid Engine. And he also 
implemented a R2P system, P2P system with role and 
reputation based access control. His work focused on to 
improve the R2P system and proposed a SW-R2P model, a 
trusted small world P2P network in Zhejiang University. Now 
he tries to do some research in ad hoc network. 

Mr. Xia has published more than 30 papers. 
 
 
 
Mingzhe Zhu is a student in School of Computing Science, 

Simon Fraser University, and a Research Assistant in Center for 
Service Engineering, Hangzhou Normal University. He received 
the Bachelor degree from the Zhejiang University in 2008. He 
specializes in P2P, distributed computing and cloud computing. 

 

JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012 251

© 2012 ACADEMY PUBLISHER



Learning Rates of Support Vector Machine 
Classifiers with Data Dependent Hypothesis 

Spaces 
 

Bao-Huai Sheng 
Department of Mathematics, Shaoxing College of Arts and Sciences Shaoxing, Zhejiang 312000, China 

e-mail: shengbaohuai@ 163.com 
 

Pei-Xin Ye  
School of Mathematics and LPMC, Nankai University,Tianjin 300071, China 

e-mail: yepx@nankai.edu.cn 
 
 
 

Abstract—We study the error  performances of p -norm 
Support Vector Machine classifiers based on  reproducing 
kernel Hilbert spaces. We focus on two category problem 
and choose the data-dependent polynomial kernels as the 
Mercer kernel  to improve the approximation error. We also 
provide the standard estimation of the sample error, and 
derive the explicit learning rate. 
 
Index Terms—Support vector machine classification; 
Learning rate; Reproducing kernel Hilbert spaces; Cesaro 
means. 
 

I.  INTRODUCTION AND RESULTS 

Support vector machine classification [1]-[7], [9]-[25] 
has a foundation in the framework of statistical learning  
theory and classical regularization theory for function 
approximation. It is one of the most important topics  in 
the field of machine learning. It has been applied 
successfully to various practical problems in science, 
engineering and many other related fields. The goal of 
classification is to construct  a classifier which can 
predict the unknown class of an observation with small 
misclassification error. This problem has been studied 
widely and many important algorithms have been 
developed (Ref. [3]-[8]). 

Let [ 1,1]X = − , { 1,1}Y = − . A binary classifier 
:f X Y→ divides the input space X  into two classes.  
Let ρ  be  an unknown probability distribution on 

X Y×  and ( , )X Y be the corresponding random variable. 
The  misclass -ification error for a classifier :f X Y→  
is defined to be the probability of the event { ( ) }f ≠X Y   

( ) : Prob{ ( ) } ( ( ) | ) ( ),XX
f f P f x x d xρ= ≠ = ≠∫R X Y Y  

where Xρ  is the marginal distribution on X  and 
( | )y xρ  is the conditional probability measure at x   

 
Corresponding author: Ye Peixin. This work is supported by the 

Natural Science Foundation of China (Grant No. 10871226, 10971251.) 

induced by ρ . The distribution ρ  is known only 
through a set of samples 1 1: { } {( , )}m m m

i i i i iz z x y= == = ∈Ζ  
independently drawn according to ρ .It is  known  from 
[9] the classifier which minimizes the misclassi -fication 
error is the Bayes ruler : sgn( )cf fρ= , where 

( ) ( | ) ( 1| ) ( 1 | ),
Y

f x yd y x P y x P y xρ ρ= = = − = −∫ .x X∈   

Denote the p -norm hinge loss function as  
         { ( ) 1}( ( )) : (1 ( )) | ( ) | ,p p

yf xV yf x yf x y f x χ+ ≤= − = −    (1) 

where ( )χ ⋅  is the indicator function. ( ( ))V yf x  measures 
the cost paid by replacing the true y  with the estimate 

( )f x . The  corresponding V -risk is  

( ) : ( ( )) ( ( )).
Z

f V yf x d EV yf xρ= =∫E  

Let :Vf X Rρ →  be a measurable function minimizing 

the expected risk : arg min ( ),Vf fρ = E  where the 
minimum is taken over all measurable functions. 
According to [8], we may always choose a Vfρ  such that 

( ) [ 1,1]Vf xρ ∈ −  for each x X∈ . Since the expected risk 
involving the unknown distribution ρ  is not computable, 
its discretization is used instead which is computable in 
terms of the sample z, is defined as   

1 1

1 1( ) : ( ( )) (1 ( )) .
m m

p
z i i i i

i i

f V y f x y f x
m m +

= =

= = −∑ ∑E      (2) 

Regularized learning schemes are implemented by 
minimizing a penalized version of the empirical error 
over a set of functions, called a hypothesis space. Then  
the regularized classifier generated for a sample mz∈Ζ  
is defined as ,sgn( )zf λ , where ,zf λ  is a minimizer of the 
following well-known Tikhonov regularization scheme  

,
1

1: arg min ( ( )) ( ) .{ }
m

z f i i
i

f V y f x f
mλ λ∈

=

= + Ω∑H      (3) 

Here λ  is called regularization parameter, it depends 
on m  and usually ( ) 0mλ →  as m  becomes large. This 
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kind of scheme is very popular in many areas of the 
applications and theory of machine learning. 

In this paper, we take the hypothesis space H  to be the 
reproducing kernel spaces reproducing by polynomials on 
[ 1,1] [ 1,1]− × −  and a given data in [ 1,1]− . We want to 
estimate excess misclassification error 

,(sgn( )) ( ).z cf fλ −R R  Many investigations of this topics 
have been done when the kernel ( , )K x y  is the  Gaussian 

kernel 
2

2( , ) exp{ }
2
x t

K x tσ σ
−

= −  (Ref. e.g.[5],[8]).  Now 

let us turn to other kernels, when the kernel is a 
polynomial kernel, the excess misclassification error 
estimate may become simpler since the polynomial class 
has many advantages in estimating the covering number, 
which is needed in presenting the error estimate. In fact, 
the excess misclassification error estimate for the 
polynomial kernel is a field investigated by many 
mathematicians. Among others, [5] gave a quantitative 
estimate for the convergence rate in the univariate case 

[0,1]X = with the Bernstein- Durrmeyer polynomials 
operators, [4] gave the corresponding estimate in the  
case nX R⊂ being a simplex. It is known that the  best 

error of the Bernstein operator is 1( )O
m

. Thus we 

introduce the generalized Vallee Poussin means of 
orthonormal algebraic polynomials which can 

approximate the target function with 1( )O
mα  for some 

0α > , and the orthogonal algebraic polynomials may 
exist for any positive measure Xρ  (Ref.e.g.[12],[13]). 
These properties is much better than the the Bernstein 
operator and it  enable us to estimate the excess misclassi 
-fication error by generalized Vallee Poussin means. So 
we may yield better approximation error and therefore the 
learning error can be improved. 

   Note that now our hypothesis space   depends on the 
input data. This makes the analysis of the error quite 
difficult and different from the previous results which for 
the algorithms with a data independent hypothesis space 
(see [1]-[9]). There are already some literatures in this 
area but the research is not very rich yet. In [14] the 
uniform convergence inequality is studied for the data 
dependent functions. In the coefficient regularization was 
analyzed under  the restriction that the kernel is positive 
semi-definite or has certain smoothness condition (such 
as Lipschitz condition). 

 
  Throughout the paper, we shall write ( )A O B=  if 

there exists a constant 0C >  such that A CB≤ . We 
write ~A B  if ( )A O B=  and ( ).B O A=  Let  

[ 1,1]X = −  and assume the marginal distribution 
( ) ( )Xd x w x dxρ =   

with  1 2( ) (1 ) (1 ) ,w x x xα α= − + 1 21, 1,α α> − > −  

1 2 1,α α+ > −  being Jacobi weights on [ 1,1]−  with finite 

moments; i.e., 
1

1
| | ( ) ,kx w x dx

−
< ∞∫  0 : 0,1, 2, .k ∈Ν =  It 

is known from [14] that for all 0k ∈  there exists a 
unique polynomial 

( , ) ( ) , ( ) 0k
k k kp w x w x wγ γ= + >  

such that  
1

,1
( ) ( ) ( ) .k k k kp x p x w x dx δ′ ′−

=∫  

Then we denote  
             

1

01
( ) ( ) ( ) ( ) , .k ka f f x p x w x dx k

−
= ∈Ν∫         (4) 

Moreover,  there uniquely exists Lagrange polynomial 
interpolating operator ( )nL x  of order 1n − , such that  

                   ,( ) , 1,2, , ,n k n kL x y k n= =               (5) 
for any real numbers , 1, 2, , .ky k n= .  

  Let 1p ≥ , ( )pL dw  be the class of all measurable real 

functions f  for which 
1

1

( ) 1
| ( ) | ( )( )

p

p p
L dwf f x w x dx

−
= ∫‖‖  

.< +∞  For 1 2
1 1max( , )
2 2

δ α α> + +   the Cesaro means 

( )C δ  of  f  is defined by  

0

1( , ) ( ) ( ), [ 1,1],
N

N N k k k
km

f x A a f p x x
A

δ δ
δσ −

=

= ∈ −∑  

( 1) , 0,1,
( 1) ( 1)k

kA N
k

δ δ
δ

Γ + +
= =
Γ + Γ +

 

For a given 0β >  we define,  

                          
1

( ) ~ ( )k
k

D f k a fββ
∞

=
∑                       (6) 

and we say ( ) ( )pD f L dwβ ∈  if there exists ( )pL dwϕ ∈  

such that ( ) ( )k ka k a fβϕ = . It is known form [17] that 
there is some 1/ 2δ >  such that  

         ( ) 2 ( )( ) , 1 ,
p pN L dw L dwf C f pδσ ≤ ≤ ≤ ∞‖ ‖ ‖‖         (7) 

with 2C  independent of N . 
For ( )pf L dw∈  we define the generalized vallee 

Poussin means of the ortho-normal { ( )}kp x  by  

       
2

0
( )( ) ( ) ( ) ( ), [ 1,1],

N

N k k
k

kf x a f p x x
N

η η
=

= ∀ ∈ −∑   (8) 

where ( ) ( )u C Rη ∞ +∈  is a nonnegative non- increase 
function with ( ) 1uη =  for [0,1]u∈  and ( ) 0uη =  for 

2u > . Then ( , )N f xη =  ( ), ( )pf x f L dw∈ . Combing 
(9) with [18, Proposition 2.1], we have  

                     ( ) 2 ( )( ) .
p pN L dw L dwf C fη ≤‖ ‖ ‖‖                 (9) 

For a given 1N >  we define the polynomial kernels by  

        
2

0
( , ) ( ) ( ), , [ 1,1].

N

N k k
k

K x y p x p y x y
=

= ∈ −∑         (10) 

For a given discrete set [ 1,1]Nt ⊂ − , the corresponding  

RKHS N

N

t
KH  is defined as (Ref. e.g.[19]) the linear space 

of the set of functions { : ( , ) : },x N NK K x t t t x X= ∈ ∈ with 
the inner product given by  
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,
, ( , ), , .

N i jK i j N i j i x j y
i j i j

f g c d K x y f c K g d K〈 〉 = = =∑ ∑ ∑
                                                                                       (11)                                                          

We assume the distribution ( , )x yρ =  ( | ) ( )y x w xρ  with 
( )w x  being Jacobi weight. Corresponds to the scheme 

(3) we have the following scheme,  
        2

, ,: arg min ( ) ,{ }tN N NKN
z z K tf

f f fλ λ
∈

= + ‖‖
H

E          (12) 

We define the projection operator π  on the space of 
measurable function :f X R→  as  

1, if ( ) 1,
( )( ) 1, if ( ) 1,

( ), if 1 ( ) 1.

f x
f x f x

f x f x
π

>⎧
⎪= − < −⎨
⎪ − ≤ ≤⎩  

Since ( ( )( )) ( ( ))V y f x V yf xπ ≤ , we know that 
( ( )) ( ), ( ( )) ( ).z zf f f fπ π≤ ≤E E E E  By virtue of ( )fπ ，

we take ,( )zf λπ  instead of ,zf λ  to analyze the related 
learning rates. 

Theorem 1.1. Let 1
2 (2 )pp

ζ
β α

=
+ −

, exp{ 2 }mζλ = − , 

min{ / 2,2 / }p p pα =  for 1p >  and [0,1]α ∈  for 1p = , 

0β > , ~N mζ be a given number. Then, for all 
2 1 1/(4 / 4 log( ))pm pM ζζ −≥ +  and 0 1δ< < , with 

confidence at least 1 2δ− , we have  

,( ( )) ( ) , .
2 (2 )

V
z

p

pf f c m
p

θ
λ ρ

βπ θ
β α

−− ≤ ⋅ =
+ −

E E  

Theorem 1.2. Under the assumption of Theorem 2.1, we 
have for all 0 1/ 2δ< < , with confidence at least 1 2δ− ,  

, * /2

, for p=1,(sgn( )) ( )
, for p 1,z c

cmf f
c m

θ

λ θ

−

−

⎧⎪− ≤ ⎨
>⎪⎩

R R  

where 
2 (2 )p

p
p

βθ
β α

=
+ −

, * 2c c= , and c  is the same 

as in Theorem 2.1. 

II. THE APPROXIMATION ERROR 

We estimate the approximation error for ( )V
N fρη , i.e. 

( ( )) ( )V V
N f fρ ρη − +E E 2

,( )
N N

V
N K tfρλ η‖ ‖  . 

Let nP  be the set of all algebraic polynomials of 
order not exceeding n . For n np ∈P , denoted by 

, 1{ }n
n k n kt x ==  the zeroes of ( )np x  arranged as  

, 1, 2, 1,1 1.n n n n n nx x x x−− < < < < < <  
Then, there holds the Gauss quadrature formula (Ref. 
e.g.[15])  

    
1

, , 2 11
1

( ) ( ) ( ), .
n

k k n k k n k n
k

p x w x dx p x pλ −−
=

= ∈∑∫ P     (13) 

For any n np ∈P , there holds the Nikolskii inequality 
(see, e.g.[13],[16]) 

                 
2

1 1( )
2

( ) 1 ( ) ,p

p
n L dw n L dwp C n p

+−
≤‖ ‖ ‖ ‖              (14) 

where max( ,0)a a+ = , 1 p≤ ≤ ∞ . 
Proposition 2.1. Let ( )N fη , ( , )NK x y  be defined as (10) 
and (12) respectively. Then, for any ( )pf L dw∈  1p ≥ , 

0β > ,  
1 12( )

2 2 23
, 1( ( )) ( ) ( ) ,

N N

V V V p
N N K t p

M
f f f C N

Nρ ρ ρ βη λ η λ
+−

− + ≤ +‖ ‖E E

                                                                      
(15) 

To prove Proposition 2.1, we firstly bound 
,( )

N N

V
N K tfρη‖ ‖ . 

Lemma 2.2.  For any ( )pf L dw∈  there is 1 0C >  such 
that  

                
1 12( )

2 2 22
, 1 ( )( ) .

N N p

p
N K t L dwf C N fη

+−
≤‖ ‖ ‖‖         

(16) 
Lemma 2.3 ([19], Proposition 2.1). Let ( )D fβ  be given 
by (8). There is a constant 0 0M >  such that  

          0 ( )
( )

( )
( ) ,p

p

L dw
N L dw

M D f
f f

N β

β
η − ≤

‖ ‖
‖ ‖         

(17) 
Lemma 2.4 ([3], Theorem 25 ). If :f X R→  is 
measurable, then  

( ) ( )Vf fρ− ≤E E  

  ( )

1 1 1
( ) ( )

|| || , if 1 p 2,

2 || || (2 || || ), if p 2.
p

p p

V p
L dw

p V p V p
L dw L dw

f f

p f f f f
ρ

ρ ρ
− − −

⎧ − ≤ ≤⎪
⎨

− + − >⎪⎩

 (18) 

                                     
Lemma 2.5. There are constants 1 0M > , 2 0M > , 

3 0M >  such that 1p ≥ , 0β > ,  

                  3( ( )) ( )V V
N p

M
f f

Nρ ρ βη − ≤E E                    (19) 

where 1 1
3 2 1 2

1

22 ( 1) ,p p p NM p M M M
M

β
− −= + ≥ . 

Now Proposition 2.1. can be derived from Lemma 2.2 
and Lemma 2.5.  

Ⅲ. SAMPLE ERROR 

Proposition 3.1. Let 10
2

ζ< < , exp{ 2 }mζλ = − , 

min{ / 2, 2 / }p p pα =  for 1p > and [0,1]α ∈  for 1p = , 

0β > , N mζ≤ . Then, for all 
2 1 1/(4 / 4log( ))pm pM ζζ −≥ +  and 0 1δ< < , with 

confidence at least 1 2δ− , there holds 

, ,[ ( ( )) ( )] [ ( ( )) ( )]V V
z z z zf f f fλ ρ λ ρπ π− − −E E E E  

[ ( ) ( )] [ ( ) ( )]V V
z zf f f fρ ρ+ − − −E E E E  

               ,
1 { ( ( )) ( )} ( ),
2

V
zf f c mλ ρπ≤ − +E E              (20) 

where  
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2

3

12 log
( )

32

p

p

M
c m

mN β
δ

+

= +  

1 4
2

1 2

12 log 220
3

( ) (p

ppB C
m m

α
ζ

δ
+

−
−+ + +  

3

1/(2 )
1 2

1 12 log 4 log8
.

3
( ) )p

p
p

p
BCB

m mm
α

ζ
δ δ

+

−
−+ +  

For simplicity, we divide the sample error in (13) for 
( )V

Nf fρη=   into two terms. The first term is 

[ ( ( )) ( )]V V
z N zA f fρ ρη= − −E E  [ ( ( )) ( )]V V

N f fρ ρη −E E , the 

second one is B =  ,[ ( ( )) ( )]V
zf fλ ρπ − −E E  

,[ ( ( )) ( )]V
z z zf fλ ρπ −E E . For a compact F X⊂ , we 

denote by ( , )N F X  (see[23]) the set of functions in X  
that have more than a unique best approximation in F  
with respect to the norm, and * ( )fλ =  

sup 1: (1 ) ( , ) .{ }cf f N F Xλ λ λ′ ′ ′≥ + − ∈/   
Lemma 3.2 ([23]). Let 1 p< < ∞  and set ( )pF L dw⊂  be 
a compact set of functions that are bounded by 1 put Y  to 
be a random variable bounded by 1. If 

( , ( ))pY N F L dw∈/ , set 
* ( ) sup 1: (1 ) ( , ) .{ }cY f Y N F Xλ λ λ λ′ ′ ′= ≥ + − ∈/  Then, 

for every f F∈ , 
   2{ ( ( )) ( ( ))} { ( ) ( )} ,pV V

pE V yf x V yf x B f f α
ρ ρ− ≤ −E E  

(21) 

where 
*1 ( )

( ) inf
1p

Y
B c p

λ λ

λ
λ′< <

′
=

′ −
, ( )c p . 

Lemma 3.3. For any 0 1δ< < , with confidence at least 
1 δ− , there holds  

2 1
2

1 12 log 2 log

3
( ) p

p
pB

A
m m

αδ δ
+

−≤ +  

                   1 ( ( )) ( ) .
2
( )V V

N f fρ ρη+ −E E                    (22) 

Lemma 3.4 ([1],[6]). Let ξ  be a random variable on 
probability space Z  with mean Eξ µ=  and variance 

2 2( )σ ξ σ= . If | | Bξ µ− ≤  almost everywhere, then for 
all 0τ > ,  

      
2

21

1Prob ( ) exp .
12( )
3

{ } { }m

m

iz
i

mz
m B

τξ µ τ
σ τ

∈
=

− ≥ ≤ −
+

∑   (23) 

To prove the result of sample error we need to extend 
(22) to a function set by means of the covering number. 
So let us recall some definitions. Let F  be a subset of a 
metric space and 0r′ > . The covering number ( , )r′N F  
is defined to be the minimal integer l∈Ν  such that there 
exist l  balls with radius r′  covering F . Denote the 

covering number of the unit ball 1B  as 

1( ) : ( , ),r r′ ′=N N B  0.r′∀ >  Take  
*

,{ : }.N

N N N

t
R K K tf f R= ∈ ≤‖‖B H  

We recall some well-known results which will be 
used in our   estimate for sample error. 
Lemma 3.5 ( [1]). Let E  be a finite dimension Banach 
space with norm 

E
⋅ , dimr E= , 

{ :|| || }R Ef E f R= ∈ ≤B , then  

4log ( , ) log( ).R
Rr r

r
′ ≤

′
N B  

The reproducing property implies f ∞ ≤‖‖  

,sup ( , ) 2 1
N NN K t

x X
K x x f N R

∈
≤ +‖‖ , so Lemma 3.5 

implies  

* 4 2 1log ( , ) (2 1) logR
N Rr N
r
+′ ≤ +
′

N B  

                                log .N RCN
r

≤
′

                       (24) 

The next known result we need is a  quantitative version 
of the law of the large numbers 
Lemma 3.6 ([6]). Let 0 1α≤ ≤ , 0B > , 0c ≥ , and G  be 
a set of functions on Z , such that for every g ∈G , 

0Eg ≥ , | |Eg g B− ≤  and 2 ( )Eg c Eg α≤ . Then for any 
0τ > ,  

11 2

1 ( )
Prob sup 4

( )
{ }m

m

i
i

z
g

Eg g z
m

Eg

α

α α
τ

τ

−
=

∈
∈

−
>

+

∑
G

 

              
2

1
( , ) exp .

12( )
3

{ }m

c B

α

α

ττ
τ

−

−

−
≤

+
N G                (25) 

By direct calculation it is not difficult to derive the 
following lemma. 

Lemma 3.7. Let 10
2

ζ< < . Then, for all 

2 1 1/(4 / 4 log( ))pm pM ζζ −≥ + and 0 1δ< < , with 
confidence at least 1 δ− , we have  

, ,[ ( ( )) ( )] [ ( ( )) ( )]V V
z z z zf f f fλ ρ λ ρπ π− − −E E E E  

                  ,
1 { ( ( )) ( )} 20
2

V
zf fλ ρπ τ≤ − +E E              (26) 

for all *
Rf ∈B , where τ  is equal to  

4 3

1 2

2 2 log(1/ )
33

p pC
mm ζ

δ+ +

− + +  

                   1/ (2 )
1 2

8 4 log(1/ )
.( ) pp pCB B

mm
α

ζ

δ −

− +             (27) 

Proof of Proposition 3.1. The result of Proposition 3.1 
can be derived from Lemma 3.3 and Lemma 3.6.  

Ⅳ. ESTIMATE OF LEARNING RATES 

Now we are in a position to present the rate of learning 
error. The desired learning rate can be derived by 
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combining the previous results on approximation error 
and sample error. 
Proof of Theorem 1.1. Putting (17) and (22) into (16) 
with ( )V

Nf fρη= , we have  

,( ( )) ( )V
zf fλ ρπ − ≤E E  

1 12( )
2 2 3

1 ,
1{ ( ( )) ( )} ( ),
2

Vp
zp

M
C N f f c m

N λ ρβλ π
+−

+ + − +E E  

where ( )c m  given by (22), we have with confidence at 
least 1 2δ− , that  

1 12( )
2 2

, 1( ( )) ( ) 2V p
zf f C Nλ ρπ λ

+−
− ≤E E  

3 1
23

1 12 log 2 log3
2

3
( ) p

p
p

p

BM
m mN

α
β

δ δ
+

−+ + +  

  
3 14

2
1 2 1 2

1 12 log 4 log8240 .
33

( ( ) )p

p
p p

p
BCBC

m mm m
α

ζ ζ
δ δ

+
+

−

− −+ + + +   

(28) 
Since ~N mζ  and exp{ 2 }mζλ = − , we have 

1 12( )
2 1 ,

exp{ }
pN

mζλ
+−
≤  then (28) can be rewritten as  

,( ( )) ( )V
zf fλ ρπ − ≤E E  

3

2
1 3

12 log1 12 ( ) 3 ( )
3exp{ }

p

pC M
mm mζ βζ

δ
+

′+ + +  

1 11
2 2 2

2

1 1 2 12(2 log ) 40 4log ( ) ( )
3

{ ( ( )) }p p p

p

p

p pB B
m

α α α
αδ δ

+
− − −

−+ +

4 3 140 2 2 log( p pC
δ

+ ++ + +  

1 1 2
2 218 4 log .( ) )( )p p

p pCB B m
ζ

α α

δ

−
−

− −+  

Take 1
2 (2 )pp

ζ
β α

=
+ −

, we have 

,( ( )) ( ) .V
zf f cm θ
λ ρπ −− ≤E E   

Proof of Theorem 1.2. Theorem 1.2 can be derived 
immediately by combining the result of Theorem 1.1 and  
the following relations between the expected risk and 
excess misclassification error: 

(sgn( )) ( )cf f− ≤R R  
( ( )) ( ), for p=1,

2( ( ( )) ( )), for p 1,
c

V

f f

f fρ

π

π

−⎧⎪
⎨

− >⎪⎩

E E

E E
 

where :f X R→  is measurable, Ref.[3].  
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Abstract—In the paper, aimed at the shortcoming of trust 
region method,  we proposed a algorithm using negative 
curvature direction as its searching direction. The 
convergence of the algorithm was given. Furthermore,  
combing trust region method and curve-linear searching 
techniques,  a trust region algorithm,  using general curve-
linear searching direction,  was proposed. We proved its 
efficiency and feasibility. The algorithm has adjustability 
and can select or update its searching direction according to 
the iteration. This allows the algorithm that has the 
properties of curve-linear searching method and the global 
convergence of trust region method. Finally,  we indicate 
that some searching directions of common methods can be 
as a special searching direction of the general method.  
 
Index Terms—nonlinear programming,  unconstrained 
optimization,  trust region method,  curve-linear searching 
method,  searching direction,  quadratic model,  directions 
of negative curvature 
 

I. UNCONSTRAINED OPTIMIZATION PROBLEMS[1] 

In many problems of unconstrained optimization such 
as : 

(P1)                
min ( )

nx R
f x

∈  

Its solution has been appealed to many peoples to do 
it. People created many algorithms aiming at question 
(P1) and presented some methods as the trust region 
method; Newton method; DFP method and BFGS 
method and so on. At these methods,  people using 
straight line as its searching direction to searching line in 
general. with these methods , they have some  defect as 
“saw tooth phenomenon” and “ local convergence”,  some 
people presented the trust region method and curve-linear 
searching techniques to quality the global convergence of 
iterative method Curve-linear searching method is a way 
of searching direction down to a curve,  which will avoid 
certain defects compared to rectilinear direction 
searching[2]. In trust region method,  we gain new 
iteration step length based on a partial model of 
minimized objective function on a constrained ellipsoid 
domain centered at the current iteration point,  and the 

diameter of the ellipsoid is determined by the pattern of 
anticipation objective function of the model. Researches 
have been done by M. J. D. Powell [3],  J. E. Dennis jr. 
and H. H. W. Mei[4],  J. J. More [5], D. C. Sorensen[6, 
7],  D .C. Sorensen and J. J. More [8], G. A. Shulty. 
etc[9] and Yuan Y. etc[10-13]. It is needed to calculating 

one of the partial models of ( )f x  at the point of kx : 

1( )
2

T T
k k k kQ w f g w w G w= + +  

It is solved by solving its equivalence problems: 
It equals to: 
(P2) ( ){ }min ;k kQ w w ≤ ∆  

(P3) 0λ ≥  s.t. kG Iλ+ is a positive semi-definite 
matrix,  
and  

( )
( )

k

k

G I w g
w
λ
λ

+ = −⎧⎪
⎨ ≤ ∆⎪⎩  

In many studies,  it is generally assumed 

that kG Iλ+ is a positive definite matrix, so the problem 

occurs when kG is not a positive semi-definite matrix 

and is possibly a local minimum point. If 0kg = , we can 
gain zero solution to question(P3)exclusively,  and the 

iterative procedure discontinues. When kG is not a 
positive semi-definite matrix,  More & Sorensen[8],  
which means situations hard to cope with appears,  

indicating that kG  has one negative eigenvalue 1λ ,  

where kg  is orthogonal to the null space of ( )1kG Iλ−
, 

and 
( )1k k kG I gλ +− < ∆

         ((+)) denotes 
generalized inverse or pseudo-inverse),  where 1Iλ  is the 
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largest negative eigen  value. The solution is that the 
iterative step length be selected as: 

( )1k k k k kp G I gλ ξ ν+= − − + ,  where kν  is 

eigenvector of kg  relative to 1λ .Select kξ  

s.t k kp = ∆  
These methods above only involve single directions,  

so that if problems occur,  the algorithm discontinues. 
Aiming at these problems,  we present corresponding 
improved methods,  using a curve-linear searching 
direction consisting of two descent directions. 

II.  IMPROVEMENT OF TRUST REGION ALGORITHMS 

Algorithm 1 

(1) Where 1 2 0 00 1,0 1 , ,xµ η γ γ< ≤ < < < < ∆  

(2) Given that kkx ∆, , calculate kk Gg ,  

(3) Decompose symmetric matrix kG  by Bunch-parlett 
decomposition method [13] 

T
kkkk LDLG =  

Where kL is a triangular identity matrix 
( ))()(

1 ,... k
n

k
k dddiagD =  

(4) (a) If 0=kg  and ( )nid k
i ...2,10)( =≥ ,  

let kx x∗ = , then stop. If not,  go to the 
Step(b). 

(b) If kG is not a positive semi-definite matrix,  and kg  is 

orthogonal to the null space of 
( )

1
k

kG Iλ− ,  where 
)(

1
kλ  

the largest negative eigenvalue,  then go to the Step(c). If 
not,  switch to Step (5). 
(c) Use Fletcher-Freeman[14]method to determine 

negative curvature direction kd
。 

(d) Let ( ) kkkkk dxxx αα +==+1 , kα  is determined 
by the conditions below: 
( )( ) [ ]k

T
kkk

T
kk

T
kk dgdGdddxf +≥+∇ αηα   

( ) ( ) 21
2

T T
k k k k k k k kf x d f x g d d G dα µα µα+ ≤ + +

     : 1;k k= +  
switch to Step (2) 
(5) 

i)   Establish a secondary model: 

( ) wGwwgfwQ k
TT

kkk 2
1

++=
 

ii)   Find the solution of equation below: 

( ){ }arg min ;k k kp Q w w= ≤ ∆
 

iii) Calculate 

 k

k
k pred

ared
=ρ

. 

If kρ µ< ,  then 1:k kγ∆ = ∆ and switch to Step (�); 

if µρ ≥k ,  then 1:,1 +=+=+ kkpxx kkk ; 

if kρ η> ,  then kk ∆=∆ + 21 : γ ,  or else kk ∆=∆ + :1 and 
switch to Step (4).  

Theorem 1  

 If    RRf n →:  ,  
where 

nRDx ⊂∈0 and ( ) ( ) ( ){ }0 0;L x x D f x f x= ∈ ≤

is a compact subset of D .There is 
( )0 ;k kx L x G M∈ ≤

, { }kx is a iteration point 
sequence based on Algorithm 1. Then 

  
lim 0, lim 0T T

k k k k kk k
g d d G d

→∞ →∞
= =

                    (1) 
   Prove: 

If { }( )
1 1; 0, Null( )k

k k k kD x g g G Iλ= = ⊥ −
 and 

( )
1Null( )k

kG Iλ− is the null space of
( )

1
k

kG Iλ− . 

Let { } 12 DxD k −= ,  and { }kx  is an infinite point set. 

That if { }kx
is finite,  then based on Algorithm 1,  

( ) kkkkk wwxGwared θ+−=
2
1

,    
1 ,
2

T T
k k k k k kpred p w w G w= − 0, 0k kg d= =  

Then conflict arises. At least one of 1D and 2D  is 
infinite. 

If 1D is infinite,  ( )0L x
is a compact set,  then{ }kx

 

has at least one accumulation point. Let ∗→ xxk ,  based 
on algorithm 1:,  

 
⎥⎦
⎤

⎢⎣
⎡ +−≥− + kk

T
kkk

T
kkkk dGddgff 2

1 2
1ααµ

 
and 0,0 ≤≤ k

T
kkk

T
k gddGd  

( )xf∵  is continuous function,  then  

( )∞→→− + kff kk ,01  so that 
2lim 0, lim 0T T
k k k k k k kk k
d G d g dα α

→∞ →∞
= =  

Let lim 0kk
α

→∞
= ,  based on the continuity of 

( )kk dxf α+∇ and algorithm 1,  step (d): 

( )( )
1 lim 1

T
k k k k

T Tk
k k k k k k

f x d d
g d d G d

α
η

α→∞

∇ +
= ≤ <

+
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Then conflict arises. So ( )1, kkk ≥≥ εα  and 

lim 0, lim 0T T
k k k k kk k

d G d g d
→∞ →∞

= = . 

If 2D is infinite,  based on Algorithm 2: 2Dxk ∈ is 
drawn by trust region algorithm,  and based on the 
convergence of the algorithm,  obviously 
lim 0T

k k kk
d G d

→∞
=  is supported. Then (1) is proved. 

Based on the conclusion of Theorem 1 the theorem 
below can be proved: 
Theorem 2  Under conditions of Theorem 1,  and 
{ }kd is limited,  then 0c∃ >  , s.t. 

( )∗→→≥ ∗ kxxgcd kkk ,,   Then 

( ) 0=∇ ∗xf and ( )∗xG is positive semi-definite. 
 

III.   GENERAL SEARCHING METHODS 

To question (P1),  
let ( ) ( ) ( )dsxx αφαφα 21 ++= , where 

( )αφ1 and ( )αφ2 are continuous functions under 
condition that α β∈ (where β  is a compact set 

in R ).Given that ( ) ( )1 20 0 0φ φ= =  (equals 

to ( ) xx =α ); ds, are descent directions of ( )xf at the 

point of x.Create a secondary model of ( )xf at the point 
of x : 

( ) ( ) GpppgxfpQ TT

2
1

++=                (2) 

Where ( ) ( ) ( ) ( )dsxxp αφαφαα 21 +=−=     (3) 

To guarantee that ( ) ( )xfpQ ≤ ,  then  

( ) βααφ ∈≥ ,02 ( ) 01 ≥αφ                                (4) 
s.t.  Algorithm 1 is modified. To make it further,  we gain 

a general trust region algorithm using curve-linear 
searching direction for unconstrained optimization: 

Algorithm 2 
Step1-3 are the same as (1)-(3) in Algorithm 1. 
Step4 is same as (4) (a)-(c) in Algorithm 1. 
(d) Let ( ) ( )1k k k kx x x pα α+ = = + . 

kα  is determined by the conditions below: 

( )( )( )T T T
k k k k k k k kf x p d d G d g dα η α⎡ ⎤∇ + ≥ +⎣ ⎦   

( )( )

( ) 21
2

k k

T T
k k k k k k

f x p

f x g d d G d

α

µα µα

+ ≤

+ +
,  

: 1k k= + ; switch to Step2. 
Definition 1 ( )xf 0 is defined as generalized derivative 

of ( )xf at the point of x ,  

if ( ) ( ) ( )0

0
lim sup
t

f x t f x
f x

t→ +

+ −
= .  

Definition 2 ζ is defined as generalized successive 

derivative of ( )xf  at the point of x ,  if  

( ) ζ≥xf 0 .Note generalized successive derivative 

of ( )xf at the point of x  as ( )xfβα .That is  

( ) ( ){ }ζζαβ ≥= xfxf 0; . 
Create the secondary model as below:  

( ) ( ) ( ) ( )( )
( ) ( )(

( ) ( )( )

( ) ( )( ))

1 2

2
1 2

2
1 2

1 2

0 0

1 0 0
2
1 0 0
2

0 0

T T

T T

T

F f x g s g d

g s g d

s d

G s d

α µ µ α

α ν ν

α µ µ

µ µ

= + +

⎡ ⎤+ +⎣ ⎦

⎡ ⎤+ +
⎣ ⎦

⎡ ⎤× +⎣ ⎦

     (5) 

Obvious (5) is a generalized pattern of (2). To satisfy 
that ( ) ( )xfF ≤α ,  then 

 ( ) ( ) ( )0 0, 0 0, 1, 2i i iµ ν≥ ≥ =  
Let

( ) ( ) ( ) ( ) ( )0 0, , 1, 2i i i i iµ α φ α ν α ν α= = = ,  then: 

( ) ( )1
1 0

0 lim
t

t
t

φ
µ

→ +
=  , 

( )2
2 0

lim
t

t
t

φ
µ

→ +
=     

( ) ( )1, 2 ,i ζ φ α= ∈  
Theorem  3   
Assume that ( )xf  is a second order continuous 

differentiable function on nR , ( ) ( )αφαφ 21 ,  are 
positive continuous functions on β (a compact subset 

on R ) R→ ,  ( ) ( )( )g f xβα α α∈ is continuous from 
the right of point x .If: 

( ) ( ) ( ) ( )2,1,00,00,1,0 =≥≥∈ Iii νµµ ,  

if ( ) ( ) 000 21 == µµ ,  and at least one of 

( ) ( )0,0 21 νν is not zero,  and sd ,  are limited. And: 

( ) ( ) ( ) ( )1 2
1 22 20 0

lim 0 , lim 0
α α

φ α φ α
µν µν

α α→ + → +
≥ ≥ . 

Then α β∃ ∈  to satisfy the condition that: 

( )( ) ( ) ( ) ( ) ( ), 0,f x f x F f xα µ α α α≤ + − ∈⎡ ⎤⎣ ⎦
                   (6) 

Prove:  
Let ( ) ( )1 20 , 0 0µ µ ≠   ,   ∵ ( ) ( )( )ααα β xfg ∈    
Based on the definition:  
( ) ( )( ) ( ) ( )( )ααα xxgxfxf T −≥−  
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( )( ) ( ) ( ) ( ) ( ) dgsgxfxf TT 021 φααφα +≤−  
[ ] ( )( ) ( )
( ) ( ) ( ) ( ) ( ) ( )[ ][ ]xfFdgsgxfF

xfxfQ
TT −−+≤−

−−=

αµαφαφα

µαα

21
Then 

( ) ( )

( ) ( ) ( )

( ) ( ) ( )

1

0 0

2

0

1 2

lim lim ...

lim lim

1 0 0 0

T

T

T T

Q
g S

F f x
g d

g s g d

α α

α

α φ α
α α

φ α α
µ

α α
µ µ µ

→ + → +

→ +

≤ +

−
−

⎡ ⎤= − + <⎣ ⎦

 

If ( ) ( ) 000 21 == µµ  ,  and at least one of 

( ) ( )0,0 21 νν is not zero. 

  ( )αg∵ is continuous from the right of point x , that is 

( ) ( )+→→ 0αα gg ,  and ,d s  are limited 

( )T Tg s g sα∴ → , ( ) dgdg TT →α     

( )+→ 0α  
∴If 0ε > , 0ζ > ； 

ifα ζ< , then ( ) εα +≤ sgsg TT ,  

( ) εα +≤ dgdg TT    

( ) ( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( )

1 2

1 2

T TQ g d g s

F f x

α ϕ α α ϕ α α

ϕ α ϕ α ε µ α

∴ = +

+ + − −⎡ ⎤⎣ ⎦
 

And 0 0T Tg s g d≤ ≤， , ( ) ( ) 00 21 ≥≥ αφαφ ，    

( )βα ∈  

( ) ( )

( ) ( ) ( )

1
2 20 0

2
1 120

lim lim

0 lim 0

0

T T

Q

g S g d

α α

α

α φ α
α α

φ α
µν µν

α

→ + → +

→ +

∴ ≤

⎛ ⎞⎛ ⎞
− + −⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
<

 

Above all, α β∃ ∈ to let ( ]0,α α∈  and satisfy : 

( )( ) ( ) ( ) ( )[ ]xfFxfxf −≤− αµα . 
Equation (6) is proved. 

Based on Theorem 3,  doing linear search along the 
curve ( )p α  can efficiently let the value of the function 
decrease,  and in the meantime,  its flexibility allow us to 
build various models according to the situations during 
calculating,  so that it can reduce the occurrence of the 
phenomena so-called saw tooth .  

IV.  THE SELECTION OF ks
AND kd  

There are two methods of selecting ks and kd : 

1) Let k ks g= − , 0T
k ks d ≥    (that is 0T

k kg d ≤ )   

2) Let k ks g= − , 0T
k k ks dβ ≥   (that is 0T

k k kdβ ≥g ) 
∵   

2

2 2

2 2

( ) ( )

( ) ( )

( )( )

k
k k k k k

T T
k k k k k k k k k

k

k k k k

ared f k f x s d

g s d s d

x s d

α α

α α α α

α α

= − + +

= + + +

∇ +

 

Where    2( )
k k

k k k kx x s dθ α α= + +   ( 0 1θ≤ ≤ ) 
∴     

2 2 2 2( ) ( ) ( )( )
1 12 3 4( )
2 2

aredkrk predk
kT Tg s d s d f x s dk k k k k k k k k k k k k

T T T T Tg d g s d d s d s sk k k k k k k k k k k k k k k k k

α α α α α α

α α β α β α β

= =

+ + + ∇ +

+ + + +

       Then: 
i)where 0T

k kg d ≺ ,  
0

lim 1
k

krα →
=  

ii)where 0, 0,T
k k k k kg d g s g= ≠ = − ,    

lim
0

12 2 2 2( ) ( )( )
2lim 1 12 3 40 ( )
2 2

1

rk
k

kTg s d f x s dk k k k k k k k k k

T T T Tkg s d d s d s sk k k k k k k k k k k k k k

α

α α α α α

α α β α β α β

=
→

+ + ∇ +

→ + + +

=
             iii)where  

0k ks g= − = , 

2 2

2

1 ( )
2

1
2

kT
k k k

k
T

k k k k

d f x d
r

d d

α

α β

∇
=  

 
0

lim 1
k

krα →
∴ =  

  So the method is trusted. 
Equations relative to α : 

Let 2
k kw s dα α= +  

2

3 4

1( ) ( )
2

1
2

T T T
k k k k k k k

T T
k k k k k k

g d g s d d

s d s s

α α α β

α β α β

Φ = + +

+ +
 

Suppose  

{ }2( ) min ( ); k k ks dα α α αΦ = Φ + ≤ ∆         (P4) 

Question (P4) equals to that: 0γ∃ ≥ ,  let: 
2

2

[ ( )( )] (2 ) 0,(7.1)

,(7.2)

T
k k k k k k

k k k

g I d s s d

s d

β γ α α α

α α

⎧ + + + + =⎪
⎨

+ = ∆⎪⎩
 

In question (P4),  the constrained condition 
2

k k ks dα α+ ≤ ∆ can be further strengthened to: 

① Assume that 0α ≥  
∵  

2 2 2
k k k k k ks d s d s dα α α α α α− ≤ + ≤ +  

∴ 2
k k ks dα α+ ≤ ∆                          (8) 
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Find the solutions of equation (8): 
2 4

0
2

k k k k

k

d d s
s

α
− + + ∆

≤ ≤               The 

range of α  is:   
2 4

0
2

k k k k

k

d d s
s

α
− + + ∆

≤ ≤     (9) 

② Assume that 0α ≤  
2

k k ks dα α− ≤ ∆                              (8’) 
Find the solutions of equation (8’): 

  
2

2

4
2

4
2

k k k k

k

k k k k

k

d d s
s

d d s
s

α

− + ∆
≤

+ + ∆
≤

 

The range of α  is:  

 
2 4

0
2

k k k k

k

d d s
s

α
− + ∆

≤ ≤          (9’) 

According to the above,  the range of α  is: 
2 4

0
2

k k k k

k

d d s
s

α
− + + ∆

≤ ≤  

(7.1) can be transformed into 

 2 3

[2 ]

3 [ ] 2 [ ]
0

T T T T
k k k k k k k k k

T T T T
k k k k k k k k k k

g d g s d d d d

s d s d s s s s

α γ β

α β γ α β γ

+ + + +

+ + +
=

                                                                                 

(10) 
Based on (10) 

22[ ] 3 3[ ]

[2 ] 0

T T T T
k k k k k k k k k k

T T T T
k k k k k k k k k

s s s s s d s d

g s d d d d g d

β γ α β γ α

β γ α

+ + + +

+ + + =
 

 
Let 

 

,

2 ,

3[ ],

2[ ]

T
k k

T T T
k k k k k k k

T T
k k k k k

T T
k k k k k

a g d

b g s d d d d

c s d s d

d s s s s

β γ

β γ

β γ

=

= + +

= +

= +

  

Then According to formula giving roots of cubic 
equations: 

3 3 2
2 33

2 2

3 3 2
2 33 3

2 2

1 2 1 2 1[ ( )] [ ( )] [ ( )]
2 3 27 2 3 27 3 3

1 2 1 2 1[ ( )] [ ( )] [ ( )]
2 3 27 2 3 27 3 3

( )

bc c bc c ca a b
d d d d d d d d

bc c bc c ca a b
d d d d d d d d

α

ϕ γ

= − + + − + + −

+ − − + + − + + −

=

  

s.t. 2( ) k ks dγ α αΦ = +  

Based on Newton iteration method,  we gain the 
root kγ of ( ) 0kγΦ − ∆ = . 

Then    2 ( ) ( )k k k k ks dα ϕ γ ϕ γ= +  

If we Select ,k ks d  s.t. , 0T

k k k ks g g d= − = . 
And then (7) can be transformed into  

      

2

[2 ]

3[ ] 2[ ] 0

T T T
k k k k k k k
T T T T

k k k k k k k k k k

g s d d d d

s d s d s s s s

γ β α

β γ α β γ

+ + +

+ + + =
 

⇒  When 0α ≠ ,  
 

2

2 3[ ]

2[ ] 0

T T T T T
k k k k k k k k k k k k

T T
k k k k k

g s d d d d s d s d

s s s s

γ β β γ α

β γ α

+ + + + +

+ =
 

According to the formula  of  extraction of root : 
  

3

4[ ]

29( ) 8( )(2 )

4[ ]

3

4[ ]

29( ) 8( )( 2 )

4[ ]

3

Tg dk k k
T Ts s s sk k k k k

T T T T T TS d s s s s g s d d d dk k k k k k k k k k k k k k k
T Ts s s sk k k k k

Tg dk k k
T Tg g g gk k k k k

T T T T T Tg d g g g g g g d d d dk k k k k k k k k k k k k k k
T Tg g g gk k k k k

Tgk

β
α

β γ

β β γ γ β

β γ

β

β γ

β β γ γ β

β γ

−
= ±

+

− + + +

+

= ±
+

− + − + +

+

=
29( ) 8 ( ) ( 2 ( )

4 [ ]

T T T Td g d g I g g g d I dk k k k k k k k k k k k k
Tg I gk k k

β β β γ β γ

β γ

± − + − + +

+

  

Among this formula, (± ) is determined by (9) and (9’) . 
And then (7.2) can be transformed into  

  2 4T T
k k k k kd d g gα α+ = ∆  

So we can select ,k ks d  conveniently to determine ka , 
and to optimization searching calculate with algorithm 
1or 2 
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Abstract—This paper develops a novel robust stability 
criterion for a class of uncertain neutral-type neural 
networks with discrete interval and distributed time-varying 
delays. By constructing a general form of Lyapunov-
Krasovskii functional, using the linear matrix inequality 
(LMI) approach and introducing some free-weight matrices, 
the delay-dependent robust stability criteria are derived in 
terms of LMI. Number examples are given to illustrate the 
effectiveness of the proposed method.  
 
Index Terms—Neural networks; Robust stability; Linear 
matrix inequality; Neutral-type; Lyapunov-krasoviskii 
functional 
 

I.  INTRODUCTION 

As is well known, stability is one of the main 
properties of neural networks, which is a crucial feature 
in the design and hardware implementation of neural 
networks. However, in the process of information storage 
and transmission in neural networks, time delays as a 
source of oscillations, instability and other poor 
performance may occur. Therefore, a great number of 
results have been proposed to guarantee the global 
asymptotic or exponential stability of delayed neural 
networks, see [1]-[8] and references therein. Among 
theses, on the delay-dependent robust stability problems 
of neural networks with delays have received 
considerable attention. In addition, a special type of time 
delay in real systems as well as neural networks, i.e., 
interval time-varying delay is identified and investigated 
[9-16]. Interval time-varying delay is a time delay that 
varies in an interval in which the lower bound is not 

restricted to be zero. Hence, stability analysis for neural 
networks with interval time-varying delays has been 
widely investigated in recent years. 

On the other hand, owing to the complicated dynamic 
properties of the neural cells in practice, the existing 
neural network models cannot characterize the properties 
of a neural reaction process precisely [17]. In order to 
describe dynamics more precisely for some complicated 
neural networks, a new type of the neural networks is in 
need to be introduced. Neural networks of this new type 
are called neutral neural networks or neural networks of 
neutral type. However, to date, the problem of robust 
stability analysis for neural networks of neutral type has 
been investigated by a few investigators [17]-[20]. In 
[19], the problem of global asymptotic stability for neural 
networks of neutral type time-varying delays has been 
investigated. In [20], the global exponential stability 
problem has been considered for a class of neutral-type 
impulsive neural networks with discrete and distributed 
delays. However, it should be pointed out that in the 
existing literature, parameter uncertainties and distributed 
time-varying delays were not taken into account in real 
neutral neural networks. Up to now, the robust stability 
analysis problem for neutral neural networks with 
discrete interval and distributed time-varying delays has 
not been full studied. Therefore, it is important and 
challenging to get some new stability criteria for 
uncertain delayed neutral-type neural networks. 

Motivated by the above statements, a class of uncertain 
neutral-type neural networks with discrete interval and 
distributed time-varying delays is considered in this 
paper.  Based on the Lyapunov-Krasovskii functional 
approach and the free-weight matrices technique, new 
robust stability criteria are developed in terms of LMIs, 
which can be easily calculated by MATLAB LMI 
toolbox. Moreover, the proposed stability criteria do not 
require the monotonicity of the activation functions and 
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the derivative of discrete time-varying delays being less 
than one, which generalize and improve those earlier 
methods. Finally, the validity and performance of the 
obtained results are illustrated by two examples. 

Notations: Throughout this paper, for symmetric 
matrices X  and Y , X Y≥ (respectively, X Y> ) means 
that 0X Y− ≥  ( 0)X Y− > is a positive semi-definite 
(respectively, positive definite) matrix. The 
superscripts " "T and "-1" stand for matrix transposition 
and matrix inverse, respectively; nℜ  and n n×ℜ denote the 
n-dimensional Euclidean space and the set of all n n× real 
matrices, respectively; ∗ represents the blocks that are 
readily inferred by symmetry; I denotes the unit matrix 
of appropriate dimensions. diag{...}   denotes the block 
diagonal matrix. In this paper, if not explicit, matrices are 
assumed to have compatible dimensions.  

II.  PROBLEM FORMULATION AND LEMMAS 

Consider the following uncertain neutral-type neural 
networks with discrete interval and distributed time-
varying delays: 

( ) ( )
( )
( )

( )

1 1

2 2

3 3

4 4 ( )

2

( ) ( ) ( ) ( ) ( ( ))

( ) ( ( ( ))

( ) ( ( ))

( ) ( ( )) ,

( ) ( ), [ ,0], max{ , , },

([ ,0], )

t

t r t

n

y t A A t y t W W t g y t

W W t g y t t

W W t y t h t

W W t g y s ds I

y t t t h r

τ

ϕ δ δ τ

ϕ δ

−

= − + ∆ + + ∆

+ + ∆ −

+ + ∆ −

+ + ∆ +

= ∀ ∈ − =

∈ℵ − ℜ

∫
 (1) 

 where 1 2{ , ,..., }nA diang a a a= is a positive diagonal 
matrix. ( 1,2,3,4)n n

iW i×∈ℜ =  are the interconnection 
weight matrices . ( )A t∆ and ( )iW t∆ ( 1, 2,3,4)i = are 
parametric uncertainties. ( ),tτ ( )r t and ( )h t represent 
time-varying discrete, distributed and neutral delays of 
the system (1), respectively. [ ]1 2( ) ( ), ( ),..., ( ) T

ny t y t y t y t=  
n∈ℜ is neural status vector. [ 1 1 2 2( ( )) ( ( )), ( ( )),g y t g y t g y t=  

]..., ( ( )) T n
n ng y t ∈ℜ is the neuron activation. [ ]1 2, ,..., T

nI I I I=  
n∈ℜ is the constant external input vector. ( )tϕ is the 

initial condition, where [ ,0]t δ∈ − . 
In system (1), the parameter uncertainties 

1( ), ( ),A t W t∆ ∆  2 3( ), ( )W t W t∆ ∆  and 4 ( )W t∆ are assumed 
to be the following   form 

1 2 3 4

1 2 3 4 5

[ ( ), ( ), ( ), ( ), ( )]
( )[ , , , , ],

A t W t W t W t W t
HF t B B B B B
∆ ∆ ∆ ∆ ∆
=

 (2) 

where H and , 1,2,...,5iB i = are known real constant 
matrices of appropriate dimensions. The matrix ( )F t , 
which may be time-varying, is unknown and 
satisfies ( ) ( ) .TF t F t I≤  
   The time-varying delays ( ),tτ ( )r t and ( )h t satisfy, 
respectively 

1 20 ( ) , ( ) ,0 ( ) ,
( ) 1,0 ( ) ,

d

d

t t h t h
h t h r t r

τ τ τ τ τ< ≤ ≤ ≤ < ≤

≤ < < ≤
 (3) 

where 1 2, , , , ,d dh h rτ τ τ are positive constants.   
Throughout this paper, we assume that the neuron 

activation functions ( ), 1, 2,...,jg j n⋅ = satisfy the 
following hypotheses, respectively: 
Assumption.1 ( )jg ⋅ is bounded function for 
any 1, 2,..., .j n=  

Assumption.2  1 2

1 2

( ) ( )
, 1,2,..., ,i i

i i
g x g x

l l i n
x x

− +−
≤ ≤ =

−
 

where 1 2 1 2, , .nx x x x∀ ∈ℜ ≠ ,i il l− +  are some constants, and 
they can be positive, negative, and zero. So it is less 
restrictive than the descriptions on both the sigmond 
activation functions and the Lipschitz-type activation 
functions.  
Assume 1 2[ , ,..., ]T

ny y y y∗ ∗ ∗ ∗= is an equilibrium point of (1). 
It can be easily derive that the 
transformation i i ix y y∗= − puts system (1) into the 
following form 

( ) ( )
( )
( )

( )

1 1

2 2

3 3

4 4 ( )

2

( ) ( ) ( ) ( ) ( ( ))

( ) ( ( ( )))

( ) ( ( ))

( ) ( ( )) ,

( ) ( ), [ ,0], max{ , , },

([ ,0], ),

t

t r t

n

x t A A t x t W W t f x t

W W t f x t t

W W t x t h t

W W t f x s ds

x t t t h r

τ

ϕ δ δ τ

ϕ δ

−

= − + ∆ + + ∆

+ + ∆ −

+ + ∆ −

+ + ∆

= ∀ ∈ − =

∈ℵ − ℜ

∫
 (4) 

where ( )x t is the state vector of the transformation 

system, [ ]1 1 2 2( ( )) ( ( )), ( ( )),..., ( ( )) T n
n nf x t f x t f x t f x t= ∈ℜ  

is the activation function. ( ( )) ( ( ) ) ( )i i i i i i if x t g x t y g y∗ ∗= + −  
with ( ( )) 0i if x t = for 1, 2,...,i n= . Note that since each 
function ( )jg ⋅ satisfies the hypotheses Assumptions 1 and 
2, hence ( )jf ⋅ satisfies 

( )
, 1,2,..., , , 0,ni i

i i i i
i

f x
l l i n x x

x
− +≤ ≤ = ∀ ∈ℜ ≠  (5) 

which implies that 
( ) ( )

0 , 0 ,i i i i i i i i

i i

f x l x l x f x
x x

− +− −
≤ ≤  (6) 

where ,i il l− +  are some constants. 
In order to obtain our main results, the following basic 

lemmas are introduced: 
Lemma 1(Schur complement). Given constant 1 2,S S and 

3S with appropriate dimensions, where 1 1
TS S= and 

2 2 0TS S= > , then 1
1 3 2 3 0TS S S S−+ < if and only if 

2 31 3

12

0, or 0.
**

T S SS S
SS

−⎡ ⎤ ⎡ ⎤
< <⎢ ⎥ ⎢ ⎥− ⎣ ⎦⎣ ⎦

 (7) 

Lemma 2. For any real matrices ,X Y and one positive 
definite matrix G , then following matrix inequality hold 

1 .T T T TX Y Y X X GX Y G Y−+ ≤ +  (8) 
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Lemma 3. For any constant matrix ,n nM ×∈ℜ  
0TM M= > , scalars ,a b  satisfying ,a b<  and vector 

function  [ ]: , na bω →ℜ  such that the integrations 
concerned are well defined, then 

( ) ( ) ( )( ) ( ) ( ) ( ) .
Tb b b T

a a a
s ds M s ds b a s M s dsω ω ω ω≤ −∫ ∫ ∫  (9) 

Lemma 4. Let , , ( )U M F t and N be real matrices of 
appropriate dimensions with U satisfying TU U= , then 

( ) ( ) 0,T T TU MF t N N F t M+ + < ( ) ( )Tfor all F t F t I≤ , 
if and only if there exists a scalar 0ε >  such that 

1( ) ( ) .T T T T TU MF t N N F t M U MM NNε ε−+ + ≤ + +  (10) 

III.  MAIN RESULTS 

A. Stability Critera for Normial System 
In this section, we will perform the robust stability 

analysis for delayed neutral-type neural networks given 
as follows: 

1 2

3 4 ( )

( ) ( ) ( ( )) ( ( ( )))

( ( )) ( ( )) .
t

t r t

x t Ax t W f x t W f x t t

W x t h t W f x s ds

τ

−

= + + −

+ − + ∫
 (11) 

By constructing a Lyapunov-Krasovskill functional, we 
have the following theorem. 
Theorem 1. For given scalars 1 2, , , ,d dh hτ τ τ and r satisfy 
(3), the system (11) is globally asymptotically stable, if 
there exist matrices 0, 0, 1, 2,...,6,T

i iP Q Q i> = > =  
0,T

i iR R= > 1, 2,3i =  0,TC C= >  ,iU  ,iM ,iN ,iS  
1, 2,...,10i = and diagonal matrices 0, 0,iK T> >  
1, 2i = such that the following LMI holds: 

1

2

3

4

0 0
0,

0

U M NΨ⎡ ⎤
⎢ ⎥∗ Ψ⎢ ⎥Ψ = <
⎢ ⎥∗ ∗ Ψ
⎢ ⎥
∗ ∗ ∗ Ψ⎣ ⎦

 (12) 

where 

( ) ( )
[ ]

[ ] [ ]
[ ]

1 1 , 10 10
1

2 1 1 2
1

3 2 1 2 3

1
4 2 2 3 1 10

1 10 1 10

1 10

, , 1,2,...,10,

( ),

,

( ), ,

, ,

, 1,2,...,10,

T
i j

T
i

T T
i i

T
i

i j

R R

R R

R R U U

M M N N

S S i

τ

τ τ

τ

×

−

−

−
×

× ×

×

⎡ ⎤Ψ = Ψ = Ξ =⎣ ⎦
Ψ = − +

Ψ = − − +

Ψ = − + =

= =

= =

 

with 
1,1 1 3 4 5 1 1 1 1 1 1

1 1

1,2 2 1 2 2 1 1

1,3 3 1 1 3

1,4 4 4

1,5 5 1 1 5

1,6 6 1 6 1,7 7 7 1 2

,

,

,

,

,

, ,

T T T

T T

T T T

T T T

T T T

T T T

T T T T T T

Q Q Q Q L T T L U U

S A A S

L T U A S S W

U M N A S

U A S

U U M A S

U N A S U A S S W

Ξ = + + + − − + +

− −

Ξ = + − +

Ξ = − + −

Ξ = −

Ξ = − + −

Ξ = − − Ξ = − +

 

1,8 8 8 1

1,9 9 9 1 3

,

,

T T T

T T T

P U A S S

U A S S W

Ξ = + − −

Ξ = − +

1,10 10 10 1 4

2,2 2 1 1 2 1 1 2

,

,

T T T

T T T

U A S S W

Q rC T T S W W S

Ξ = − + +

Ξ = + − − + +
 

2,3 2 2 1 3

2,4 1 4

2,5 2 2 1 5

2,6 2 1 6

2,7 1 7 2 2

2,8 1 8 2

,

,

,

,

,

,

T T

T T

T T

T T

T T

T T

M N W S

W S

U M W S

N W S

W S S W

K W S S

Ξ = − + +

Ξ =

Ξ = − + +

Ξ = − +

Ξ = +

Ξ = + −

 

2,9 1 9 2 3

2,10 1 10 2 4

3,3 1 1 2 2 2 3 3 3 3

,

,

(1 ) ,

T T

T T

T T T T
d

W S S W

W S S W

Q L T T L M M N Nτ

Ξ = +

Ξ = +

Ξ = − − − − − − + +

 

3,4 4 4

3,5 3 3 5 5

3,6 6 6 3

3,7 2 2 7 7 3 2

,

,

,

,

T T

T T

T T

T T

M N

U M M N

M N N

L T M N S W

Ξ = − +

Ξ = − + − +

Ξ = − + −

Ξ = − + +

 

3,8 8 8 3

3,9 9 9 3 3

,

,

T T

T T

M N S

M N S W

Ξ = − + −

Ξ = − + +
 

3,10 10 10 3 4

4,4 5

,
(1 ) ,

T T

d

M N S W
h Q

Ξ = − + +

Ξ = − −
 

4,5 4 4

4,6 4 4,7 4 2

4,8 4

4,9 4 3

4,10 4 4

5,5 3 5 5 5 5

5,6 6 6 5

,
, ,

,
,
,

,

,

T T

T T

U M
N S W
S

S W
S W

Q U U M M

U M N

Ξ = − +

Ξ = − Ξ =

Ξ = −

Ξ =

Ξ =

Ξ = − − − + +

Ξ = − + −

 

5,7 7 7 5 2

5,8 8 8 5

5,9 9 9 5 3

5,10 10 10 5 4

,

,

,

,

T T

T T

T T

T T

U M S W

U M S

U M S W

U M S W

Ξ = − + +

Ξ = − + −

Ξ = − + +

Ξ = − + +

 

6,6 4 6 6

6,7 7 6 2

6,8 8 6

6,9 9 6 3

6,10 10 6 4

7,7 2 2 2 7 2 2 7

,

,

,

,

,

(1 ) ,

T

T

T

T

T

T T T
d

Q N N

N S W

N S

N S W

N S W

Q T T S W W Sτ

Ξ = − − −

Ξ = − +

Ξ = − −

Ξ = − +

Ξ = − +

Ξ = − − − − + +

 

7,8 2 8 7

7,9 2 9 7 3

,

,

T T

T T

W S S

W S S W

Ξ = −

Ξ = +
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7,10 2 10 7 4 ,T TW S S WΞ = +  

( )8,8 6 1 1 2 3 2 1 5 8 8

8,9 8 3 9

8,10 10 8 4 10

9,9 6 9 3 3 9

,

,

,

(1 ) ,

T

T

T T

T T
d

Q R R R S S

S W S

N S W S

h Q S W W S

τ τ τ τΞ = + + + − − −

Ξ = −

Ξ = − + −

Ξ = − − + +

 

9,10 3 10 9 4 ,T TW S S WΞ = +  
1

10,10 10 4 4 10 .T Tr C S W W S−Ξ = − + +  
Proof: Consider the following lyapunov-krasoskill 
functional for system (11) as 

5

( ( ), ) ( ( ), ),i
i

V x t t V x t t= ∑                                              (13) 

where 

1 2

1 0
1

2 1 2( )

3 4

( ( ), ) ( ) ( ) 2 ( ) ,

( ( ), ) ( ) ( ) ( ( )) ( ( ))

( ) ( ) ( ) ( ) ,

i
n xT

i i
i

t T T

t t

t tT T

t t

V x t t x t Px t k f s ds

V x t t x s Q x s f x s Q f x s ds

x s Q x s ds x s Q x s ds

τ

τ τ

=

−

− −

= +

⎡ ⎤= +⎣ ⎦

+ +

∑ ∫

∫

∫ ∫

 

3 5 6( )
( ( ), ) ( ) ( ) ( ) ( ) ,

t T T

t h t
V x t t x s Q x s Z s Q Z s ds

−
⎡ ⎤= +⎣ ⎦∫  

1

2

1

2

4 1

2

3

( ( ), ) ( ) ( )

( ) ( )

( ) ( ) ,

t t T

t

t t T

t

t t T

t

V x t t Z s R Z s dsd

Z s R Z s dsd

Z s R Z s dsd

τ θ

τ θ

τ

τ θ

θ

θ

θ

−

−

−

−

=

+

+

∫ ∫

∫ ∫

∫ ∫

 

0 T
5 ( ( ), ) ( ( )) ( ( )) ,

t

r t
V x t t f x s Cf x s dsd

θ
θ

− +
= ∫ ∫  

with 

1 2

3 4 ( )

( ) ( ),
( ) ( ) ( ) ( ) ( ( )) ( ) ( ( ( )))

( ) ( ( )) ( ) ( ( )) .
t

t r t

Z t x t
Z t A t x t W t f x t W t f x t t

W t Z t h t W t f x s ds

τ

−

=
= + + −

+ − + ∫

   (14) 

Calculating the derivative of ( ( ), )V x t t along the 
solutions of system (11) 

1 2 3

4 5

( ( ), ) ( ( ), ) ( ( ), ) ( ( ), )

( ( ), ) ( ( ), )

V x t t V x t t V x t t V x t t

V x t t V x t t

= + +

+ +
             (15) 

1( ( ), ) ( ) ( ) 2 ( ( )) ( ),T TV x t t x t PZ t f x t KZ t= +                  (16) 

2 1 1

2

4

3 1 3 1

4 2 4 2

1

( ( ), ) ( ) ( ) (1 ( )) ( ( ))

( ( )) ( ( )) ( ( ))

(1 ( )) ( ( ( ))) ( ( ( )))

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) (1 ) ( ( ))

T T

T

T

T T

T T

T T
d

V x t t x t Q x t t x t t Q

x t t f x t Q f x t

t Q f x t t f x t t

x t Q x t x t Q x t

x t Q x t x t Q x t

x t Q x t x t t Q

τ τ

τ

τ τ τ

τ τ

τ τ

τ τ

= − − −

× − +

− − − −

+ − − −

+ − − −

≤ − − − 1

2

4

3 1 3 1

4 2 4 2

( ( )) ( ( )) ( ( ))

(1 ) ( ( ( ))) ( ( ( )))

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ),

T

T
d

T T

T T

x t t f x t Q f x t

Q f x t t f x t t

x t Q x t x t Q x t

x t Q x t x t Q x t

τ

τ τ τ

τ τ

τ τ

× − +

− − − −

+ − − −

+ − − −

 (17) 

3 5 5

6

6

5 5

6

6

( ( ), ) ( ) ( ) (1 ( )) ( ( ))

( ( )) ( ) ( ) (1 ( ))

( ( )) ( ( ))

( ) ( ) (1 ) ( ( ))

( ( )) ( ) ( ) (1 )

( ( )) ( ( )),

T T

T

T

T T
d

T
d

T

V x t t x t Q x t h t x t h t Q

x t h t x t Q x t h t

x t h t Q x t h t

x t Q x t h x t h t Q

x t h t Z t Q Z t h

Z t h t Q Z t h t

= − − −

× − + − −

× − −

≤ − − −

× − + − −

× − −

       (18) 

( )

1

2

1

2

4 1 1 2 2 2 1 3

1

2

3

( ( ), ) ( ) ( )

( ) ( )

( ) ( )

( ) ( ) ,

T

t T

t

t T

t

t T

t

V x t t x t R R R x t

Z s R Z s ds

Z s R Z s ds

Z s R Z s ds

τ

τ

τ

τ

τ τ τ τ

−

−

−

−

= + + −⎡ ⎤⎣ ⎦

−

−

−

∫

∫

∫

 (19) 

5 ( ( ), ) ( ( )) ( ( ))

( ( )) ( ( )) .

T

t T

t r

V x t t rf x t Cf x t

f x s Cf x s ds
−

=

− ∫
     (20) 

By lemma 2 and (3), we have 

1

1

1 1

1

1
1 1 1

1
1 1

( ) ( )

( ) ( )

( ) ( ) ,

t T

t

t T

t

Tt t

t t

Z s R Z s ds

Z s R Z s ds

Z s ds R Z s ds

τ

τ

τ τ

τ τ

τ

−

−

−

−

− −

−

= −

⎡ ⎤ ⎡ ⎤≤ − ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

∫

∫

∫ ∫

 (21) 

2

1

1

2

1 1

1 1

2

2 2( )

( )

2

1
1 2

1
2 1 2( ) ( )

1
2

( ) ( )

( ) ( ) ( ) ( )

( ) ( )

( ) ( )

( ) ( ) ( )

t T

t

t tT T

t t t

t t T

t

Tt t

t t

Tt t

t t t t

Z s R Z s ds

Z s R Z s ds Z s R Z s ds

Z s R Z s ds

Z s ds R Z s ds

Z s ds R Z s ds

τ

τ

τ τ

τ

τ

τ τ

τ τ

τ τ

τ

τ τ

τ

−

−

− −

−

−

−

− −

− −−

− −

−

−

= − −

−

⎡ ⎤ ⎡ ⎤≤ − ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

⎡ ⎤ ⎡ ⎤− − ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

−

∫

∫ ∫

∫

∫ ∫

∫ ∫

2 2

( ) ( )

2( ) ( ) ,
Tt t t t

t t
Z s ds R Z s ds

τ τ

τ τ

− −

− −

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∫ ∫

 (22) 

1

2

1

2

1 1

2 2

3

( )

3 3( )

1
2 1 3( ) ( )

( ) ( )2
2 3

( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ,

t T

t

t t tT T

t t t

Tt t

t t t t

Tt t t t

t t

Z s R Z s ds

Z s R Z s ds Z s R Z s ds

Z s ds R Z s ds

Z s ds R Z s ds

τ

τ

τ τ

τ τ

τ τ

τ τ

τ τ

τ τ

τ τ

τ

−

−

− −

− −

− −−

− −

− −−

− −

−

= − −

⎡ ⎤ ⎡ ⎤≤ − − ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

⎡ ⎤ ⎡ ⎤− ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

∫

∫ ∫

∫ ∫

∫ ∫

 (23) 

( )

1

( )

1

( ) ( )

( ( )) ( ( )))

( ( )) ( ( ))

( ) ( ) ( ( )) ( ( ))

( ( )) ( ( )) .

t T

t r
t T

t r t

t T

t r t

Tt t

t r t t r t

f x s Cf x s ds

f x s Cf x s ds

r t r t f x s Cf x s ds

r f x s ds C f x s ds

−

−

−

−

−

− −

−

≤ −

= −

⎡ ⎤ ⎡ ⎤≤ − ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

∫
∫

∫

∫ ∫

 (24) 

From (6), we know that 
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( ( )) ( ) ( ( )) ( ) 0,

( ( ( )) ( ( ))

( ( ( ))) ( ( )) 0.

i i i i i i i i

i i i i

i i i i

f x t l x t f x t l x t

f x t t l x t t

f x t t l x t t

τ τ

τ τ

− +

−

+

⎡ ⎤ ⎡ ⎤− − ≤⎣ ⎦ ⎣ ⎦
⎡ ⎤− − −⎣ ⎦
⎡ ⎤× − − − ≤⎣ ⎦

 

Then, for any 1 2{ , ,..., } 0, 1,2j j j njT diag t t t j= ≥ = , it 
follows that 

1
1

1 2 1

1 1

0 2 ( ( )) ( ) ( ( )) ( )

2 ( ( )) ( ( )) 2 ( ) ( ( ))

2 ( ) ( )

n

i i i i i i i i i
i

T T

T

t f x t l x t f x t l x t

f x t T f x t x t L T f x t

x t L T x t

− +

=

⎡ ⎤ ⎡ ⎤≤ − − −⎣ ⎦ ⎣ ⎦

= − +

−

∑
 (25) 

and 

2
1

2

2 2

1 2

0 2 ( ( ( )) ( ( ))

( ( ( ))) ( ( ))

2 ( ( ( ))) ( ( ( )))

2 ( ( )) ( ( ( )))

2 ( ( )) ( ( )),

n

i i i i i
i

i i i i

T

T

T

t f x t t l x t t

f x t t l x t t

f x t t T f x t t

x t t L T f x t t

x t t L T x t t

τ τ

τ τ

τ τ

τ τ

τ τ

−

=

+

⎡ ⎤≤ − − − −⎣ ⎦

⎡ ⎤× − − −⎣ ⎦
= − − −

+ − −

− − −

∑

 (26) 

where 
 1 1 1 2 2{ , ,..., }n nL diag l l l l l l− + − + − +=    
and 

2 1 1 2 2{ , ,..., }.n nL diag l l l l l l− + − + − += + + +  
From the Leibniz-Newton formula and Eq. (11), we can 
see that the following equations are true for any matrices 

, ,U M N and S with appropriate dimensions. 

[
1

12 ( ) ( ) ( ) ( ) 0,
tT

t
t U x t x t Z s ds

τ
ζ τ

−

⎤− − − =⎥⎦∫  (27) 

[ 1

1 ( )
2 ( ) ( ) ( ( )) ( ) 0,

tT

t t
t M x t x t t Z s ds

τ

τ
ζ τ τ

−

−

⎤− − − − =⎥⎦∫  (28) 

[
2

( )

22 ( ) ( ( )) ( ) ( ) 0,
t tT

t
t N x t t x t Z s ds

τ

τ
ζ τ τ

−

−

⎤− − − − =⎥⎦∫  (29) 

and 
[ 1 2

3 4 ( )

2 ( ) ( ) ( ( )) ( ( ( ))

( ( )) ( ( )) ( ) 0.

T

t

t r t

t S Ax t W f x t W f x t t

W Z t h t W f x s ds Z t

ζ τ

−

− + + −

⎤+ − + − =⎥⎦∫
 (30) 

where 

{
1 2

( )

( ) ( ), ( ( )), ( ( )), ( ( )),

( ), ( ), ( ( ( ))), ( ),

( ( )), ( ( )) .

T T T T T

T T T T

TtT

t r t

t x t f x t x t t x t h t

x t x t f x t t Z t

Z t h t f x s ds

ζ τ

τ τ τ

−

= − −

− − −

⎫⎡ ⎤− ⎬⎢ ⎥⎣ ⎦ ⎭∫

 

Now, by Lemmas 2 and 3, the following inequalities 
hold: 

( )

( )

1

1 1

11 1
1 1 1 2

1 1
1 1 1 2

2 ( ) ( )

( ) ( )

( ) ( ) ,

tT

t

T T

Tt t

t t

t U Z s ds

t U R R U t

Z s ds R R Z s ds

τ

τ τ

ζ

ζ τ τ ζ

τ τ

−

−− −

− −

− −

−

≤ +

⎡ ⎤ ⎡ ⎤+ +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

∫

∫ ∫

     (31) 

1

1

1

( )

11
2 1 2 3

1
2 1 2 3( )

( )

2 ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ,

tT

t t

T

TtT

t t

t

t t

t M Z s ds

t M R R

M t Z s ds R R

Z s ds

τ

τ

τ

τ

τ

τ

ζ

ζ τ τ

ζ τ τ

−

−

−−

− −

−

−

−

−

⎡ ⎤≤ − +⎣ ⎦

⎡ ⎤× + − +⎢ ⎥⎣ ⎦
⎡ ⎤× ⎢ ⎥⎣ ⎦

∫

∫

∫

 (32) 

and 

( )

( )

2

2 2

( )

11
2 2 3

( ) ( )1
2 2 3

2 ( ) ( )

( ) ( )

( ) ( ) .

t tT

t

T T

Tt t t t

t t

t N Z s ds

t N R R N t

Z s ds R R Z s ds

τ

τ

τ τ

τ τ

ζ

ζ τ ζ

τ

−

−

−−

− −−

− −

−

⎡ ⎤≤ +⎣ ⎦

⎡ ⎤ ⎡ ⎤⎡ ⎤+ +⎣ ⎦⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

∫

∫ ∫

 (33) 

Substituting (16)-(33) into (15), we can get 

( ){

( ) }

11 1
1 1 1 1 2

11
2 1 2 3

11
2 2 3

( ( ), ) ( )

( ) ( )

( )

( ) ( ),

T T

T

T

T

V x t t t U R R U

M R R M

N R R N t

t t

ζ τ τ

τ τ

τ ζ

ζ ζ

−− −

−−

−−

≤ Ψ + +

⎡ ⎤+ − +⎣ ⎦

⎡ ⎤+ +⎣ ⎦

= Ψ

 

where 

( )

( )

11 1
1 1 1 1 3

11
2 1 3 5

11
2 3 5

( ) ( )

.

T

T

T

U R R U

M R R M

N R R N

τ τ

τ τ

τ

−− −

−−

−−

Ψ = Ψ + +

⎡ ⎤+ − +⎣ ⎦

⎡ ⎤+ +⎣ ⎦

 (34) 

By Lemma1 (Schur complements), we know that LMI 
(12) is equivalent to (34). It is obvious that for 0Ψ < , 
there exists a scalar 0γ > such that 

2( ( ), ) ( ) ,V x t t x tγ≤ −  
thus, if 0Ψ < , the system (11) is globally, asymptotically 
stable in the mean square. The proof is completed. 
Remark 1. This result does not require for the derivative 
of the discrete time-varying delay ( )tτ to be less than 
one, which is needed in [20]. Hence, the new result here 
is less conservative. 

B. Robust Stability Criteria  for Uncertain System  
It is well known that, parameter uncertainties often 

appear in modeled neural networks, it is necessary and 
important to consider the robust stability of system (4). 
Based on Theorem 1, we can derive the following 
theorem for the robust stability of system (4) with 
uncertainties satisfying (2). 
Theorem 2. For given scalars 1 2, , , ,d dh hτ τ τ and r satisfy 
(3), the system (4) is globally robustly asymptotically 
stable, if there exist matrices 0, 0,T

i iP Q Q> = >  
1, 2,...,6,i = 0,T

i iR R= > 1, 2,3,i = 0,TC C= >  ,iU ,iM  
, ,i iN S 1, 2,...,10i =  and diagonal matrices 0, 0,iK T> >  
1, 2i = , a scalar 0ε > such that the following LMI holds: 
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1

2

3

4

* 0 0 0
0.* * 0 0

* * * 0
* * * *

U M N

Iε

⎡ ⎤Ψ Γ
⎢ ⎥

Ψ⎢ ⎥
⎢ ⎥ <Ψ
⎢ ⎥

Ψ⎢ ⎥
⎢ ⎥−⎣ ⎦

 (35) 

where 

1 1 , , ,10 10

1,1 1,1 2,2 2,2 7,7 7,7

, , , 1,2,...,10,

, , ,

T
i j i j i j i j

×
⎡ ⎤Ψ = Ψ = Ξ Ξ = Ξ =⎣ ⎦

Ξ ≠ Ξ Ξ ≠ Ξ Ξ ≠ Ξ
 

8,8 8,8 10,10 10,10, ,Ξ ≠ Ξ Ξ ≠ Ξ  

[ ]1 10
, 1,2,...,10,T

iS H i
×

Γ = =  
with 

( )

1,1 1 3 4 5 1 1 1 1 1 1

1 1 1 1

2,2 2 1 1 2 1 1 2 2 2

7,7 2 2 2 7 2 2 7 3 3

8,8 6 1 1 2 3 2 1 5 8 8 4 4

1
10,10 10 4 4 1

,

,

(1 ) ,

,

T T T

T T T

T T T T

T T T T
d

T T

T

Q Q Q Q L T T L U U

S A A S T T

Q rZ T T S W W S T T

Q T T S W W S T T

Q R R R S S T T

r Z S W W S

ε

ε

τ ε

τ τ τ τ ε
−

Ξ = + + + − − + +

− − +

Ξ = + − − + + +

Ξ = − − − − + + +

Ξ = + + + − − − +

Ξ = − + + 0 5 5.T TT Tε+

 

Proof: By Lemma 1 (Schur complement) and Eq. (5), the 
system (4) is globally robustly, asymptotically stable in 
the mean square if the following inequality holds: 

1 2 2 1( ) ( ) 0,T T TF t F tΨ +Ω Ω +Ω Ω <  (36) 
where Ψ  is defined in Theorem 1, 

[
]

1 1 2 3 4 5 6 7

8 9 10 0 0 0 T

S H S H S H S H S H S H S H

S H S H S H

Ω =
 

and 
[ ]2 1 2 3 4 50 0 0 0 0 0 0 0 .V V V V VΩ = −  

From Lemma 4, (2) holds for all ( ) ( ) ,TF t F t I≤  if and 
only if there exist a scalar ε , such that 

1
1 1 2 2 0.T Tε ε−Ψ + Ω Ω + Ω Ω <                                         (37) 

It follows from the Schur complement that (37) is 
equivalent to the LMI (35). Then, if the LMI given in   
(35) hold, the neutral system (4) is globally robustly 
asymptotically stable in the mean square. The proof is 
completed. 
Remark 2. As shown above, from Theorems 1 and 2, we 
can give stability criteria for neutral-type neural networks 
with time-varying delays, especially, the discrete delay is 
belong to a time-varying interval, which can include the 
fast and slow time-varying delays.  

IV.  ILLUSTRATIVE EXAMPLES 

In this section, we present two numerical examples to 
illustrate the validity of our results. 
Example 1. Consider the following two-dimensional 
delayed neutral-type neural network o given in (11) with 
parameters 

1 2

2 0 0.3 0.2 0.1
, , ,

0 2 0.3 0.5 0.1 0.2
A W W

α⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= = =⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 

3 4

1 1 2 2

0.15 0.1 0.3 0.2
, ,

0.1 0.15 0.1 0.3

0.3, 0.7, 0.3, 0.7,

W W

l l l l− + − +

⎡ ⎤ ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦
= = = =

 

where α  is a positive scalar. 
Let 1 2 1 20.5, 2, 0.5, 0.3, 0.21 ,dh h r L I L Iτ τ= = = = = = = , 
the problem is to determine the maximum allowable 
bound of α  for guaranteeing the stability of the system 
(11). By solving the LMI (12) given in Theorem 1, one 
can obtain the maximum bound Mα of α  and it is listed 
in Table 1 for different cases. 

TABLE I.  CALCULATED UPPER BOUNDS OF α FOR VARIOUS dτ  

dτ  0 0.4 0.8 1.6 

α  2.471 2.470 2.469 2.466 

 
Example 2. Consider the following two-dimensional 
uncertain neutral-type neural network of with discrete and 
distributed time-varying delays 

( ) ( )
( )
( )

( )

1 1

2 2

3 3

4 4 ( )

( ) ( ) ( ) ( ) ( ( ))

( ) ( ( ( )))

( ) ( ( ))

( ) ( ( )) ,
t

t r t

x t A A t x t W W t f x t

W W t f x t t

W W t x t h t

W W t f x s ds

τ

−

= − + ∆ + + ∆

+ + ∆ −

+ + ∆ −

+ + ∆ ∫

 (38) 

where 

1 2

3 4

1 2 3 4 5

1 1 2 2

1.2 0 1.2 0.2 0.1 0.2
, , ,

0 1 0.26 0.1 0.2 0.1

0.2 0 0.8 0
, ,

0.2 0.1 0 0.8
0.2 , ,

0.2, 0.8, 0.2, 0.8.

A W W

W W

B B B B B I H I

l l l l− + − +

− −⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= = =⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎣ ⎦

−⎡ ⎤ ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦
= = = = = =

= = = =

 

Let 1 2 d0.8, 1.6, 0.8, 0.2, 0.9,d h r hτ τ τ= = = = = =  

1 20.26 ,L I L I= = . By applying Theorem 2, there exists a 
feasible solution which guarantees the globally robustly 
stability of the system (38). Limited the length of the 
paper, we only show a part of the feasible solution: 
 

1

2 3

39.1345 5.4708 9.6385 1.0086
, ,

5.4708 28.6173 1.0086 6.4538

13.3056 -0.2246 11.0897 1.3563
, ,

-0.2246 9.0956 1.3563 8.5016

P Q

Q Q

⎡ ⎤ ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦
⎡ ⎤ ⎡ ⎤

= =⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

 

4 5

6 1

10.1669 1.0214 14.9123 1.4304
, ,

1.0214 10.1669 1.4304 9.6367

17.6123 2.0489 5.3173 1.4545
, ,

2.0489 10.2962 1.4545 6.2822

Q Q

Q R

⎡ ⎤ ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦
⎡ ⎤ ⎡ ⎤

= =⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦
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{ }
{ }
{ }

2 3

1

2

3.9203 1.1083 6.4508 1.4526
, ,

1.1083 4.6760 1.4526 7.4101

10.1738 0.7400
,

0.7400 15.5877

diag 21.0818 21.0818 ,

diag 23.4141 23.4141 ,

diag 10.1564 10.1564 ,
11.8443.

R R

C

K

T

T
ε

⎡ ⎤ ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

=

=

=

=

 

V.  CONCLUSIONS 

This paper studied the global robust stability analysis 
problem for uncertain neutral-type neural networks with 
discrete interval and distributed time-varying delays. 
Novel global robust stability criteria are derived based on 
the Lyapunov-Krasovskii function method and the free-
weight matrices technique. The proposed criteria are 
expressed in terms of LMI, which can be easily by using 
the MALTAB LMI control toolbox. Finally, numerical 
examples are given to show the usefulness of the 
proposed stability results. 
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Abstract— In this paper, we will consider the linear 
advection equation in one space dimension. Numerical 
analysis the efficiency of the minmod scheme, MC scheme, 
Valeer scheme the super bee scheme, Beam warming 
scheme, Fromm scheme. Some numerical experiments are 
presented to show the efficiency of the schemes. 
 
Index Terms—numerical analysis, advection equation, the 
efficiency 

I.  INTRODUCTION 

In this paper, we will consider the linear advection 
equation in one space dimension 

00, ( ,0) ( )t xu u u x u x+ = =                                             (1) 
Equation (1) is a scalar, linear, constant-coefficient PDE 
of hyperbolic type. The general solution of this equation 
is very easy to determine. Any smooth function of the 
form 

0( , ) ( )u x t u x t= −                                                          (2) 
are the exact solutions of (1). 

There are so many numerical schemes to simulate (1), 
[2], [3], [4], then we will focus on higher resolution 
schemes: minmod scheme, MC scheme, superbee scheme 
and Vanleer scheme, Beam warming scheme, Fromm 
scheme. 

II. SEVERAL NUMERICAL SCHEMES 

Four high resolution schemes of Godunov's type for 
linear advection equation are presented in this section.  

A. The steps to construct the Godunov's schemes: 
Reconstruction: 
We use the numerical solution { }n

ju to reconstruct a 

piecewise linear function ( ; )nR x u  in each grid cell 
1/2 1/2[ , ]j jx x− + , 

( ; ) ( )n n n
j j jR x u u x xθ= + −                                          (3) 

where n
jθ  is the slope. It is well known that the 

computation of the slope in Godunov-type schemes must 
subject to certain stability requirements. These may be 
keeping the total variation of the solution diminishing(TV 
D). 
Evolution: 

Evolve the hyperbolic equation with the reconstructed 
solution ( ; )nR x u  as the initial value at time nt , 

1( ) 0, ,

( , ) ( ; ),
t x n n

n
n

v f v x t t t

v x t R x u x
++ = −∞ < < +∞ < <⎧⎪

⎨
= −∞ < < +∞⎪⎩

                 (4) 

to obtain the solution ( , )v x t  over the time interval 
1[ , ]n nt t + . 

Averaging: 
  After obtaining ( , )v x t  over 1[ , ]n nt t + , we average it over 

grid cells at time 1nt +  to obtain 
1/2

1/2

1
1

1 ( , )
j

j

x
n
j n

x

u v x t dx
h

+

−

+
+= ∫                                   (5) 

In practice we use the integral form of (4) over the cell 
instead to compute 1n

ju + , which results in the scheme: 
1

1/2 1/2
ˆ ˆ( )n n n n

j j j ju u f fλ+
+ −= − −                            (6) 

with 1/2
ˆ n

jf ± , the numerical fluxes, being 
1

1/2 1/2
1ˆ ( ( , ))

n

n

t
n
j j

t

f f v x t dt
τ

+

± ±= ∫                            (7) 

B. Higher resolution schemes 
For the linear advection equation the flux-limit method 

takes the form:  
1

1 1/2 1
1( ) (1 )[ ( )( )
2

n n n n n n n
j j j j j j ju u u u u uλ λ λ φ θ+

− + += − − − − −  

      1/2 1( )( )]n n n
j j ju uφ θ − −− −                                              (8) 

where 1 2
1/2

1

n n
j jn

j n n
j j

u u

u u
θ − −

±
−

−
=

−
. High-resolution limiters: 

     minmod: ( ) min mod(1, )φ θ θ=  
     superbee: ( ) max(0,min(1,2 ),min(2, ))φ θ θ θ=  
   MC:       ( ) max(0,min((1 ) / 2,2,2 ))φ θ θ θ= +               (9) 

     Van Leer: | |( )
1 | |
θ θφ θ

θ
+

=
+

 

     Beam Warming: ( ) =φ θ θ  

     Fromm:               1( )
2
+

=
θφ θ  

The VanLeer limiter listed here was proposed in [5]. 
Where the minmod function of two arguments is defined 
by 

, | | | |, 0,
min mod( , ) , | | | |, 0,

0, 0

a if a b ab
a b b if b a ab

if ab

< >⎧
⎪= < >⎨
⎪ ≤⎩

               (10)  
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III.  NUMERICAL EXAMPLES 

Consider the initial problem 00, ( ,0) ( )t xu u u x u x+ = =   
The Figs in this section: the solid line is exact solution 
and the dot lines represent the numerical solution. 

Example1: 
( ,0) sin 2 ,0 1u x x xπ= ≤ ≤  

Periodic boundary condition, where h=0.01, 0.5λ = , 
t=100. 

 
                         (a)  MC 

  
                        (b) minmod 

 
               (c) superbee 
 

 
                  (d) Van Leer 

 
                         (e) Bean warming 

 
(f) Fromm 

Fig1: Example1, h=0.01, 0.5λ = , t=100. 
 
Example2: 

2200( 0.3)

0

,0.2 0.4
( ) 1.0,0.6 0.8

0.0,

xe x
u x x

otherwise

− −⎧ ≤ ≤
⎪

= ⎨ ≤ ≤
⎪
⎩

 

for  h=0.01, t=5, 0.5λ = . 
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(a) MC 

 
                       (b) minmod 

 

 
                      (c) superbee 

 
                         (d) Van Leer 

 
                            (e) beam warming 

 
                                (f) Fromm 

Fig2:  Example2,  h=0.01, 0.5λ = , t=5. 
 
Example3: 

2100( 0.5)
0 ( ) sin(80 ),0 1xu x e x x− −= ≤ ≤  

periodic boundary condition is implemented at the two 
ends. The numerical solutions on grid of 200 cells 
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(h=0.005) with 0.6λ =  at time t=10 are displayed 
respectively in Fig3. 

 
(a) MC 

 
(b) minmod 

 
(c) superbee 

 
                           (d)    Van Leer 

 
(e) Beam warming 

 
                              (f) Fromm 
Fig3:  Example3,  h=0.005, 0.6λ = , t=10. 
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  Example4: 
2

0

3sin( ), 1 1/ 3
2

( ) | sin(2 ) |,| | 1/ 3
12 1 sin(3 ),1/ 3 1
6

xx x

u x x x

x x x

π

π

π

⎧
− − ≤ ≤⎪

⎪⎪= ≤⎨
⎪
⎪ − − < ≤
⎪⎩

 

Periodic boundary condition, where h=0.02, 0.8λ = , t=10. 
This example is first suggested by Harten in [1] and has 
been used by many people for their numerical tests. 

 
(a) MC 

 
(b) minmod 

 

 
(c) superbee 

 
(d) Van Leer 

 
(e) Beam warming 
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                               (f) Fromm 
Fig4:  Example4,  h=0.02, 0.8λ = , t=10. 

VI.  CONCLUSION 

In this paper, we considered the linear advection 
equation in one space dimension. Numerical analysis the 
efficiency of the minmod scheme, MC scheme, Valeer 
scheme and the super bee scheme. At last some numerical 
experiments are presented to show the efficiency of the 
schemes. 
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Abstract—Aiming at the uncertainty of model parameters 
and dominate time delay of the controlled object in feed 
water system of boiler, combined with improved Smith 
predictor control method and fuzzy immune PID control 
method, improved Smith predicting controller based on 
fuzzy immune is designed. 

Fuzzy Immune PID controller can self-tune parameters, 
and has adaptive capacity to the diversification of 
controlled object parameters. When there is the 
phenomenon of large delay, the predictor estimates in 
advance the dynamic characteristics of the process under 
basic disturbance, so that regulator takes action ahead of 
time to reduce the overshoot. The designed controller is 
applied to the feed water cascade control system, and is 
simulated by Matlab under different operating conditions. 
Simulation results show that the designed control system 
has strong adaptive ability to the diversification of model 
parameters. And its stability, accuracy are superior to that 
of conventional Smith control system. The effectiveness of 
this designed controller has been confirmed. 

 

Index Terms—immune control, feed water system, smith 
control, fuzzy immune control 
 

I.  INTRODUCTION 

The maintenance of the water level of boiler drum in a 
certain range is a major indicator which maintains the 
safe operation of turbine and boiler. Too low or too high 
water level will affect the operation safety, economy of 
turbine and boiler. At present, water level control strategy 
has a variety of sophisticated control methods including 
single-impulse control method, two impulses control 
method and three impulses control method, and so on. 
However, in a specific industrial field, the high automatic 
input rate for water level control can not be guaranteed. 
So a strong robustness, relatively simple and fast 
algorithm is in urgent need [1]. Smith predicting 
compensation method is widely used in the time delay 

system, but too sensitive for model diversification. In this 
study, the improved Smith predicting compensation 
control strategy based on fuzzy immune will be applied to 
water level control of drum. This strategy gives full play 
to robustness and rapidity of fuzzy control and immune 
control, and improves the sensitivity to the model. 
Simulation results show that the boiler drum water level 
control system using this new strategy has good dynamic 
adjustment quality and strong robustness. 

II.  IMMUNE CONTROL 

A. Immune Feedback Mechanism 
Immunization is a characteristic physiological response 

of the organism. Biological immune system can produce 
antibodies against invading antigens. After antibody and 
antigen binding, a series of reactions will occur. Antigen 
was destroyed by phagocytes or special enzymes effect. 
Immunization includes humoral immunity and cellular 
immunity. Immune response is completed by the 
interaction between different sub-groups T  cell. 

HT cell ( helper T - cell) and ST cell( suppressor T - cell) 

are important immune regulating cells. T cell plays a key 
role in the immune response ,which mainly draw on 
feedback regulation mechanism of T cell. For simplicity, 
we mainly consider the reaction between B cell and 
T cell, that is, the response between antigen ( gA ), 

antibody ( bA ), B cell, supporting T cell ( HT ) and 

suppressor T  cell ( sT ). Taking humoral immune 
response as an example, the APC (Antigen Presenting 
Cell) digests antigen. First of all, it activates HT cell, and 
releases lymphocyte. Then the B cell is activated to 
produce antibody. Antigen-presenting of APC can slowly 
activate sT  cell, which can inhibit HT cell and B cell 
to ensure the stability of the immune system. This is the 
principal feedback mechanism above. The interaction 
between inhibition mechanism and the main feedback 
mechanism applies the rapid response of the immune 
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feedback mechanism to the antigen, and the rapid stability 
of the immune system to achieve. The regulation of 
T cell in immune response is shown in Fig. 1 [2]. 

 
Figure. 1  Response chart of B cells in humoral immunity  

B. Immune Feedback Control Algorithm[2,3,4,5] 
Based on the immune feedback principle, we consider 

the following simple feedback mechanism. Supposing the 
number of the k generation antigens: )(kε , the output of 

antigen-stimulated HT cell: )(kTH , and the Impact 

ST cell to B cell is )(kTs . Then the total stimulus 

)(kS  that B cell receives: 

)()()( kTkTkS SH −=                        (1) 

Where: 
))(()(),()( 21 kSfkkTkkkT sH ∆== ε  

If the number of antigens )(kε is act as the deviation 
)(ke , and the total stimulus )(kS  that B cell receives 

is act as control input )(ku . Then the following 
feedback control law: 

{ } )()()]([1)( kekkekufKku p=∆−= η        (2) 

Where: 

1kK = , K : to control reaction speed 

1

2

k
k

=η ,η : to control stabilizing effect 

)(⋅f :non-linear function. 
Seen from Eq. (2), the controller based on immune 

feedback principle is actually a non-linear P controller 
[1,6].

 
Figure. 2  The cascade three impulses control chart for drum water level

C. Improved Smith Predicting Compensation Control 
If Smith Predicting control system can accurately 

predict model, this method can obtain good control effect, 
and greatly improve control quality. But the thermal 
control system with a large delay is difficult to establish 
accurate mathematical model. The Smith Predicting 
Controller is very sensitive to model error, so it is difficult 
to widely use in the thermal control. Improved Smith 
predictor proposed by Hang, it adds in a regulator based 
on the original program. The block diagram are shown in 
Fig. 2, Kp＝1[7].  

Seen From the Fig. 2, the main difference between 
improved Smith predictor and Smith predicting 
compensation strategy is transfer function of feedback 
channel in the main feedback loop is not 1 but )(sG f . 

)()(1
)()()(

2

2

sgsG
sgsGsG

mc

mc
f +

=                     (3) 

)(),( 21 sGsG cc  are all PI regulators to ensure output 
response of the system has not steady-state error. The 
primary regulator )(1 sGc  adjusts on the basis of the 
circumstances that models exactly match. Auxiliary 
regulator setting seems to be complex, but auxiliary 
regulator in the feedback channel constitutes )(sG f  

with model transfer function )(sgm . Assuming 

that )(sgm  is a first-order inertia link
1

1
+sTm

, and 

integral time constant in )(2 sGc  is mi TT =2 . That is, 
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regulator integral time is equal to time constant of the 
model. )(sG f can be simplified as: 

1
1

1

1)(

2

+
=

+
=

sT
KK

TsG
f

mc

m
f                 (4) 

Feedback loop has a first-order filter which has only 
one tuning parameter fT . Seen from Eq. (4), only the 

proportional gain 2cK  in )(2 sGc  need to be set, and it 
is easier to adjust on line. This paper simulates by using 
such a control strategy in the feed water control process, 
in order to further understand the improved strategy 
impact on system performance. 

 
Figure. 3  The block diagram of improved Smith compensator system 

III.  FEED WATER OF BOILER CONTROL SYSTEM  

Water level cascade three impulse control system are 
shown in Fig. 3. 

In the Fig. 3: 

0, HH : water level output value and the given value 

WD, : steam flow and feed water flow 

)(),( sGsG dw : the transfer function of water flow to 
water level and the transfer function of steam flow to 
water level:  

ssT
KsG

Tss
sG d

dw
εε

−
+

=
+

=
1

)(,
)1(

)(
21

        (5) 

HWD γγγ ,, : transfer coefficient of steam flow D, 
transfer coefficient of feed water flow W and the transfer 
coefficient of water level measurement transmitter H 

WD αα , : sub-pressure coefficient of steam flow and 

sub-pressure coefficient of feed water flow PZ KK , : 
characteristic coefficient of implement agencies and the 
characteristic coefficient of valve [6]. 

Comparing to the general single-stage three impulse 
water level control system, two regulators complete water 
control task in this control system. Vice regulator 

)(2 sGc task is to eliminate spontaneous disturbance of 
water flow caused by pressure of feed water fluctuation, 
and quickly adjusts feed water flow when the steam load 
changes, to ensure the balance between feed water flow 
and steam flow. The primary regulator )(1 sGc task is to 
ensure the water level without the static error. 

Feed-forward channel is used to compensate for external 
disturbances to overcome the "false water level" 
phenomenon. Thus, when the load changes, the water 
level stable value depends on the primary regulator to 
maintain, and it does not require the steam flow signal 
intensity which enter to the vice regulator carry out the set 
according to "static ratio" [6]. 

The parameters of object in Fig. 3: 

,033.0
,08.0,15,30,6.3,037.0 21

=
======

H

wDd TTK
γ

γγε

2,10,21.0 ==== PzwD KKαα  

When the controller )(2 sGc  takes 4648.02 =cK , 
the approximated, generalized controlled object model 
and disturbance output model respectively are [1]: 

s
md

s
mv e

s
sGe

s
sG 10025

160
25.3)(,

180
303.30)( −−

+
−

=
+

=         (6) 

IV.  THE DESIGN OF IMPROVED SMITH CONTROLLER BASED 
ON FUZZY IMMUNE 

Taking into account the difficulty of the selection of 
parameters η,K and non-linear function )(⋅f , this 
paper applies fuzzy logic reasoning to approximate the 
nonlinear function )(⋅f , then adjusts real-time the 

proportional gain pK  of PID controller based on fuzzy 
immune feedback mechanism. The composition form of 

primary controller PID is: sk
s

kksG dipc ++=
1)( . 

In the dynamic process, proportional, integral and 
differential play different roles. The relationship between 
the performance in time domain and dip kkk ,,  is 
shown in Table.1. 

TABLEⅠ.  
THE RELATIONSHIP BETWEEN ADJUSTING PARAMETERS OF PID AND 

THE PERFORMANCE IN TIME DOMAIN 

Parameter Rise time Overshoot Transition 
time Static error 

pk increase decrease increase decrease of 
variation decrease 

ik increase decrease increase increase elimination 

dk increase 
decrease 

of 
variation

decrease decrease decrease of 
variation 

Seen from Table.1, when PID parameters increase, the 
performance of system makes the changes. The 
relationship in Table. 1 is relative in a certain range. 

dip kkk ,, , the change for every parameter takes different 
effect on system performance.  

At the same time, this paper applies fuzzy controller to 
tune online integral coefficient ik  and derivative 

coefficient dk of PID controller, to achieve adaptive 
control [2,7].This paper introduces the framework of the 
control system, which is a new control strategy combined 
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by the controller and improved Smith predictor. The 
framework of the control system is presented in Fig. 4. 

Using fuzzy rules to approximate the nonlinear 
function f (•), each input variable is fuzzed by two fuzzy 
sets, respectively the "positive" (P), "negative" (N). 
Output variable is fuzzed by three fuzzy sets, namely, the 
"positive" (P), "Zero" (Z) and "negative" (N).  

Membership function defined on (- ∞, + ∞). According 
to "the greater stimulus that cell accepts, the smaller the 
suppression ability is" and" the smaller stimulus that cell 

accepts, the greater the suppression ability is ", the 
following four fuzzy rules are used [4].  

r1: If u is NB and ∆u is NB, then f ( u, ∆u) is PB.    
r2: If u is NB and ∆u is NM, then f ( u, ∆u) is PB. 
r3: If u is NB and ∆u is NS, then f ( u, ∆u) is PM.    
r4: If u is NB and ∆u is ZO, then f ( u, ∆u) is PM. 
The membership functions of u, ∆u, and f (•) are 

shown in Fig. 5. 
In the Fig. 5: 
PB: the positive big. 
NB: the negative big.

 
 Figure. 4  The improved Smith control chart based on fuzzy immune for boiler drum water level

 

 
Figure. 5  The membership function for u, du, and f (.) of the fuzzy 

immune PID 

When fuzzy control rule table for ik , dk has been 
built as shown in Table. 2 and Table. 3, according to the 
following method, we can do adaptive correction on 

dip kkk ,, . The range of the system error e and the range 
for change rate of error ec are defined as field on fuzzy 
sets, that is, e,ec={-6,-5,-4,-3,-2,-1,0,1,2,3,4,5,6}. Fuzzy 
subset e,ec＝{NB,NM,NS,ZO,PS,PM,PB}, elements of 
subset respectively represent the negative large, negative, 
negative small, zero, positive small, positive middle, 

positive large. Supposing e, ec, and dip kkk ,,  are 
subject to normal distribution, then the membership of 
each subset can be obtained. According to membership 
assignment form of the fuzzy sets and the fuzzy control 
model, we design fuzzy matrix for PID parameters using 
fuzzy synthetic reasoning, and find modified parameters 
which are used into the following formula. 

diipd

iiiii

piipp

ecekk
ecekk

ecekk

},{'
},{'

},{'

+=
+=

+=

                           (7) 

TABLEⅡ.   

FUZZY RULE OF ik  
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TABLE Ⅲ. 

  FUZZY RULE OF dk  

 

In the online operation process, the control system 
complete the online self-correction on PID parameters of 
the main controller, through the results processing of the 
fuzzy logic rules, table and computing. 

According to the control scheme proposed in this paper, 
we take the object model of generalized feed water in Fig. 
2 and the disturbance model into the control system 
structure diagram in Fig. 4 using Eq. (6). This paper uses 
the advantage that fuzzy control can approximate an 
arbitrary non-linear link and robustness, to apply control 
experience of the operator and expert to the control 
process, and draw on speed of immune feedback response 
and immune stability to improve the control quality. It 
makes control scheme have good rapidity, robustness and 
adaptive capacity. 

V. SIMULATION 

This paper applies Simulink tools to program, then to 
do analysis, calculation and simulation work easily and 
intuitively. 

When the object model matches, fuzzy immune Smith 
control scheme and Smith control scheme are used to 
simulate respectively. Then simulation results are shown 
from Fig. 6 to Fig. 9. The figures respectively 
corresponds to two schemes when delay time constant 
increased by 10%, the delay time constant increased 
by20%, the inertia time constant increased by 10%, the 
inertia time constant increased by 20%. Reaching the 
steady state, at t = 500s, the 20%disturbance of steam 
flow has been added. From Fig. 6 to Fig. 9, chart (a) and 
chart (b) respectively represent response curves 
comparison using fuzzy immune Smith scheme and 
Smith control scheme. Curve 1 and curve 2 respectively 
represent the comparison between the response curve for 
the no-changed parameters and the response curve for the 
changed parameters using the corresponding control 
strategy. Fig. 6(a) is the response curve using fuzzy 
immune Smith when delay time increase by 10%. Curve 
1 is the response curve for nominal parameters, but curve 
2 represents the response curve when the delay time 
increases by 10%. So, seen from the comparisons, when 

the model match or mismatch, the fuzzy immune Smith 
control has small overshoot and the short regulating time. 
And, when the system occur the disturbance of the set 
value or the external load disturbance, Smith predictor 
control is very sensitive to the accuracy of the model, but 
fuzzy immune Smith program has excellent adaptability 
and robustness. 

If the expert experience of fuzzy control rules can be 
detailed to make more effective control rules, the control 
effect of Smith predicting controller based on fuzzy 
immune will be excellent. 

 

 
Figure. 6  Simulation result that τ increases by 10%  

 

 
Figure. 7  Simulation result that τ increases by 20% 
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Figure. 8  Simulation result that T increases by 10% 

 

 
Figure. 9  Simulation result that T increases by 20% 

VI.  CONCLUSION 

Seen from Fig. 6, Fig. 7, Fig. 8 and Fig. 9, Smith 
control scheme, improved Smith predicting control 
program and improved Smith control scheme based on 
fuzzy immune, regardless of the changes appear in the 
model match or the model parameters, the control 
performance is improved step by step. Especially 
improved Smith control scheme based on fuzzy immune 
presented in this paper can significantly improves 
adjustment time, the overshoot, and robust stability. It 
also effectively improve the system performance of 
control system for coordination feed water. 

If the expert experience of fuzzy control rules can be 
detailed to make more effective control rules, the control 
effect of Smith predicting controller based on fuzzy 
immune will be excellent. 
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Abstract—Quantitative security risk evaluation of 
information systems is increasingly drawing more and more 
attention. The purpose of this paper is to propose a novel 
method integrated grey relational analysis and grey-AHP 
evaluation to classification for information systems (IS) 
security. There are, of course, multiplicities of factors that 
will affect the security evaluation of information systems. 
Using grey relational analysis, we provided a tool to aid 
clients and their consultants in estimating or benchmarking 
the information systems security. It then provides a grey 
evaluation model of estimating the indicator system of 
information systems on the basis of the related reference, in 
which an evaluation methodology based on combination of 
grey evaluation method and Group-decision  AHP 
method(Grey-AHP) for classifying grey clusters, calculating 
weights, creating an evaluation matrix and using 
comprehensive coefficient are presented. An example of 
practical application is given to show the effectiveness of this 
method. The result is believed to provide new means and 
ideas for the evaluation of IS security.  
 
Index Terms—information systems, security evaluation, 
grey relational analysis, grey-AHP evaluation 
 

I.  INTRODUCTION 

The rapid and dramatic advances in information 
technology (IT) in recent years have without question 
generated tremendous benefits. At the same time, 
however, they have created significant, unprecedented 
risks to government operations. Computer security has, in 
turn, become much more important as all levels of 
government utilize information systems security 
measures to avoid data tampering, fraud, disruptions in 
critical operations, and inappropriate disclosure of 
sensitive information. Such use of computer security is 
essential in minimizing the risk of malicious attacks from 
individuals and groups. To be effective in ensuring 
accountability, auditors must be able to evaluate 
information systems security and offer recommendations 
for reducing security risks to an acceptable level. To do 
so, they must possess the appropriate resources and skills. 

Your organization may be vulnerable to attack from 
the outside or the inside if you remain unaware of 
security issues, simply ignore them or don’t sufficiently 
manage them. An attack may take down your network or 

lead to the theft of sensitive data — customer 
information, employee information or intellectual 
property. The ensuing loss of public trust or the failure to 
comply with regulations could result in severe financial 
repercussions. A major security breach could also cause 
irrevocable damage to your organization’s reputation.  
The benefits of information security assessment are listed 
as follow[1]: 
(1) Provides a clear understanding of current information 
security risks. (2)Identifies the potential impact of 
vulnerabilities on your network infrastructure. (3) Raises 
internal awareness of information security risks. 
(4)Enables more informed decision-making and identifies 
the gaps in organizational security controls, policies and 
processes. (5) Provides a specific, actionable plan to 
improve overall security posture based on business needs. 
(6) Enables you to proactively address security issues 
before they are exploited. (7) Helps to meet regulatory 
compliance requirements. 

The evaluation of information systems (IS) security is 
a process in which the evidence for assurance is 
identified, gathered, and analyzed against criteria for 
security functionality and assurance level. This can result 
in a measure of trust that indicates how well the system 
meets particular security target.   However, as the 
information systems complexity increases, it becomes 
increasingly hard to address security targets and the 
concept of perfect security proves to be unachievable 
goal for computer systems developer, testers and users 
[2][3].   

Risk is a function of the likelihood of a given threat-
source’s exercising a particular potential vulnerability, 
and the resulting impact of that adverse event on the 
organization. Risk assessment is the first process in the 
risk management methodology. Organizations use risk 
assessment to determine the extent of the potential threat 
and the risk associated with an information system. The 
output of this process helps to identify appropriate 
controls for reducing or eliminating risk during the risk 
mitigation process. Early evaluation of IS is actually 
assessment of the decision to procure IS. Decision may 
be rational or political, or may include features of both 
types. Rational decisions use systematic and accurate 
data, decisions are logically based on the value 
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maximization upon given constraints [4]. Decisions 
become uncertain when there are no enough data to 
validate them. Such a situation is quite possible at early 
stage. Combinations of both described decisions types are 
most widely used [4][5]. 

To evaluate the information systems security 
quantitatively, scholar proposed a series of theoretical 
analysis models. Among these models there are several 
influential ones, for example, AHP, grey evaluation, 
fuzzy comprehensive judgment, AHP-fuzzy 
comprehensive judgment, etc. We should review all the 
assessment methods in order to find the most suitable 
method for assessing the security of information systems. 
Some experts have studied these. We carried out a 
comprehensive evaluation of a information systems using 
a grey analysis. First, we confirmed the weight of each 
index quantitatively by mean s of Group-decision AHP 
according to an established index system. Then, we 
defined the elements of an assessment matrix using fuzzy 
and a quality assessment model for construction project is 
set up. The advantage of this approach is that it does not 
rely on the experience of experts an d it can improve the 
validity and the precision of evaluation. Consequently, it 
can reflect the quality status of teaching quality in higher 
institutions. 

The purpose of this paper is to introduce and illustrate 
a new information systems security assessment model 
called the grey comprehensive evaluation and attribute 
hierarchy model (AHM). In SectionⅡ of the paper we 
introduced the grey system theory including grey 
relational analysis  and Grey-AHP evaluation model . In 
Section Ⅲ  of the paper we describe the information 
systems security evaluation problem and gives the index 
of information systems security. We apply the grey model 
to the assessment of information systems security and 
give an application case. In Section Ⅴ of the paper we 
conclude content of this paper and outline future 
directions for research. 

 

II.  METHODOLOGY  

A.  Introduction to Grey System 
The Grey System Theory that was developed by Deng 

[10] is mainly utilized to study system models 
uncertainty, analyze relations between systems, 
established models, and forecast and makes decisions [8]. 
Grey Relational Analysis is utilized to probe the extent of 
connections between two digits by applying the 
methodology of departing and scattering measurement to 
the actual measurement of distance and Grey Relational 
Analysis is an effective means of analyzing the 
relationship between two series. This study applies grey 
relational analysis to measure the similarity between the 
series. 

Nowadays, the black is represented, as lack of 
information, but the white is full of information. Thus, 
the information that is either incomplete or undetermined 
is called Grey. 

   A system having incomplete information is called 
Grey system. The Grey number in Grey system represents 
a number with less complete information. The Grey 
element represents an element with incomplete 
information. The Grey relation is the relation with 
incomplete information. Those three terms are the typical 
symbols and features for Grey system and Grey 
phenomenon. There are several aspects for the theory of 
Grey system [9]:   

(1)Grey generation: This is data processing to 
supplement information. It is aimed to process those 
complicate and tedious data to gain a clear rule, which is 
the whitening of a sequence of numbers.  

(2)Grey modeling: This is done by step 1 to establish a 
set of Grey variation equations and Grey differential 
equations, which is the whitening of the model.  

(3)Grey prediction: By using the Grey model to 
conduct a qualitative prediction, this is called the 
whitening of development.  

(4) Grey decision: A decision is made under imperfect 
countermeasure and unclear situation, which is called the 
whitening of status.   

(5)Grey relational analysis: Quantify all influences of 
various factors and their relation, which is called the 
whitening of factor relation.  

(6)Grey control: Work on the data of system behavior 
and look for any rules of behavior development to predict 
future’s behavior, the prediction value can be fed back 
into the system in order to control the system. 

B.  Grey Relational Analysis 
Constitute the grey relational sets: X={x1, x2, …, xm} 
The main procedure of GRA is firstly translating the 

performance of all alternatives into a comparability 
sequence. This step is called grey relational generating. 
According to these sequences, a reference sequence is 
defined. Then, the grey relational coefficient between all 
comparability sequences and the reference sequence is 
calculated. Finally, based on these grey relational 
coefficients, the grey relational entropy between the 
reference sequence and every comparability sequences is 
calculated. 

We build the grey relational ordinal by the following 
equations. Determined the number of columns to 
reference and the number of columns to compare Define 
xi for the time needed for constructing and operating a 
correct and perfect product information model by the ith 
user. 

x i0={x i0(1), x i0(2) , … , x i0(l)}, x i0, xij∈Xi 
xij={xij(1), xij(2),  … , xij(l)} 
∆ i0j(k)＝│x i0 (k)－xij (k)│                        
r(x i0(k),  
The sets of data must be standardized since the scales 

of criteria indices differ. Grey relational generating is 
used to replenish the message from the data by 
determining regularities and properties in jumbled data. 
Restated, grey relational generating can reduce the 
randomization and increase the regularity of data[11-13].  

Data pre-processing is normally required since the 
range and unit in one data series may differ from the 
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others. Data pre-processing is also necessary when the 
series scatter range is too large, or when the directions of 
the target in the series are different. Data pre-processing 
is a process of transferring the original series to a 
comparable series. Depending on the characteristics of 
data series, there are various methodologies of data pre-
processing available for the grey relational analysis. We 
use the following equations to pre-process the two series. 

When, { }Njjxx ii ,2,1)( ==  

'

( ) min ( )
  

max ( ) min ( )

max ( ) ( )
( )

max ( ) min ( )

( )
1              

max ( )

i ii

i iii

i ii
i

i iii

i i

i i
i

x j x j

x j x j

x j x j
x j

x j x j

x j c
x j c
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⎪
⎪ −
⎪
⎪ −⎪= ⎨ −⎪
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⎪⎩
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，

，
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Where,
)(min jxii and 

)(max jxii  Respectively, 
Ii ,2,1= is the minimum and maximum values for 

the data sequence ix in the j th item,  ci  is the data 

series in the j th item of a standard reference value. 
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 (3) 
After data pre-processing is carried out, a grey 

relational coefficient can be calculated with the pre-
processed series.  The gray correlation coefficient 
between the number of columns of comparison and the 
reference number of columns were calculated The grey 
relational coefficient is defined as follows: 

xij(k))=
)(maxmax)(

)(maxmax)(minmin

kk

kk

iojkjioj

iojkjiojkj

∆+∆

∆+∆

ζ

ζ
 (5) 

The gray correlation evaluation indicators are as 
follows: 

r(x i0, xij)= ∑
=

l

kl 1

1 r(x i0(k), xij(k))            (6) 

So get gray relational matrix: 
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r    (7) 

In gray correlation matrix, each row vector element 
indicates the correlation degree of target sequences 
associated with its reference.  

In equation (7), greater correlation coefficient means 
that time needed for users to establish an accurate and 
complete product information model and finish 
corresponding operation will have less difference from 
the expectation time. But there are many Gray coefficient 
calculated, each factor can only reflect the match level of 
corresponding construction duration model and actual 
construction duration model. It can not indicate the 
construction duration as a whole. 

C. Grey-AHP Evaluation Model 
1) Method of Group-decision Analytical Hierarchy 

Process(AHP): The Analytic Hierarchy Process (AHP) 
was developed by Thomas L. Saaty[19,20] in the 1970s 
and has been extensively studied and refined since then. 
It is to express a complex decision-making problem as a 
sequential step-up hierarchy structure, compute the 
comparatively weightiness measurement of diversified 
decision-making behaviour, scheme and decision-making 
object under different rule and the whole rule, and then 
rank them according to the measurement, providing 
decision-making evidence for the decision-makers[20].  

The steps to solve the real problems using AHP 
method areas follows:   

Model the problem as a hierarchy containing the 
decision goal, the alternatives for reaching it, and the 
criteria for evaluating the alternatives. 

Establish priorities among the elements of the 
hierarchy by making a series of judgments based on 
pairwise comparisons of the elements. For example, when 
comparing potential real-estate purchases, the investors 
might say they prefer location over price and price over 
timing. 

Synthesize these judgments to yield a set of overall 
priorities for the hierarchy. This would combine the 
investors' judgments about location, price and timing for 
properties A, B, C, and D into overall priorities for each 
property. 

Check the consistency of the judgments. 
Come to a final decision based on the results of this 

process. 
According to the above steps to achieve the ultimate 

weight vector of every decision-maker  respectively.  
tkwwwW T

mkkkk …… ,3,2,1,),,,( 21 ==     (8) 
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Assuming there is t  decision-makers, the number of 
factors to be evaluated are m , for each given a series the 
determining matrix of decision-makers, then by 
calculating the weighted average base sequencing vector 
the relative weight vector can be got as: 

( )Tmϖϖϖϖ ,,, 21 …= . 

mjm

i
i

j
j ,,2,1,

1

…==
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=

θ

θ
ϖ

                   (9) 
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21 ⋅=
                (10) 

Where, 
t

t

k
k λλλλ ,,,,1 21

1

…=∑
=  is weight 

coefficient of decision-maker, Specially, 

tt
1

21 ==== λλλ …
. Finally, the standard deviation 

was calculated as follow: 
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t 1

2
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                (11) 

When 
5.0<jσ

, the group-decision is acceptable, 
and right-vector of the indicators is feedback to each 
decision-makers. If a number of decision-makers accept 
the weight vector, then calculation end, otherwise, ask 
decision-makers to propose amendments to judge views, 
and so repeatedly, until the weight vector is satisfactory 
to decision-makers. 

 
2) Determining Grade Rank Standard of Indices:  

U  represents the first level evaluation factors iU  
composed of a collection as 

},,,{ 621 UUUU = .
)6,2,1( =iV j  represents 

the factors in the second level consisting of a collection 

of },,,{ 21 iniii VVVV = .The grade rank vector of 
evaluation is : 

( ) ( ) ( ) ( )}{ 4321 worseaveragegoodbestV νννν ，，，=

Evaluation index U is a qualitative index. It is 
transformed to the quantification index through 
establishing grade rank standard of evaluation indices. 
Considering evaluation grade is divided into 4 levels, the 
grade and the evaluation points of each ranks is 4, 3, 2 
and 1. If the grade between two adjacent grades, The 
corresponding score value of 3.5, 2.5, and 1.5 points. 
Specific grades are given by experts based on experience. 

3) Determining Weight of Indexes iU and ijV
:  

     It is a very important step to determine the weights of 
each indices of teaching quality, because the elements of 
the quality of teaching quality take different proportion in 
the comprehensive evaluation. There are many ways to 
determine the weights, in this paper, Method of Group-

decision Analytical Hierarchy Process (AHP) was 
adopted(discussed in part A). 

4) Establishing the Appraisal Grey Cluster :                
The committee of experts scoring various indicators in 

accordance with measured values and professional 
experience. Suppose the serial number of appraisal grey 
is ,4,3,2,1, =ee  namely has 4 appraisal grey cluster. 
The first grey cluster is “best” （e=1）, suppose grey 

number [ )∞∈⊗ ,41 , the corresponding grey albinism 
weight function is 1f . The second grey cluster is “better” 

（ e=2 ） , suppose grey number [ ]6,3,02 ∈⊗ , the 

corresponding grey albinism weight function is 2f . The 
first grey cluster is “average” （e=3） , suppose grey 
number [ ]4,2,03 ∈⊗ , the corresponding grey albinism 

weight function is 3f . The first grey cluster is “worse” （

e=4 ） , suppose grey number [ ]2,1,04 ∈⊗ , the 

corresponding grey albinism weight function is 4f . 
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5) Calculating Grey Appraisal Weight Vector and 

Weight Matrix :  
The grey appraisal weight of vector of e grey cluster is 

marked ijex : 
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Considering 4 grey cluster ,namely e=1,2,3,4, for each 
grey cluster, grey appraisal weight vector of evaluation 
indices ijV  is marked as ijr : ( )4,321 ,, ijijijijij rrrrr = and 

the evaluation weight matrix is iR ,then: 
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If the weight of q in ijr  is the biggest, 

( )4321 ,,,max ijijijijijq rrrrr =
, then indices ijV  belong 

to the grey cluster of q  
6) Synthetic Appraisal 
For evaluation indices iV , make a synthetic evaluation, 

recording its synthetic evaluation result iB , then: 

                ( )4321 ,,, iiiiiii bbbbRAB =⋅=  
According to synthetic evaluation result iB of iV , the 

grey appraisal weight coefficient matrix of appraisal grey 
cluster to index U , is supposed as R : 
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Then, for evaluation indices U , we make a synthetic 
evaluation, its synthetic evaluation result records is: 

( )4321 ,,, bbbbRAB =⋅=                  (19) 
According to synthetic evaluation result B , Under the 

principle of the largest belonging the gray grade of 
information systems security evaluated is determined. 

Ⅲ. APPLICATION CASE 

A   Example1Describe 
Risk is a function of the likelihood of a given threat-

source’s exercising a particular potential vulnerability, 
and the resulting impact of that adverse event on the 
organization. Risk assessment is the first process in the 

risk management methodology. In order to verify the 
validity of proposed model, we select a number of 
information systems (IS) to carry out risk assessment. 
Using this method to classification grade of IS security, 
and the results were compared with the actual situation. 
The indexes reflecting Development process, Funding, 
Scope, Relationship Management, Scheduling, 
Sponsorship Ownership, External Dependencies, Project 
Management, Corporate Environment, Requirements, 
Personnel, Technology factor were adopt as shown in 
Fig.1. 

 
 

  
Figure 1.  The security index system of IS 

B   Grey Relational Analysis on Information Systems 
Security 

The data used in this study was collected from 
construction industry clients and consultants. 

 

TABLE I.  PRIMARY DATA 

 
Indices Best Good Qualified Unqualified 

Development process 0.23 0.22 0.37 0.18 

Funding 0.23 0.20 0.32 0.25 

Scope 0.22 0.12 0.40 0.26 

Relationship Management 0.23 0.42 0.21 0.14 
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Indices Best Good Qualified Unqualified 

Scheduling 0.34 0.26 0.20 0.10 

Sponsorship Ownership 0.18 0.21 0.37 0.24 

External Dependencies 0.25 0.35 0.29 0.11 

Project Management 0.27 0.36 0.13 0.24 

Corporate Environment 0.16 0.40 0.24 0.20 

Requirements 0.24 0.28 0.31 0.17 

Personnel 0.27 0.26 0.36 0.11 

Technology factor 0.38 0.20 0.24 0.18 

 

TABLE II.  THE ANALYTICAL RESULTS 

 1 2 3 4 min ( )ik
k∆  max ( )ik

k∆  

Development process 0.15 0.04 0.12 0.13 0 0.11 

Funding 0.12 0.20 0.13 0.04 0.05 0.18 

Scope 0.04 0.10 0.12 0.13 0.03 0.17 

Relationship Management 0.12 0.09 0.21 0.07 0.07 0.12 

Scheduling 0.09 0.17 0.14 0.11 0.11 0.15 

Sponsorship Ownership 0.14 0.09 0.11 0.05 0.07 0.12 

External Dependencies 0 0.04 0.01 0.02 0 0.14 

Project Management 0.15 0.14 0.19 0.12 0.09 0.16 

Corporate Environment 0.06 0.17 0.12 0.05 0.03 0.18 

Requirements 0.09 0 0.21 0.14 0 0.23 

Personnel 0.04 0.17 0.13 0.16 0.12 0.18 

Technology factor 0.16 0.02 0.06 0.08 0.16 0.17 

 

TABLE III.  THE RESULTS OF EXPERTS APPRAISAL AND GREY WEIGHT 

 
Indices 1 2 3 4 5 6 1ijr  2ijr  3ijr  4ijr  

1q  
3 3 3 3 3 3 0.365 0.392 0.243 0 

2q  
4 2 3.5 3.5 2 3.5 0.358 0.351 0.291 0 

3q
 

3.5 2 3 2 3.5 3.5 0.323 0.444 0.233 0 

… … … .. … … .. … … … … 

12q  2.5 3.5 3.5 3 4 2 0.358 0.351 0.291 0 

 
The analytical correlation results ir  are presented 

below: 

10r > 2r > 12r   > 1r  > 9r > 6r > 4r > 8r > 7r > 3r  > 11r > 5r  

Therefore, the factors were ranked in Development 
process, Scheduling, Funding, Scope, Project 
Management, Sponsorship Ownership, Requirements, 
External Dependencies, Corporate Environment, 
Relationship Management, Personnel, Technology factor. 

C   Information Systems Security Assessment 
1) Establishing Appraisal Indices System : The 

results of experts appraisal are show in Fig.2. 
2) Indices System Weight with AHM :  

Attribute Hierarchy Model (AHM) is derived from the 
Analytic Hierarchy Process (AHP) used to the mufti-
criteria decision-making. The AHM is a psychometric 
method for classifying examinees’ test item responses into 
a set of structured attribute patterns associated with 
different components from a cognitive model of task 
performance. Comparing with the AHP Based on the 
model of weight, the advantage of AHM based on the 
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model of game is that it’s matrix does not problem of 
“testing of consistency."  

In this paper, the authors analyzed the influential 
factors of the urea reactor risk and constructed the AHM. 
Based on the results, the weights of attributes of bids were 
given. The nn × pairwise comparison matrix of AHM can 
be got by converted AHP matrix. Then we can calculate 
the weighting value of the index. By using measure 
judgment matrix of AHM, the specific process is as 
follows: 

Step1: construct the matrix of judgement matrix 

We use the Law on 1-9 scale proposed by Satty when 
construct The nn × pairwise comparison matrix of AHM. 

The nn × pairwise comparison matrix is ( )
nnijaA
×

= , 

where ija is the  importance comparison with program 

iP and program jP ija meet 0≥ija ，

),,2,1,(/1 njiaa jiij == 。. 
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Step2: Convert the nn × pairwise comparison 

The judgment matrix to the nn × pairwise comparison 
measure matrix are as follow:                           
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Suppose u  is the nn × pairwise comparison matrix. 
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Step3: calculate the weight  

      ∑
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n
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1
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           ),,2,1](2/)1(/[ ninnfw ii =−=      (24) 

We can get the weight vectors as follow: 

                    ),,,( 21 nwwwW =                          
(25) 

The index weight set of iU and ijV  are determined as 
follow: 

A=(0.42, 0.25, 0.20, 0.08, 0.05); 

When, e=1  
( ) ( ) ( ) ( )

( ) ( )
111 1 1 1 1

1 1

2.5 3.5 2.5 2.5

2.5 3

x f f f f

f f

= + + + +

+
 

=0.725+0.625+0.725+0.625+0.7255+0.75=4.125 
When,e=2,            

( ) ( ) ( ) ( )
( ) ( )

112 2 2 2 2

2 2

3.5 2.5 2 2.5

3.5 3

x f f f f

f f

= + + + +

+
 

=1+0.8333+0.6667+0.8333+0.8333+1=5.1666 
Similarly, e=3, 113x =3.75;  e=4, 114x =0 . 
The objects appraised the total number belonging to 

various evaluation grey cluster is   

11x =4.125+5.1666+3.75=13.0416 

e=1,  111r =3.125/12.0316=0.260 ;      

e=2,  112r =5.2876/12.0316=0.4395 

e=3,  113r =3.75/12.0316=0.312; 

e=4,   114r =0 
The index weight set is: 

                                 11r =（0.326, 0.386, 0.296, 0） 
3) Synthetic Evaluation: 
Grey synthetic appraisal result for this information 

system is as follow: 
RAB ⋅= =（0.32562, 0.41168, 0.2582, 0） 

According to the principle of the principle of the 
largest belonging the gray grade of teaching quality 
evaluated is determined as “better”. 

Ⅳ. CONCLUSIONS  

 
Grey Relational Analysis is utilized to probe the extent 

of connections between two digits by applying the 
methodology of departing and scattering measurement to 
the actual measurement of distance and Grey Relational 
Analysis is an effective means of analyzing the 
relationship between two series. This study applies grey 
relational analysis to measure the similarity between the 
series. This paper probes the range of factors affecting 
construction project duration through a literature review 
and a pilot survey in. The main variables shall consist of 
Development process, Funding, Scope, Relationship 
Management, Scheduling, Sponsorship Ownership, 
External Dependencies, Project Management, Corporate 
Environment, Requirements, Personnel, Technology 
factor. Though treatment of analytical correlation analysis, 
the indexes were ranked in Development process, 
Scheduling, Funding, Scope, Project Management, 
Sponsorship Ownership, Requirements, External 
Dependencies, Corporate Environment, Relationship 
Management, Personnel, Technology factor 

 This paper combines the measures of the grey 
evaluation and the group-decision analytical hierarchy 
process to evaluate synthetically the degree of 
information systems (IS) security. We builds grey 
hierarchy evaluated mathematics model and builds 
general evaluation system of customer satisfaction 

290 JOURNAL OF COMPUTERS, VOL. 7, NO. 1, JANUARY 2012

© 2012 ACADEMY PUBLISHER



through condensing the evaluation indicator system. As 
the evaluation work of the first two items of the 
evaluation targets which are established by analysis has 
been basically finished, the using quality is the only 
major task in the work of the unified check and also the 
hard point of grading evaluation. Focusing on the sub-
issues, the gray comprehensive evaluation model used to 
evaluate the information systems  security is established 
and the comprehensive evaluation results of the teaching 
quality is obtained; finally, we will be very easy to get a 
comprehensive information systems  security evaluation 
by combining the early results of other evaluation. Thus 
the assessment of information systems security will be 
more objective. The quantitative and procedural way of 
evaluating the using quality of the information systems 
security is easy for programming and serves for the real 
institutions managers for decision-making in the 
management. This paper finally makes the security of 
information systems objectives are effectively controlled. 
It is approved by instance: we can get the good affection 
by using grey hierarchy evaluation method. 
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Abstract—Petri net synthesis can avoid the state exploration 
problem by guaranteeing the correctness in the Petri net 
while incrementally expanding the net. This paper proposes 
the conditions imposed on a synthesis shared pp subnet
under which the following structural properties will be 
preserved: structural boundedness, structural liveness, 
conservativeness, repetitiveness, consistency, P-invariant, T-
invariant and fairness. Such results release the designer's 
burden for having to provide different methods for 
individual properties.

Index Terms—Petri nets; synthesis; property analysis; 
structural boundedness; structural liveness

I. INTRODUCTION

Petri nets are well known for their graphical and 
analytical capabilities in specification and verification, 
especially for concurrent systems. Many properties can 
be analytically defined and many techniques are available 
for development and verification. In particular, the 
approach based on property-preserving transformations 
will be described in more detail in this paper.

Usually, a design may be subject to many 
transformations, such as synthesis, refinement, reduction, 
etc. A transformation may be used for system generation 
or system verification. For the former, a transformation 
creates a needed and ‘permanent’ modification on a 
design. For the latter, a transformation is purely 
temporary so that verification may proceed more easily 
under the transformed specification. Naturally, for both 
purposes, it is important that a transformation should not 
destroy or create those properties under investigation.

In the literature, there exist three popular 
transformations, namely synthesis, refinement, and
reduction. Synthesis is an important transformation 
among them. Different variations of the synthesis 
problem have been studied in the past [1]. Most of the 
efforts have been devoted to the decidability problem, i.e. 
questioning about of the existence of a Petri net with a 
specified behavior. An exception is in [2] where 
polynomial algorithms for the synthesis of bounded nets 
were presented. Desel [3] reduced the synthesis problem 
to the calculation of the subnet of minimal regions.

 A kind of ST-net was defined in [4], under some 
conditions, these ST-nets can be used to model some 
systems. Franceschinis [5] presented the application of a 
compositional modeling methodology to the re-

engineering of stochastic Well Formed Net (SWN) 
models of a contact center, the advantages are that this 
approach, based on the definition of classes and instances 
of submodels, can provide to the application of SWN to 
complex case studies. A module synthesis method of EN-
system was presented in [6]. An F-robust net and a non-
disturbing net were merged into a net [7], and the liveness 
is preserved. A Petri net based approach was presented in 
[8] to solve the digital system’s high-level synthesis 
problem. The refinement and abstract representation 
method of Petri net is proposed [9], which is the key 
method to ensure the synthesis net preserving the well-
behaved properties. Xia [10] investigated property 
preservations of a kind of synthesis Petri net. With some 
constrains, liveness and boundedness are preserved after 
merging some sets of subnets. A feedback control 
synthesis method presented in [11] provides a systematic
and easily implementable tool for specialist in DES field. 
This method has the advantage of  being applicable to 
both safe and non-safe PN models. Lin [12] presented a 
class of synthesis nets and proved that the synthesis AC 
systems can keep some good properties of the subsystems, 
such as liveness, boundedness and homestate. An 
approach for modeling Web service composition by Petri 
nets which is based on OWL-S is proposed [13]. By this 
approach, the boundedness and liveness properties of 
Petri net models are analyzed for guaranteeing the 
correctness of the composite Web service. An overall
system Petri net model is obtained via synthesis of the 
individual modules satisfying system features (production 
rates, buffer capacities, machine expected up, down or 
idle time) [14].

Bergenthum [15] showed that VipTool can synthesize 
Petri nets from partially ordered runs and explained how 
VipTool including the synthesis feature can be used for a 
stepwise and iterative formalization and validation 
procedure for business process Petri net models. Kindler
[16] presented mining and synthesis algorithms, which 
derive a Petri net model of a business process from a 
versioning log of a document management system.
Carmona [17] presented an algorithm for the synthesis of 
bounded Petri nets from transition systems. This 
algorithm bas been implemented in a tool. 

Xia [18] investigated one type of transformations and 
its property-preserving approach for verification. A kind 
of sharing Single-Link subnet synthesis method is 
proposed. Conditions of structural liveness preservation 
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of the synthesis net are proposed. In order to study 
property preservation of the synthesis net, this paper 
investigates another type of transformations and its
property-preserving approach for verification. A kind of 
sharing pp subnet synthesis method is proposed. Under 
some conditions the following structural properties will 
be preserved: structural boundedness, structural liveness, 
conservativeness, repetitiveness, P-invariant, T-invariant 
and fairness.

This paper is organized as below. Section�presents 
basic definitions. Section � investigates structural 
property preservation of the ordinary synthesis net.
Structural liveness preservation is studied in Section �.
Section � gives an application example. Section �
concludes this paper.

II. BASIC DEFINITIONS

In this section we will quickly review key definitions. 
A more general discussion on Petri nets can be found in
[20].
Definition 2.1 Let ),;,( WFTPN = be a net, 

),( 0MN=∑ be a net system,

(1) Transition Tt∈ is said to be enabled under M , iff 
),()(, tpWpMtp ≥∈∀ • , namely >tM [ .

(2) If t  is enabled underM , t can be fired. M can be 
transformed to 'M .
Definition 2.2  Let ),( 0MN=∑  be a net system.

(1) Transition Tt∈ is live, if )( 0MRM ∈∀ , 

)(' MRM∈∃ , >tM [' .

(2) ∑ is live, if Tt ∈∀ , t is live.
(3) ∑ is structural live, if there exists 0M , such that 

),( 0MN is live.

Definition 2.3 Let ),;,( WFTPN = and 

),;,( 00000 WFTPN = be two nets. If 

(1) TTPP ⊂⊂ 00 , and φφ ≠≠ 00 ,TP ,

(2) ))()(( 00000 PTTPFF ×∪×∩= ,

then 0N  is said to be a subnet of N .

Definition 2.4 A net ),;,( 00000 WFTPN =  is said to 

be a pp-type subnet of ),;,( WFTPN =  iff,

(1) 0N  is a subnet of N , (2) 000 PTT ⊆∪ •• ,

(3) 0N  is connected, 0},{ Ppp oi ⊆  and ip  is the only 

input place of 0N , op  is the only output place of 0N .
Supposition 2.1  A pp-type subnet satisfies:
(1) ip  is the only place which can contain the initial 
marking (token(s)).
(2) In a process (tokens from outside flow into ip , pass 

0N and then flow out from op ), the number of tokens 

flowing into ip is equal to the number of tokens flowing 

out from op .

Definition 2.5 Suppose ),;,( 11111 WFTPN =  and

),;,( 22222 WFTPN =  are two Petri nets, φ≠=∩ 021 PPP , 

φ=∩ 21 TT . ),;,( WFTPN =  is said to be a sharing 

synthesis net of 1N  and 2N , if 21 PPP ∪= , 

21 TTT ∪=  and 21 FFF ∪= .

Definition 2.6  Suppose 10M is the initial marking of 

1N , 20M  is the initial marking of 2N , 0Pp∈∀ , 

)()( 2010 pMpM = , then the initial marking of the 

synchronous net N  is




∈
∈

=
220

110
0 )(

)(
)(

PppM
PppM

pM . 

The corresponding net system are ),( 1011 MN=∑ ,

),( 2022 MN=∑  and ),( 0MN=∑ . ∑  is said to be

the sharing synthesis net system of 1∑  and 2∑ .

Definition 2.7  Suppose ),;,( 11111 WFTPN =  and

),;,( 22222 WFTPN =   are two Petri nets. 

),;,( WFTPN =  is said to be a synthesis net of 1N
and 2N shared pp-type subnet, if the following 
conditions are satisfied,
(1) φ≠∩= 210 PPP , φ≠∩= 210 TTT , 

(2) 21 PPP ∪= , 21 TTT ∪= , 21 FFF ∪= ,

(3) 1N  and 2N  shared pp-type subnet set 0N , where

},...,,{ 210 ppkpppp NNNN = , ),...,2,1( kiN ppi =  are
pp-type subnets.
Definition 2.8  Suppose ),( 1011 MN=∑  and 

),( 2022 MN=∑  are two Petri net systems. If 

),( 0MN=∑  satisfies,

(1) N  is the synthesis net of 1N  and 2N  shared pp-type
subnets,  
(2) 0Pp∈∀ , )()( 2010 pMpM = , 0M  is defined as

below,




∈
∈

=
220

110
0 )(

)(
)(

PppM
PppM

pM ,  then ∑  is 

said to be the synthesis net system of 1∑  and 2∑  shared 
pp-type subnets.
Definition 2.9 N is said to be structural bounded, if there 
exists n-dimension positive integer row vector Y such 
that 0≤YA (where A is the mn× incidence matrix of 
N ). 
Definition 2.10 N  is said to be conservative, if there 
exists n-dimension positive integer row vector Y such 
that 0=YA . 
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Definition 2.11 If there exists n-dimension positive 
integer row vector Y such that 0=YA , Y is said to be a 
P-invariant of N . 
Definition 2.12 N is said to be repetitive, if there exists
m-dimension positive integer row vector X such that 

0≥τAX (where A is the mn× incidence matrix of 
N , τX is the transpose of X ). 
Definition 2.13 N is said to be consistent, if there exists 
m-dimension positive integer row vector X such that 

0=τAX . 
Definition 2.14 If there exists m-dimension positive 
integer row vector X  such that 0=τAX , X is said to 
be a T-invariant of N
Definition 2.15 N is said to be fair iff, 
(1) For every n-dimension non-zero non-negative integer 
row vector X , if 0=XAτ , then each component of 
X is positive.
(2) For every two n-dimension non-zero non-negative 
integer row vector 1X and 2X , if 01 ≥XAτ and 

02 ≥XAτ , then 1X and 2X are linearly  dependent.

�. STRUCTURAL PROPERTY ANALYSIS OF ORDINARY 
PETRI SYNTHESIS NET

In this section, we investigate structural property 
(such as structural boundedness, conservativeness, P-
invariant, repetitiveness, T-invariant and fairness) 
preservation of the ordinary synthesis net.

Let )2,1)(,;,( == iWFTPN iiiii be two Petri nets, 

where iiii nTmP == ||, . 1N and 2N share a pp-type 

subnet ),;,( 00000 WFTPN = (where 00 || mP = , 00 || nT = ).

The synthesis net is ),;,( WFTPN = (where mP =|| , 
nT =|| ) .

For the sake of convenience, we reset the P set and
T  set of 1N  and 2N as below.

},...,,,,...,,{ 11,201,100211 mmmm PpppppP ++= ,

)22,202,100212 ,...,,,,...,,{ mmmm ppppppP ++=

},...,,,,...,,{ 11,201,100211 nnnn ttttttT ++= ,

},...,,,,...,,{ 22,202,100212 nnnn ttttttT ++= .

By Definition 2.4, 1A ( 11 nm × incidence matrix of 1N ) 

and 2A ( 22 nm × incidence matrix of 2N ) are as below. 

Where 11A is a 00 nm ×  matrix; 41A is a 

)()( 0101 nnmm −×−  matrix; 42A is a 

)()( 0202 nnmm −×−  matrix.

The incidence matrix of the synthesis net N is 

,

where 021|| mmmP −+= , 021|| nnnT −+= ;

},...,,,...,,,...,,{ 22,1011,10021 mmmmm pppppppP ++= ,

},...,,,...,,,...,,{ 22,1011,10021 nnnnn tttttttT ++= .

Let τττ ][ 21 jjj XXX = ( 2,1=j ) be jm dimension

vectors, τττ ][ 21 jjj YYY =  ( 2,1=j ) be )2,1( =jn j
dimension vectors, where jX1 ( 2,1=j ) are 0m
dimension vectors, jY1 ( 2,1=j ) are 0n dimension
vectors. 
Theorem 3.1 Suppose that 1N and 2N  are two structural 

bounded Petri nets, N is the synthesis net of 1N and 

2N which shared a pp-type subnet. If there exists positive 

integer 0>k such that 1211 kYY = , then N  is structural 
bounded.
Proof. Since 1N and 2N  are structural bounded, by 
Definition 2.9, there exists positive integer vector

τττ ][ 21111 YYY = and τττ ][ 22122 YYY =  such that 

0
0 2141

21311111

21

11

41

3111
11 ≤







 +
=
















=

YA
YAYA

Y
Y

A
AA

YA ,

0
0 2242

22321211

22

12

42

3211
22 ≤







 +
=
















=

YA
YAYA

Y
Y

A
AA

YA .

Let [ ]ττττ
222111 kYYYY = , then































 +

=

22

21

11

42

41

32311111

00

00
kY
Y
Y

A
A

AAAA
AY

A1=
P0

P1-P0

T0 T1-T0

A11 A31

0 A41

A2=
P0

P2-P0

T0 T2-T0

A11 A32

0 A42

P1-P0

T1-T0

A31

A41A=

P0

P2-P0

T0 T2-T0

A11+A11 A32

0 A420

0 0
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0
)()(

2242

2141

2232121121311111

≤














 +++

=
YkA
YA

YAYAkYAYA

By Definition 2.9, N  is structural bounded.
Theorem 3.2 Suppose that 1N and 2N  are two 

conservative Petri nets, N is the synthesis net of 1N and 

2N which shared a pp-type subnet. If there exists positive 

integer 0>k  such that 1211 kYY = , then N  is 
conservative.
Theorem 3.3 Suppose that 1N and 2N  are two Petri nets, 

N is the synthesis net of 1N and 2N which shared a pp-

type subnet. 1Y  is a T-invariant of 1N . 2Y  is a T-

invariant of 2N . If there exists positive integer 0>k
such that 1211 kYY = , then ττττ ],,[ 222111 kYYYY =  is a 
T-invariant of N .
Theorem 3.4 Suppose that 1N and 2N  are two repetitive

Petri nets, N is the synthesis net of 1N and 2N which 
shared a pp-type subnet. If there exists positive 
integer 0>k  such that 1211 kXX = , then N  is 
repetitive.
Proof. Since 1N and 2N  are two repetitive Petri nets, by 
Definition 2.12, there exists positive vector 

τττ ][ 21111 XXX = and 
τττ ][ 22122 XXX = such that 





















=

21

11

4131

11
11

0
X
X

AA

A
XA

ττ

τ
τ

0
21411131

1111 ≥












+
=

XAXA

XA
ττ

τ

,





















=

22

12

4232

11
12

0
X
X

AA

A
XA

ττ

τ
τ

0
22421232

1211 ≥












+
=

XAXA

XA
ττ

τ

.

Let [ ]ττττ
222111 kXXXX = , 

we have 

































 +

=

22

21

11

4232

4131

1111

0

0

00

kX
X
X

AA

AA

AA

XA
ττ

ττ

ττ

τ



















+

+

+

=

22421132

21411131

11111111

kXAXA

XAXA

XAXA

ττ

ττ

ττ

0

)( 22421232

21411131

12111111

≥



















+

+

+

=

XAXAk

XAXA

XkAXA

ττ

ττ

ττ

.

By Definition 2.12, N  is repetitive.
Theorem 3.5 Suppose that 1N and 2N  are two 

consistent Petri nets, N is the synthesis net of 1N and 

2N which shared a pp-type subnet. If there exists positive 

integer 0>k  such that 1211 kXX = , then N  is 
consistent.
Theorem 3.6 Suppose that 1N and 2N  are two Petri nets, 

N is the synthesis net of 1N and 2N which shared a pp-

type subnet. 1X  is a P-invariant of 1N . 2X  is a P-

invariant of 2N . If there exists positive integer 0>k
such that 1211 kXX = , then ττττ ],,[ 222111 kXYXX =
is a P-invariant of N .
Theorem 3.7 Suppose that 1N and 2N  are two fair Petri 

nets, N is the synthesis net of 1N and 2N which shared 
a pp-type subnet. Then N  is fair.
Proof. (1) Since 1N and 2N  are two fair Petri nets, by 

Definition 2.15,  if  every in ( 2,1=i ) dimension non-

zero non-negative integer vector iX satisfies 0≥ii XA
τ , 

then 0>iX , i.e., 

If 



















=

21

11

4131

11
11

0
X
X

AA

A
XA

ττ

τ
τ

0
21411131

1111 ≥












+
=

XAXA

XA
ττ

τ

, then 0,0 2111 >> XX .

If 



















=

22

12

4232

11
12

0
X
X

AA

A
XA

ττ

τ
τ

0
22421232

1211 ≥












+
=

XAXA

XA
ττ

τ

, then 0,0 2212 >> XX .

Suppose ττττ ],,[ 302010 XXXX = is a n-dimension 

non-zero non-negative integer vector, where 10X is a 0n -

dimension vector, 20X is a )( 01 nn − -dimension vector, 

30X is a )( 02 nn − -dimension vector.
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Since

































 +

=

30

20

10

4232

4131

1111

0

0

00

X
X
X

AA

AA

AA

XA
ττ

ττ

ττ

τ



















+

+

+

=

30421032

20411031

10111011

XAXA

XAXX

XAXA

ττ

ττ

ττ

0

2

30421032

20411031

1011

≥



















+

+=

XAXA

XAXA

XA

ττ

ττ

τ

.

Obviously, 0,0,0 302010 >>> XXX , i.e., 0>X .

(2) If 0)1( ≥ii XA
τ and 0)2( ≥ii XA

τ , where 
)1(

iX and )2(
iX ( 2,1=i ) are non-zero non-negative 

integer vectors, by Definition 2.15, )1(
iX and )2(

iX are 
linearly dependent. For any two non-zero non-negative 
integer vector )1(X and )2(X , if 

0)1( ≥XAτ and 0)2( ≥XAτ , then )1(X and )2(X are 
linearly dependent (the proof is similar to that of (1)).

By Definition 2.15, N  is fair.

�. STRUCTURAL LIVENESS PRESERVATION OF  
SYNTHESIS NET

In this section, some conditions of structural liveness
preservation of synthesis net are proposed. This is 
important to property analysis of complex nets.
Definition 4.1 pp-type subnet refinement operation: 

)',';','(' WFTPN =  is obtained from Petri net 
),;,( WFTPN =  by using a pp-type subnet

),;,( pppppppppp WFTPN =  to replace p~ ( Pp∈~ ), 
where 
(1) ppPpPP ∪−= })~{(' , (2) ppTTT ∪=' ,

(3) }~|),{(}~|),{(' 0
•• ∈∪∪∈∪= pttpFptptFF ppi

}~|)~,{( ptpt •∈− }~|),~{( •∈− pttp .

Definition 4.2  A net ),( ppopp MN  is said to be a pp-
type closed net if we add a transition set 

pppptpp ttT |{= corresponding to }~•∈ pt  and  arc set

}|),(),,{( tppippppo Ttpttp ∈ to ),( 0pppp MN , and 

preserve the marking of ),( 0pppp MN .

Definition 4.3 )','( 0MN  obtained from ),( 0MN  by 
pp-type subnet refinement operation comprises net 
'N and marking '0M , where







>

=
=

0)~(),(

0)~(),(
'

000)~\(

00)~\(
0 pMMM

pMM
M

pppP

pppP θ

 ( )~\( pPM is obtained from M  by deleted the vector 

corresponding to p~ , ppθ  is 0-vector of ppM ).
Definition 4.4 pp-type subnet abstract operation: 

)',';','(' WFTPN =  is obtained from Petri net 
),;,( WFTPN =  by using a place p~  to replace a pp-

type subnet ),;,( pppppppppp WFTPN = , where (1) 

}~{)(' pPPP pp ∪−= ,  (2) ppTTT −=' ,

(3) })|),{(}|),{((' •• ∈−∈−−= ooiipp pttpptptFFF

}|),~{(}|)~,{( •• ∈∪∈∪ oi pttpptpt .

Definition 4.5 )','( 0MN  obtained by pp-type subnet 

abstract operation comprise net 'N  and marking '0M , 

where 






>

=
=

.0)()),(,(

,0)(),0,(
'

00)\(

00)\(
0

iippP

ippP

pMpMM
pMM

M

( )\( ppPM  is obtained from M  by deleted the vector 

corresponding to ppP , and )()~(' 00 ipMpM = ). 

Lemma 4.1 Suppose that 'N is obtained from N  by pp-
type refinement operation. 'N  is structural bounded iff
N  and ppN  are structural bounded. 
Proof. (⇐ )([19]). 
(⇒ ) By the reduction to absurdity method, it is easy to 
prove.
Lemma 4.2 Suppose that 'N is obtained from N  by pp-
type refinement operation. 'N  is structural live iff N
and ppN  are structural live . 
The proof is adapted from [9].
Definition 4.5 Let N be a net,
(1) N  is said to be a Free Choice net (FC), if 

1||, ≤∈∀ •pPp or }{)( pp =•• .
(2) N  is an Asymmetric Choice net (AC), if 

•••• ⊆⇒≠∩∈∀ 212121 ,, ppppPpp φ or •• ⊆ 12 pp .
Definition 4.6 [12] Let N be a net,
N  is said to be a Decomposable Asymmetric Choice  
Net (DAC), iff 21 NNN ∪=  and }{21 sNN =∩ , 

where Ps∈ , 1N  and 2N  are FC nets.
Definition 4.7 [12] Let N be a net,
N  is said to be an Extended Decomposable Asymmetric 
Choice Net (EDAC), iff 21 NNN ∪=  and 

},...,,{ 2121 nsssNN =∩ , where 

Psi ∈ ( ni ,...,2,1= ), 1N  and 2N  are FC nets.

Lemma 4.3 [12]  Suppose that N  is a DAC net, 

21 NNN ∪= , }{21 sNN =∩  where Ps∈ , 1N
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and 2N  are FC nets. N  is structural bounded iff 1N
and 2N are structural bounded.

Theorem 4.1 Suppose that 1N and 2N  are two FC nets, 

N is the synthesis net of 1N and 2N which shared a pp-

type subnet. N  is structural bounded iff 1N  and 2N
are structural bounded.
Proof. (⇐ )Suppose the pp-type subnet is 0N . Let '1N
and '2N be obtained from 1N  and 2N  by pp-type 

abstract operation, respectively. 0N  is replaced by p~ . 

Since 1N and 2N  are two FC nets, then '1N  and '2N
are two FC nets. For '1N  and '2N , ''' 21 NNN ∪= , 

}~{'' 21 pNN =∩ , by Lemma 4.3, 'N  is structural 

bounded. By Lemma 4.1, the closed net 0N is structural 

bounded. Let N  be obtained from 'N  by pp-type 
refinement operation. In the process p~  should be 

replaced by 0N . Since 'N  and 0N are structural 

bounded, by Lemma 4.1, N  is structural bounded.
(⇒ ) Without losing of generality, suppose 1N is not 

structural bounded, by Lemma 4.1, '1N  is not structural 
bounded. Obviously, 'N is not structural bounded. By 
Lemma 4.1, N  is not structural bounded. This 
contradicts with the fact that N  is structural bounded.
Lemma 4.4 [12] Suppose that N  is a DAC net, 

21 NNN ∪= , }{21 sNN =∩  where Ps∈ , 1N
and 2N  are FC nets. N  is structural bounded and 

structural live iff 1N  and 2N are structural bounded 
and structural live.
Theorem 4.2 Suppose that 1N and 2N  are two FC nets, 

N is the synthesis net of 1N and 2N which shared a pp-
type subnet. N  is structural bounded and structural live  
iff 1N  and 2N are structural bounded and structural 
live.
Proof. (⇐ )Suppose the pp-type subnet is 0N . Let '1N
and '2N  be obtained from 1N  and 2N  by pp-type 

abstract operation, respectively. 0N  is replaced by p~ . 

Since 1N and 2N  are two FC nets, then '1N  and '2N
are two FC nets. Since 1N  and 2N  are structural live, by 

Lemma 4.2, '1N  and '2N  are structural live.  Since 1N
and 2N  are structural bounded, by Lemma 4.1, '1N  and 

'2N  are structural bounded. For '1N  and '2N , 

''' 21 NNN ∪= , }~{'' 21 pNN =∩ , by Lemma 4.4, 'N
is structural bounded and structural live. By Lemma 4.1
and Lemma 4.2, the closed net 0N is structural bounded

and structural live. Let N  be obtained from 'N  by pp-
type refinement operation. In the process p~  should be 

replaced by 0N . Since 'N  and 0N are structural 
bounded and structural live, by Lemma 4.1 and Lemma 
4.2, N  is structural bounded and structural live.
(⇒ ) Without losing of generality, suppose 1N is not 
structural bounded and structural live, by Lemma 4.1 and 
Lemma 4.2, '1N  is not structural bounded and structural 
live. Obviously, 'N is not structural bounded and 
structural live. By Lemma 4.1 and Lemma 4.2, N  is not 
structural bounded and structural live. This contradicts 
with the fact that N  is structural bounded and structural 
live.
Lemma 4.5[12] Suppose that N  is a AC net, 

ii NN U= , where iN ( mi ,...,2,1= ) are FC nets. 

}{ 1,1 ++ = jjjj sNN I , where Ps jj ∈+1, ( 1,...,2,1 −= mj ). 

Other subnets have no intersection. If iN ( mi ,...,2,1= ) 

are structural live, then N  is structural live.
Theorem 4.3 Suppose that iN ( mi ,...,2,1= ) are FC 

nets. }{ )1,(01 ++ = jjjj NNN I , where 

)1,(0 +jjN ( 1,...,2,1 −= mj ) are pp-type subnets. Other 

subnets have no intersection. If  N  is an AC net and 

iN ( mi ,...,2,1= ) are structural live, then N  is 
structural live.
Proof. Suppose the pp-type subnets are 

iN0 ( mi ,...,2,1= ). Let ),...,2,1(' miNi = be obtained 

from ),...,2,1( miNi = by pp-type abstract operation.

Obviously, ),...,2,1(' miNi = are FC nets. Since 

),...,2,1( miNi = are structural live, by Lemma 4.2, 

),...,2,1(' miNi = are structural live. Since 

}{ )1,(01 ++ = jjjj NNN I  (where )1,(0 +jjN ( 1,...,2,1 −= mj ) are 
pp-type subnets) and other subnets have no intersection, 
then }{'' 1,1 ++ = jjjj pNN I (where 

'1, Pp jj ∈+ ( 1,...,2,1 −= mj )) and other subnets have 

no intersection. Let '' ii NN U=  ( mi ,...,2,1= ). Since 

N  is an AC net, then 'N is an AC net. Since 
),...,2,1(' miNi = are structural live, by Lemma 4.5,

'N  is structural live. By Lemma 4.2, the closed nets
),...,2,1(0 miN i = are structural live.  Let N  be 

obtained from 'N  by pp-type refinement operation, i.e., 

1, +jjp ( 1,...,2,1 −= mj ) should be replaced by 

)1,(0 +jjN ( 1,...,2,1 −= mj ). By Lemma 4.2, N  is 
structural live.
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Lemma 4.6 [12] Suppose that ),( 0MN=∑  is an EDAC 
net system, the corresponding subnet systems are 

),( 1
011
NMN=∑  and ),( 2

022
NMN=∑ . 

21 NNN ∪=  and },...,,{ 2121 nsssSNN ==∩ , 

where Psi ∈  ( ni ,...,2,1= , 1≥n ). If 1∑  and 2∑  are 

live, then ∑  is live.

Theorem 4.4 Suppose that N  is an EDAC net, the 
corresponding subnets are 1N  and 2N . 21 NNN ∪=  

and },...,,{ 2121 nsssSNN ==∩ , where Psi ∈
( ni ,...,2,1= , 1≥n ). If 1N  and 2N  are structural 
bounded and structural live, then N  is structural live.
Theorem 4.5 Suppose that 1N  and 2N  are FC nets, 

21 NNN ∪=  and },...,,{ 0020121 nNNNNN =∩ , where 

)1,,...,2,1(0 ≥= nniN i are a pp-type subnets. If 1N  and 

2N  are structural bounded and structural live, then N
is structural live.
Proof. Suppose the pp-type subnets are

iN0 ( ni ,...,2,1= ). Let '1N  and '2N  be obtained from 

1N  and 2N  by pp-type abstract operation, respectively. 

iN0 ( ni ,...,2,1= ) are replaced by ip ( ni ,...,2,1= ). 

Obviously, 1N  and 2N are FC nets.

},...,,{'' 2121 npppNN =∩ . Let ''' 21 NNN ∪= . 

Since 1N  and 2N  are structural bounded and structural 

live, by Lemma 4.1 and Lemma 4.2, '1N , '2N and the 

closed nets ),...,2,1(0 niN i =  are structural bounded 

and structural live. Since '1N  and '2N  are structural 
bounded and structural live, by Theorem 4.4, 'N  is 
structural live. Let N be obtained from 'N  by pp-type 
refinement operation, i.e., ip ( ni ,...,2,1= ) should be 

replaced by iN0 ( ni ,...,2,1= ). By Lemma 4.2, N  is 
structural live.

�. APPLICATIONS

In reality, when several subsystems use same resources, 
such as robots and tools et al. and transitions of the same 
subnet have the same enabled time or conditions, these 
subsystems can be synthesized by sharing the same 
subnets. The structural liveness preservation guarantee 
the well-balanced run of the synthesis net system.

In this section we will use the synthesis method to 
model the system that plant_1 and plant_2 use two 
machines of a workstation to produce two different parts. 

The model of 1N  is described in Fig.1. 
The meaning of transitions and places of Fig.1 is as 

below.

1t : process raw material_1 on machine_1; 

2t : process raw material_2 on machine_2;

3t : finish process on machine_1;

4t : finish process on machine_2;

5t : reprocess semi-manufactured part_1 and semi-
manufactured part_2 on machine_1;

6t : reprocess semi-manufactured part_1 and semi-
manufactured part_2 on machine_2; 

7t : refine process part_1 on machine_1;

8t : refine process part_2 on machine_2;

119 ,tt : transfer finished part_1;

1210 ,tt : transfer finished part_2;

13t : assemble;

14t :sell finished product;

15t : formulate production plan for the next step ;

16t :prepare raw materials;

17t : transfer raw material_1;

18t : transfer raw material_2;

1p : raw material_1 and raw material_2; 

2p : semi-manufactured part_1;

3p : semi-manufactured part_2 ; 

64, pp : semi-manufactured part_1; 

75, pp :  semi-manufactured part_2; 

118, pp : machine_2 is idle;

9p : coarse part_1; 

10p : coarse part_2; 

Fig. 1 Net N1
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1412 , pp : machine_1 is idle; 

13p : finished part_1; 

1715, pp : machine_2 is idle; 

16p : finished part_2; 

18p : finished part_1 and finished part_2; 

19p :finished part_1; 

20p : finished part_2; 21p : product;  

22p : rest state;

23p : the next step of the production plan;

24p : raw material_1;

25p : raw material_2;

The model of 2N  is described in Figure 2, where 
meaning of some transitions and places is similar to those 
of Fig. 1. 

19t : transfer finished parts_1;

20t : transfer finished parts_2;

21t : assemble; 22t : deliver product;

23t : receive order; 24t : prepare raw materials;

25t : transfer raw materials_1;

26t : transfer raw materials_2;

26p : finished parts_1; 27p : finished parts_2;

28p :  products; 29p : rest state; 30p : orders;

31p : raw materials_1; 32p : raw materials_2.
Plant_1 and plant_2 use two machines of a workshop

to produce two different parts, that is, these two plants
share a same set of resources. The synthesis net N
(Fig.3) is obtained by the synthesis of 1N and 2N which 
shared a pp-type subnet.

According to Fig.1 and Fig.2, it is easy to see that 

1N and 2N are two structural bounded and structural live 

FC nets. By Theorem 4.2, the synthesis net N is a 
structural bounded and structural live FC net. 

�.
CONCLUSIONS

In this paper we investigate structural property 
preservations of Petri synthesis net. A Petri net synthesis 
method is proposed, which is the key method to ensure 
the synthesis net preserving well behaved properties.
Conditions of structural property preservation of ordinary 
Petri synthesis net are proposed. Implementation of the 
Petri net synthesis shared pp-type subnets can achieve 
resource sharing and synchronization of operations to 
solve the system of scheduling problems. As a 
consequence, this result can be applied nicely to solve 
some of the subsystem sharing problem in management 
engineering, manufacturing engineering. Further research 
is needed to give more general conditions to investigate 
other property preservations of the synthesis net.
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Abstract—In order to evaluate and forecast the general 
contracting risk, a multi-resolution approach for the price 
determination of real estate was present in this paper. Real 
samples have been classified using the novel multi-classifier, 
namely, support vector machine among which genetic 
algorithm (GA) is used to determine free parameters of 
support vector machine. Effects of different sampling 
approach, kernel functions, and parameter settings used for 
SVM classification are thoroughly evaluated and discussed. 
The experimental results indicate that the SVMG method 
can achieve greater accuracy than grey model, artificial 
neural network under the circumstance of small training 
data. It was also found that the predictive ability of the 
SVM outperformed those of some traditional pattern 
recognition methods for the data set used here. 

Index Terms–- support vector machines; principal 
component analysis; genetic algorithm; risk forecasting; 
general contracting 

I.  INTRODUCTION 
At present, in the construction industry, it is a 

tendency to put into practice the general contracting in 
engineering project. China also enthusiastically develops 
general contracting. Construction projects are one-of 
endeavors with many unique features such as long period, 
complicated processes, abominable environment, financial 
intensity and dynamic organization structures [1,2] and 
such organizational and technological complexity 
generates enormous risks[3]. The general contracting in 
engineering project is subjected to the long period, 
numerous participants and involving government, 
economic, society, community, culture, technology, 
environment and other factors. And along with the world 
economy's continuous development and the project 
scope's increase extension, the loss caused of the risk 
occurring will become more great, and the effect to 
relevant parties will become more distinct too.  

How to enhance the risk management is an important 
question for discussion. The contractor takes more risks 
under the mode of the engineering general contract. The 
paper starts from the relative concepts of engineering risk 
and the theory of the risk management. With the need for 
improved performance in the construction industry and 
increasing contractual obligations, the requirement of an 
effective risk management approach has never been more 
necessary. Risk assessment is a complex subject shrouded 
in vagueness and uncertainty. There are some risk 

assessment methods now. These risk assessment methods 
are all based on fuzzy set theory.  

According to characteristics and risks of the general 
engineering, the paper brings forward the risk that the 
company should be pay attention to, allowing for the 
theory of total risk management and system and the 
characteristic of the mode about engineering general 
contract. The application model of risk management 
frame system is presented by analyzing the source and 
characteristic of the engineering risk, and the theory of the 
risk management. The model based on fuzzy mathematic 
and analytic hierarchy process(AHP) is used to evaluate 
risks and some advice is given. There are many factors 
affecting the accident risk of construction, but some of the 
factors are related and redundant. PCA is a powerful tool 
for analyzing data. The goal of PCA is to reduce the 
dimensionality of the data while retaining as much as 
possible of the variation present in the original data set. In 
this paper, we use principal component analysis (PCA) to 
reduce some related or redundant general contract factors. 
The paper presents advice for the general engineering 
contract risk management, provides reference to 
participation in engineering contract risk management and 
gives the suggestion of cultivating the ability of 
competition for the civil engineering general company. 
Those can be great helpful to develop the market for 
engineering general company, at the same time also can 
present theory and practice guidance for dealing with the 
risk of the project general contractors. 

Genetic Algorithms (GAs), which imitate parts of the 
natural evolution process, were first proposed by Holland 
[9]. Genetic algorithm does not require a gradient of the 
objectiveness function as a search direction, it can 
automatically acquire and accumulate knowledge on 
search space and adaptive control the searching process, 
so as Gas are stochastic search approaches inspired by 
natural evolution that involve crossover, mutation, and 
evaluation of  survival fitness. Gas out perform the 
efficiency of conventional optimization techniques in 
searching non-linear and non-continuous spaces, which 
are characterized by abstract or poorly understood expert 
knowledge. Furthermore, to the contrary with the standard 
algorithms, Gas generate at each iteration population of 
points that approach the optimal solution by using 
stochastic and not deterministic operators. As a result, the 
search can be deployed without being trapped in local 
extremes. Based on its merits, the potential of using GA in 
optimization techniques has been in extensively studied 
[3,4]. However, simple GA is difficult to apply directly 
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and successfully to a larger range of difficult-to-solve 
optimization problems. 

Developed by Vapnik, SVM is the method that is 
receiving increasing attention with remarkable results 
recently. The main difference between ANN and SVM is 
the principle of risk minimization. ANN implements 
empirical risk minimization to minimize the error on the 
training data. However, support vector machine (SVM) 
implements the principle of structural risk minimization in 
place of experiential risk minimization, which makes it 
have excellent generalization ability in the situation of 
small sample. In addition, SVM can change a non-linear 
learning problem into a linear learning problem in order to 
reduce the algorithm complexity by using the kernel 
function idea present, SVM has been applied successfully 
to solve non-linear regression estimation problems in 
financial time series forecasting, bankruptcy prediction, 
reliability prediction, etc. In this paper, the proposed 
SVMG model is applied to research the forecasting 
problem of the ratios of key-gas in power transformer oil, 
among which GA  is used to optimize the parameters of 
support vector machine, because the election of the 
parameters plays an important role in the performance of 
SVM. 

    This paper is organized as follows: Section 2 
introduces the methodology including Principal 
component analysis (PCA), Genetic Algorithm and 
regression arithmetic of support vector machine SVM 
model. The foundations of support vector machines are 
introduced. The proposed model is presented Section 3 
testifies the performance of the proposed model with the 
real data sets from several companies in China. Finally, 
the conclusion is provided in Section 4.  

II. METHODOLOGY  

A. Introduction to PCA  
Principal component analysis (PCA) was invented in 

1901 by Karl Pearson[2]. Now it is mostly used as a tool 
in exploratory data analysis and for making predictive 
models. PCA involves the calculation of the eigenvalue 
decomposition of a data covariance matrix or singular 
value decomposition of a data matrix, usually after mean 
centering the data for each attribute. The results of a PCA 
are usually discussed in terms of component scores and 
loadings (Shaw, 2003). PCA[3-7] can be used for 
dimensionality reduction in a data set by retaining those 
characteristics of the data set that contribute most to its 
variance, by keeping lower-order principal components 
and ignoring higher-order ones. Such low-order 
components often contain the "most important" aspects of 
the data. However, depending on the application this may 
not always be the case. 

Problems arise when performing recognition in a high-
dimensional space (e.g., curse of dimensionality). 
Significant improvements can be achieved by first 
mapping the data into a lower-dimensionality space. The 
goal of PCA is to reduce the dimensionality of the data 
while retaining as much as possible of the variation 
present in the original data set. 

Supposing n samples, each sample has m target factors, 
xj (j = 1,2, ..., m), derived from observation values xij 

(i=1,2,...,n), constitute the raw data matrix X=(xij )n×m, 
shown as bellow: 

⎥
⎥
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The target factor is often relevant, thus increasing the 
internal complexity of the samples. Principal component 
analysis is to have a correlation between a number of 
factors into a set of mutually independent factor of a few 
General methods. These will be the original general factor 
target factor in the overlapping information removed, to 
the original contains only significant difference between 
the target and reflect the original main target factor 
information purposes. That is, without changing the 
original data provided by the basic information on more 
focused and typically show the characteristics of the 
study. Principal component - the specific algorithm for 
cluster analysis are as follows. 

(1) Original data will be standardized (Z-Score 
Standardization) 

Class and quantity in order to eliminate the impact of 
different dimension, first of all original data on the 
standardization of treatment (standardized value of the 
post-treatment xij* 

j

jij
ij S
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x

−
=∗

                                 (2) 

Where: jx and jS , respectively, are the mean and 
standard deviation of the jth target sample, and 
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(2) Calculation of correlation between the matrix 

Based on the standardized data matrix )(* ∗= ijxX , 
calculated the correlation coefficient matrix R = (rij)m×m.  
Where, rij are the correlation coefficient between the xi 
and xj target factor . 
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                                                                (5) 
Where, i, j=1,2,…,m. 
(3) Solving eigenvalue of the correlation matrix and 

eigenvectors 
Calculating the characteristic equation 0=− IR λ , 

obtained all of the eigenvalue λ1≥λ2≥…≥λn, and the 
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corresponding Tikhonov unit eigenvector tj=（t1j，t2j，…
，tmj） 

∑
=

∗•=
m

k
kkjj xtY

1
                                 (6) 

Where: xk* is the standardized sample matrix. 
(3)To determine the number of principal components 
Selecting r principal components in the m principal 

components that have been identified to finally realize the 
evaluation analysis. In general, the contribution rate of 

variance ∑
=

=
m

k
kjje

1
/ λλ  could explain that principal 

component Yj reflects the amount of information size. R 
is  determined by the principle that accumulated 

contribution value ∑
=

=
r

k
kerG

1
)( is large enough 

(typically more than 85%). K is  kth measured values of 
the ith and jth factor , k=1,2,…,r. 

B. Introduction to Genetic Algorithm 
Gas a search technique that imitates the natural 

selection and biological evolutionary process were first 
established on a sound theoretical basis by Holland [6-8]. 
Genetic algorithm has a wide range of, particularly in 
combinatorial optimization problems and they were 
proved to be able to provide near optimal solutions in 
reasonable time[9], it can deal with arbitrary forms of the 
objective function and constraints, whether it is linear or 
non-linear, continuous or discrete, in theory, have access 
to the optimal solution. However, in practical applications 
of genetic algorithm to demonstrate the more serious 
question is "premature convergence" problem, less 
capable local optimization, the late slow convergence and 
can not guarantee convergence to global optimal solution 
and so on. In recent years, many scholars try to improve 
genetic algorithms, such as improving the encoding 
scheme, fitness function, genetic operator design. 
However, these improvements are all make in internal of 
the genetic algorithm and it has been proved that it is 
unable to overcome these shortcoming effectively.  

The most common type of genetic algorithm works 
like this: a population is created with a group of 
individuals created randomly. The individuals in the 
population are then evaluated. The evaluation function is 
provided by the programmer and gives the individuals a 
score based on how well they perform at the given task. 
Two individuals are then selected based on their fitness, 
the higher the fitness, the higher the chance of being 
selected. These individuals then "reproduce" to create one 
or more offspring, after which the offspring are mutated 
randomly. This continues until a suitable solution has 
been found or a certain number of generations have 
passed, depending on the needs of the programmer[7]. 

C. Support Vector Machine  
 
1) Linear Support Vector Machine: The basic concept 

of SVM regression is to map nonlinearly the original data 
x into a high-dimensional feature space, and to solve a 
linear regression problem in this feature space[5-7]. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  The basic concept of SVM regression 
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Where the constant C＞0，expressed the degree of 

punishment of the sample beyond the error of ε  t, Upper 

and lower limits for the slack variable were 
*, ii ξξ . 

Therefore, Lagrange function is constructed:  
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Regression function may be: 
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2) Nonlinear support vector machine regression: The 

problem discussed above is linear, the nonlinear problem, 

the input sample x by hx →：ψ mapping to high 
dimensional feature space H (may be infinite-
dimensional). When the feature space, construct the 
optimal hyperplane, the fact simply performs internal 
product operation, and this inner product operation is in 
their original space in the function Lai implementation of, 
not Biyaozhidao the form.        As long as the kernel 

function 
),( ji xxK

 satisfies the condition, it corresponds 
to a transformation that is 
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. Known by the linear 

support vector regression, quadratic programming 
Lagrangian objective function:  
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3) Kernel Functions: In order to get better 

performances for the support vector machine, an 
improved method is to combine a number of kernel 
functions to form a mixed kernel. Mixed kernel function 
of the form as: 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Figure 2.  Specific processes of SVM  with GA  

This paper adopted experimental method to select the 
combination of the kernel function. In other words, each 
individual kernel function support vector machine was 
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established to determine the optimal parameters. Then 
support vector machine based on several samples of the 
prediction accuracy to select the best kernel function of 
two properties, using the combination of the selected two 
core functions, convex the two combinations to be mixed 
functions: 

( ) ( ) ( ) ( )jijiji xxKxxKxxK ⋅−+⋅=⋅ 21 1 λλ
 (10) 

Which λ  is a combination coefficient of adjustment 
for the two functions mixed, when you select the 
appropriate parameters, the mixed kernel has both a good 
learning ability and good generalization ability. When 
identified two nuclear function and parameters, and then 
need to determine the kernel function is a combination of 
two factors, namely, to determine which kernel function 
in this mixed kernel plays a leading role is our task to be 
accomplished the following. This paper used genetic 
algorithm to optimize combination of factors and 
determine the kernel function according to combination of 
factors. Specific processes were as shown in Fig.1. 

III. APPLICATION CASE 

A. General Contracting Risk Factors 
General contracting risk is described by 17 indicators 

are including in such as the War and civil strife 1I , 
Nationalization 2I , Non-payment of debt 3I . Exchange 
rate 4I , Prices risk 5I , Pay delay 6I , Design 7I , 
Construction 8I , Project estimated 9I . Sub-contractors 10I , 
Vendor 11I , Geological and foundation conditions 12I  
Hydro-climatic conditions 13I . Contract management 14I  , 
Financial management 15I , Engineering management 16I  
and Public relations 17I . 

B. General Contracting Risk Analysis Based on PCA 
First, the original data in Table1 was processed for the 

standardization, and by 5, the correlation coefficient 
matrix was calculated. Then, by the correlation coefficient 
matrix eigenvalue calculation, as well as all the main 
components of the contribution rate and the cumulative 
contribution rate as shown in Table 2. From Table 2, we 
can see that the first, second and third principal 
component of the cumulative contribution rate were up to 
87.6%, so just find the first, second and the third principal 
component.   

The principal components analysis and fuzzy method 
were introduced in evaluate the general contracting risk. 
From Table2, principal components analysis of general 
contracting risk can be concluded as follow. In the first 
principal component, War and civil strife 1I , 
Nationalization 2I and Non-payment of debt 3I . The first 
principal component can therefore be considered as 
Political risk factors. At the second principal components, 
Exchange rate 4I , Prices risk 5I , and Pay delay 6I , thus, 
the second principal component can therefore be 
considered as economic -related risk factors The third 
principal component of the values of  Design 7I , 
Construction 8I , Project estimated 9I . Sub-
contractors 10I and Vendor 11I were higher, it reflects the 
technical indicate a high degree risk in the construction. 
The fouth principal component that including Geological 
and foundation conditions 12I  and Hydro-climatic 
conditions 13I can therefore be considered as Natural -
related factors. The final principal component that 
including Contract management 14I  , Financial 
management 15I , Engineering management 16I  and Public 
relations 17I can therefore be considered as management -
related risk factors. 

 

TABLE I.  GENERAL CONTRACTING RISK DATA 

No. 1I  2I  3I  4I  5I  6I  7I 8I 9I 10I 11I  12I  13I  14I  15I  16I  17I  

1 75 66 1 2 82 0.6 74 74 1 1 2.0 45 0.15 0.14 0.32 88 1 
2 80 63 1 1 68 0.6 63 66 1 1 2.4 50 0.20 0.19 0.42 75 1 
3 92 98 1 1 79 0.7 70 63 1 1 1.4 38 0.09 0.08 0.20 65 1 
4 80 72 1 1 86 0.5 69 98 1 0 0.9 28 0.12 0.21 0.36 83 2 
5 90 90 1 2 62 0.5 71 72 1 1 1.8 36 0.14 0.15 0.34 76 2 
6 84 69 3 1 84 0.6 72 90 3 1 1.3 32 0.15 0.09 0.35 98 2 
7 62 79 0 1 78 0.4 61 69 0 0 1.4 35 0.15 0.09 0.38 70 2 
8 94 84 1 2 79 0.7 82 79 1 1 0.6 24 0.16 0.16 0.40 94 1 
9 65 86 0 0 61 0.9 88 84 0 0 0.5 20 0.12 0.11 0.38 84 1 
10 75 71 1 2 85 0.6 83 86 1 1 0.3 18 0.16 0.16 0.22 65 2 
11 66 79 3 0 75 0.6 71 71 3 3 1.8 42 0.09 0.05 0.30 62 1 
12 82 80 3 1 65 0.5 80 79 3 1 0.0 12 0.00 0.00 0.38 72 2 
13 64 83 0 0 76 0.6 60 80 0 1 1.4 38 0.15 0.14 0.25 63 1 
14 94 81 3 1 88 0.7 79 83 3 2 0.7 26 0.12 0.12 0.26 85 2 
15 91 85 3 0 73 0.6 70 81 3 1 1.6 34 0.08 0.08 0.34 65 1 
16 71 72 2 2 75 0.7 88 85 2 2 0.5 20 0.09 0.15 0.30 90 2 
17 88 85 2 2 65 0.5 65 72 2 2 1.4 34 0.00 0.14 0.35 72 2 
18 89 80 1 1 76 0.6 88 85 1 1 0.3 12 0.15 0.04 0.22 68 1 
19 77 88 3 1 65 0.5 70 81 3 1 1.6 34 0.08 0.08 0.38 72 1 
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TABLE II.  PRINCIPAL COMPONENT ANALYSIS  

Indicts Y1 Y2 Y3 Y4 Y5 

1I  -0.20 -0.19 0.629 -0.450 0.757 

2I  -0.28 0.52 0.436 -0.638 0.214 

3I  -0.44 0.03 0.455 -0.744 0.046 

4I  0.33 0.76 0.333 -0.593 0.065 

5I  0.23 -0.72 0.713 0.590 0.319 

6I  0.47 0.49 0.788 -0.158 0.184 

7I  0.11 0.12 0.130 0.757 -0.168 

8I  0.79 0.93 0.229 -0.121 0.713 

9I  0.73 0.33 -0.321 -0.273 0.788 

10I  0.89 -0.251 0.409 0.023 0.130 

11I  -0.10 -0.016 -0.110 0.189 0.229 

12I  0.78 0.757 0.308 0.096 -0.321 

13I . -0.16 -0.42 -0.216 -0.041 0.409 

14I  0.72 -0.23 0.672 -0.130 -0.110 

15I  0.812 0.308 -0.184 -0.225 0.184 

16I  0.903 -0.216 -0.042 0.125 -0.168 

17I  0.86 0.530 -0.016 -0.016 -0.184 

Eigenvalue 7.52 2.97 0.757 1.145 0.742 
Contribution 
rate(%) 46. 73 22. 64 8.812 6.354 6.235 

Cumulative 
contribution 
rate(%) 

48.89 52.26 63.56 76.01 83.23 

 

C. General Contracting Risk Forecasting Based on GA- 
SVM 
A total of 500 input-output data pairs were obtained 

for the training of the SVM for real estate prices. Due to 
the low dimensionality of the parameters pace and the 
limited range of variation in the parameters, such number 
of data reasonably covers the set of different possible 
operating points. The available data set is randomly 
partitioned into a training set and a checking set[8]. 

 
 

 
Figure 3.  The relationship between classification  accuracy and the 

parameter combination 

TABLE III.  THE ERROR RATE OF RBF KERNEL FUNCTION ON 2-
DIMENSIONAL PROBLEMS OF CATEGORY 2 CLASSIFICATION  

σ C Error rate 

5 0 26% 
5 100 49% 

0.2 0 15% 
0.2 100 20% 

 

TABLE IV.    THE ERROR RATES OF DIFFERENT ALGORITHMS 

 

IV. CONCLUTIONS 
In this paper, SVMG is applied to determination real 

estate price. The real data sets are used to investigate its 
feasibility in forecasting the risk of general contracting. 
SVMG implements the principle of structural risk 
minimization in place of experiential risk minimization, 
which makes it have excellent generalization ability in the 
situation of small sample. And it can change a non-linear 
learning problem into a linear learning problem in order to 
reduce the algorithm complexity by using the kernel 
function idea. In addition, GA can be used to select 
suitable parameters to determination the risk of general 
contracting, which avoids over-fitting or under-fitting of 
the SVM model occurring because of the improper 
determining of these parameters. The experimental results 
reveal the potential of the proposed approach for 
forecasting the risk of general contracting. 

It is generally acknowledged that the risk of general 
contracting was highly complicated and was interrelated 
with a multitude of factors. It will be advantageous if the 
parties to a dispute have some insights to some degree. 
Principal component analysis (PCA) was introduced to 
analyze the risk of general contracting. principal 
components analysis of general contracting risk can be 
concluded as follow. In the first principal component, War 
and civil strife 1I , Nationalization 2I and Non-payment of 

debt 3I . The first principal component can therefore be 
considered as Political risk factors. At the second 

principal components, Exchange rate 4I , Prices risk 5I , 

and Pay delay 6I , thus, the second principal component 
can therefore be considered as economic -related risk 
factors The third principal component of the values of  

Design 7I , Construction 8I , Project estimated 9I . Sub-

contractors 10I and Vendor 11I were higher, it reflects the 
technical indicate a high degree risk in the construction. 
The fouth principal component that including Geological 
and foundation conditions 12I  and Hydro-climatic 

conditions 13I can therefore be considered as Natural -
related factors. The final principal component that 
including Contract management 14I  , Financial 

Category Type Parameter Accuracy 

Polynomial SVM d=4 86.7% 

RBF-SVM σ =2,C=10(C=100) 88.6% 

Mixed kernel function SVM σ =0.2, C=10 
93.3% 

RBF-ANN σ =0.01,C=100 83.3% 
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management 15I , Engineering management 16I  and Public 

relations 17I can therefore be considered as management -
related risk factors. 

This paper introduces an hybrid genetic algorithm 
(HGA) approach to instance selection in SVM for the risk 
of general contracting. From the above discussion, the 
following conclusion can be made: 

(1)The factors affecting the housing price were 
quantified with fuzzy sets and reduced by PCA to the 
inputs of SVM.  

(2) The genetic algorithm was adopted to optimize the 
weights of SVM. The established SVMG model is 
capable of accurate determinants for housing price with 
less time and better convergence. 

(3) In Simulation tests, the relative error of Mixed 
kernel function SVMG models smaller than the 
Polynomial SVM, the RBF-SVM and of RBF-ANN. 
Thus, the proposed Mixed kernel function SVMG model 
is capable of more accurate prediction on risk. 
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