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Contents1 Introduction 32 Continuous time rate based control 52.1 Network and Queue Models : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 52.2 The Rate Control Model : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 62.3 Queue Transient Analysis : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 92.4 Steady State Analysis : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 102.5 Stability analysis of the controlled system : : : : : : : : : : : : : : : : : : : : : : : : 112.6 The case of multiple nodes : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 172.7 Fairness of the control algorithm : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 183 Discrete time rate based control 193.1 From periodic to aperiodic feedback : : : : : : : : : : : : : : : : : : : : : : : : : : : 213.2 A comparison between the PRCA scheme and the proposed SP-EPRCA : : : : : : : 244 Simulation Results 255 Implementation Issues 315.1 Bu�er Requirements : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 325.2 Queue Con�gurations : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 336 Conclusive Remarks 412



1 IntroductionAsynchronous Transfer Mode (ATM) is a fast packet switching technology which supports a broadrange of services with distinct requirements for bandwidth, delay and cell loss. An important issueis the \e�cient coexistence" of Constant Bit Rate (CBR) services, Variable Bit Rate (VBR) servicesand \best e�ort" services (ABR/UBR). ABR/UBR tra�c is typically characterized by unspeci�edrequirements for throughput/delay, and it is used to \�ll in" the bandwidth left unused by CBR andVBR tra�c. However, available bandwidth must be shared in a fair way among all ABR sources.To be more precise, we model an ATM network as a set of switching nodes connected by com-munication links. Queues are provided for temporary storage of incoming cells, to be relayed tothe next node in its way to its �nal destination. If the input cell rate to a link is higher than thecorrespondent output cell rate, then, after the storage capacity is exhausted, all further incomingcells are lost. A link in this condition is called congested. Clearly, congestion is undesiderablebecause it jeopardizes the ability of the network to deliver cells, and thus causes a degradation inperformace.Therefore, the amount of ABR tra�c entering the network must be carefully and dynamicallytuned according to the network congestion situation. Too much ABR tra�c may have the sidee�ect of queue overows when fully utilizing the available bandwidth. On the other hand, too littlemay cause underutilization of available bandwidth, degrading network e�ciency. The ultimate goalis thus to regulate the ABR/UBR input tra�c rate of the network such that all entering cells canbe completely delivered using the existing network resources (i.e. queues, processing power andlink trasmission capacity) without exhausting network resources.In order to achieve high bandwidth utilization, without incurring in cell loss, closed loop feedbackcontrol mechanisms are expected to be used to regulate how much ABR/UBR tra�c must enterthe network according to the actual congestion state of the network.Namely, unused network resources are monitored continuously, and this information is fed backto a controller, which adjusts the input tra�c rates so that congestion is avoided.Two classes of controllers are devised: rate-based and credit based control. Rate-based control3



[7] aims at controlling the tra�c input rate, whereas the credit approach [3] aims at regulating thenumber of incoming cells per feedback information received. Many rate based algorithms can befound in literature. However none of these is completely satisfactory either for its complexity or forlack of stability properties, as is well reported in the excellent paper by Benmohamed and Meerkov[1]. The main di�culty is that, due to large transmission and propagation delays involved in highspeed networks such as ATM, most algorithms exhibit persistent oscillations. Furthermore, theyhave not been analyzed from the stability point of view, and so cannot guarantee the boundednessof the queues. Considering, for example, the well known additive increase/ multiplicative decreasePRCA [5], it is neither possible to state its stability nor to guarantee cell loss avoidance. To our bestknowledge, the Benmohamed and Meerkov's paper [1] is the �rst attempt to develop an analyticmethod for the design of congestion controllers which ensure good dynamic performance alongwith fairness in bandwidth allocation. However, the control law proposed in that paper requiresa complex adjustment of control parameters in order to maintain stability and damp oscillations.Moreover, these parameters must be dynamically tuned to the speci�c input tra�c and networkcondition. Finally, it is di�cult to prove global stability, due to the complexity of the controlstrategy.This report presents a simple and e�ective rate based congestion control algorithm capable of\�lling in" quickly the unused bandwidth with ABR tra�c. The main appeal of the proposedcongestion control algorithm consists in the use of a simple, �rst order dynamic model (for thequeue levels) in cascade with a delay. This yields the following properties for the ideal mechanism:a) the queue occupancy never exceeds maximum queue capacity (i. e. no cell loss); b) the queueoccupancy dynamic is always stable, thus relaxing the need to dynamically adjust parameters inorder to stabilize queues or damp oscillations.The report is organized as follows: First we present a description of the proposed control al-gorithm in continuous time, theoretically establishing its properties and requirements, such asmax-min fairness, bu�er requirements and stability. Then a discrete version of the algorithm ispresented, where we keep its implementation as close as possible to the current EPRCA ATMcongestion control platform [9]. Next we report several simulations results, contrasting the algo-rithm with the popular PRCA scheme. We then address algorithm adjustments to be made so thatvarious queue schedule schemes may be used in conjuction with the proposed control algorithm.4



Conclusions are addressed in the last section.2 Continuous time rate based controlIn this section, we �rst present the network and queue models for a continuous system. Next wedescribe the control law used throughout the report, and present an analysis of the transient andsteady state behavior of the continuous controlled system.2.1 Network and Queue ModelsWe mainly follow the notation reported in [1]. The network consists of N = f1; ::ng nodes andL = f1; :::lg links. Each link i is characterized by: transmission capacity ci = 1=ti (cells/sec);propagation delay tdi; processing capacity 1=tpri (cell/sec) where tpri is the time the switch ineeds to take a packet from the input and place it on the output queue. We assume that the pro-cessing capacity of each node is much larger than the total transmission capacity of its incominglinks so that congestion is caused by transmission capacity only. The network tra�c is contributedby source/destination pairs (S;D), where S;D 2 N . To each (S;D) connection, there is a Vir-tual Circuit (VC) associated on the path p(S;D). Each source is characterized by its maximumtransmission speed, cs = 1=ts.Each link maintains a separate queue for each Virtual Circuit VC passing through it. Letxi;j(t) be the occupancy at time t of the queue associated with link i and V Cj, and with Xoi;jthe corresponding queue threshold level. The control law computes the source input rate u(t)(cells/sec). The bandwidth delay product tdi=ti represents the number of \in ight" cells on thetransmission link.For the model of the dynamic behavior of each queue, we assume a deterministic uid modelapproximation of cell ow. [2]. Each link maintains a separate queue for each Virtual Circuit (VC)passing through it. The reason for this choice is to ensure, through a round robin service discipline,the fair sharing of the link by each V C (to be discussed later). Considering the queue associatedwith the virtual circuit V Cj at link i , the level of occupancy xi;j(t) at time t, starting at t = 0 with5



xi;j(0) = 0, is the integral over the time (0; t) of the di�erence between the rate of cells enteringthe queue (say ui;j(t)) and the rate of cells leaving the queue (say di;j(t)):xi;j(t) = Z t0 [ui;j(t0 � Td)� di;j(t0)]dt0 (1)where Td is the transmission delay from the input source to the i; j queue.2.2 The Rate Control ModelWe propose a closed-loop control based on feeding back the network queue occupancy. In order tocontrol the queue level x(t) 1 for a speci�c VC, we initially use a simple proportional controller.Letting Xo be a set point for the queue level, we compute the di�erence between the set point andthe current queue level x(t). This di�erence, the error e(t), is multiplied by a positive constant gainK, so that Ke(t) is the input rate prescribed to the V C source. The proposed control implementsthe reasonable idea of enforcing an input rate proportional to the room available in the queue. Thismechanism seeks to \�ll the queue", thus keeping link utilization high.The calculated input rate Ke(t) at time t will have e�ect on queue levels only after the roundtrip delay along the path, i.e. the time that the feedback information needs to reach the source,change the rate value, and �nally returns back to the queue as an inow rate Ke(t). Figure 1depicts the block diagram of this system, where Tfw, Tfb are the respective propagation delaysinvolved, and RTD = Tfw + Tfb is the round trip delay. Notice that in wide area networks, theround trip delay is mostly determined by the propagation delays, so we assume that this quantityis estimated and known in advance. However, for ABR tra�c, this assumption may be violated ifa higher priority tra�c is competing with it for network resources. The impact of delay estimationerrors is important in this case, and thus will be dealt with later on. Notice that, in �gure 1, ageneric controller K�(t) is depicted, rather than a simple proportional controller K, for easy ofexplanation.1From now on we drop the i; j subscripts, for sake of simplicity6
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Thus, equating the transfer functions of the systems in Figure 3 and in Figure 2 one can verifythat the Smith Predictor controller K� is given by:K� = K1 +K(1�e�RTDss )The Smith Predictor shown in Fig. 3 (K�) gives the following input rate control equation:u(t) = K[Xo � x(t� Tfb)� Z t0u(t0)dt0 + Z t0u(t0 � RTD)dt0]= K[Xo � x(t� Tfb)� Z tt�RTD u(t0)dt0 ] (2)Notice that this equation implements a simple proportional control action with the di�erencethat the actual queue level is increased by the number of cells transmitted during the last roundtrip delay. Thus the physical interpretation is that the controller reacts as if all the \in ight" cellswere in the bottleneck queue, which is a worst case assumption for queue occupancy.In order to describe the dynamic of the system it is helpful to look at the equivalent systemshown in Fig. 2. In this �gure we can observe two parts:a)The �rst one, containing the integrator, the constant gain K, and the delay free feedbackloop, is a �rst order system, and thus is stable for every positive value of the parameter K. Thisparameter a�ects the transient behavior only. Namely 1=K is the time constant T of the system(meaning that after 4 T intervals the system reaches stationary condition). Moreover the dynamicresponse to a step function does not exhibit oscillations in reaching the stationary state. Thisimplies that the queue occupancy never overshoots the set point level Xo, and hence the set pointcan be set equal to the queue capacity without ever incurring cell loss;b) The second part consists of a pure delay block that causes a shift in time of the queue levelx(t).Concluding, the resulting behavior of the queue occupancy in the absence of d(t), starting att = 0 with an empty queue, is given by the �rst order system response to a step function, delayedby the round trip RTD, that is: xX(t) = Xo[1� exp(�(t�RDT )=T )].8



2.3 Queue Transient AnalysisThe system shown in Fig.3 has a behavior equivalent to the system depicted in Fig.2, in responseto the input Xo. Now we consider the behavior of the queue level xd(t) in response to the outputrate d(t), where d(t) can be modelled as a step function a�1(t), and a is the fraction of bandwidth,normalized to one, given to each connection.Using Laplace transform method, after some calculations, we �nd:xd(t) = �a[t � 1(t)� (t �RTD) � 1(t� RTD)]�aK [1� e�K(t�RTD)] � 1(t�RTD) +x(0) � 1(t)� x(0)[1� e�K(t�RTD)] � 1(t� RTD)where x(0) � 0 is the queue level at t = 0. The overall response to d(t) and Xo, by the principleof superposition, is therefore given by: x(t) = xd(t) + xX(t) (3)In stationary condition (t!1), the queue level is:x(1) = Xo � aRTD� aK (4)Figure 4 shows the transient behavior xX(t) in response to Xo, the transient behavior in responseto d(t) = 1(t) � 0:5 � 1(t � offset) (where 1(t) is the step function), and the overall transientx(t). The initial o�set is the time when the bandwidth d(t) drops below the input rate of thecorresponding VC queue.
9
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Figure 4: Queue level transient dynamic2.4 Steady State AnalysisAs time approaches in�nity, equation (2) gives us the following relation between stationary rate usand stationary queue xs: us = Xo � xs1=K + RTD (5)As far as the controller is concerned, any point in the plane u; x satisfying equation (5) is a stablepoint for the system. This stability plane extends from 0 to Xo in the queue level axis and from0 to cb in the rate axis, cb being the maximum capacity of the bottleneck link. Later we will seethat the queue service discipline, initially assumed round robin, may determine which stable pointthe system is going to rest upon. Notice that if a single connection must be allowed to achieve themaximum bottleneck transmission speed cb (cb = us), equation (5) ultimately states that we needbu�ers proportional to the product of the round trip delay RTD by the maximum transmissionspeed cb. To see this clearly we only need to make K go to in�nity, thus providing the fastestcontroller possible in terms of responsiveness, which is the one requiring smallest bu�er size. Sinceus = cb corresponds to having the full bottleneck capacity for a single source/destination pair, sothat xs = 0. The bu�er requirement is then: 10



Xo = cbRTD (6)This stringent bu�er requirement results from the fact that we insist on designing a cell lossfree algorithm. If we are willing to accept some loss, bu�er requirements can be reduced. We willaddress this trade o� shortly.2.5 Stability analysis of the controlled systemFor general systems, a common stability criterium is to require that the zeroes of their characteristicequation have all negative real parts. For the particular system shown in Figure 2, the characteristicequation is s+K, which is stable for any positive gain K, since for K > 0 this equation has a singlenegative real zero. However, the system shown in Figure 2 represents our controlled system onlyif the delays Tfw; Tfb are known in advance, so that RTD = Tfw + Tfb box inside the controller(see Fig. 3) matches perfectly the propagation delays present in the feedback loop of the system.In reality, these delays must be estimated, and thus mismatches are likely to happen. Therefore, itis important to study how the controlled system behaves in the presence of delay mismatches. Weaddress this question in this subsection.We start assuming that the RTD estimated by the source is RTD = do, while the real roundtrip delay is RTD0 = do + d. We are not concerned about which among the delays Tfw; Tfb weremisestimated, since as we will shortly see this detail does not a�ect the characteristic equation. Werequire that do+ d � 0, or d � �do, so that the real round trip delay be non-negative. The systemis still represented by Fig. 3, with only Tfw + Tfb = do + d and RTD = do. After some algebraicmanipulation, the transfer function u(s)=Xo is found to be:u(s)Xo = [ 1K + 1s + e�(do+d)s � e�doss ]�1 e�Tfws (7)Since equation (2) is still valid, the steady state equation (5) still applies, hence if the systemis stable it settles to the same point as if there was no delay mismatch. Our concern here is then11



whether the system is stable or not. We here follow a similar approach to Walton and Marshall[11] for stability analysis of time-delay systems. The minor di�erence is that in the present casethe delay parameter d can be either positive or negative, since it represents a variation from theestimated delay do, rather than a strictly positive delay. From Equation (7), the characteristicequation is given by: F (s; d) = s +K +Ke�dos(e�ds � 1) (8)We �rst examine the zeroes of F (s; 0), which correspond to the case of a perfect estimation ofthe propagation delays. Trivially, we have a single real zero at s = �K, which is negative for anyK > 0. Next we consider a in�nitesimally small d, in which case a in�nite number of new zeroesappear, due to the exponentials in Equation (8). It is necessary then to study the locations of thesenew zeroes in the complex plane. Finally we need to �nd values of d, if any, at which there arezeroes of Eq. (8) lying on the imaginary axis, i.e. �nd w; d values for which F (iw; d) = 0, and thendetermine whether the root locus plot merely touches the imaginary axis or it crosses from onehalf-plane to the other with increasing d. If the root locus plot crosses from left to right, increasingd destabilize the system, otherwise increasing d stabilize the system.We start studying the zeroes of Eq. (8) at the imaginary axis. Namely, s = �wi such that:F (wi; d) = wi+K +Ke�wdoi(e�wdi � 1) = 0which, after some algebraic manipulation, results:e�wdi = K(coswdo � 1) + (�K sinwdo � w)iK coswdo + (�K sinwdo)i (9)If there exists real d which satis�es Eq. (9), then by equating the imaginary and real parts ofboth sides of Eq. (9) there must exist a pair w; d of real values satisfying the following equations:12



sinwd = wK coswdo + sinwdo (10)coswd = 1 + wK sinwdo � coswdo (11)Moreover, if for a particular system described by K; do, we �nd a pair w0 ; d0 such that Eqs.(10,11) are satis�ed, then it is easy to see that:d = d0(w0) + 2�qw0 ; q = 0; 1; 2; � � � (12)also satisfy Eqs. (10,11). So, once a minimum/maximal 2 d satisfying Eqs. (10,11) is found, we useEq. (12) to �nd the other in�nite zeroes lying on the imaginary axis. Notice that w0 is independentof the delay mismatch d0 , which can be seen by removing d from these equations using the fact thatsin2wd+ cos2wd = 1. By doing this, we �rst �nd w0 from the following equation:2 coswdo = 1 + w2K2 + 2wK sinwdo (13)and then use either Eq. (10) or Eq. (11) to determine d0 . Notice that equation (13) has twosolutions, �w0 . Unfortunately, numerical methods are necessary to determine solutions of thisequation for non-trivial systems.We next need to determine which among the roots found in the last computation are stabilizing,and which are destabilizing. We do this by studying the sign of the dsdd derivative 3 at the imaginaryzeroes computed. From Eq. (8), this derivative is given by:dsdd = Kse�(do+d)s1 +Kdoe�dos �K(do + d)e�(do+d)s (14)2Minimum for positive d, maximum for negative d.3We apologize for the double d notation. The �rst d stands for derivative, as usual.13



If we de�ne S as: S � sgn Redsdd(wi)after some manipulation we �nd:S = sgn Re � Kw sinw(do + d) +Kw cosw(do + d)i1 +Kdo coswdo �K(do + d) cosw(do + d) + [K(do + d) sinw(do + d)�Kdo sinwdo]i�We are particularly interested in the positive sign of the previous expression, since for a mini-mum/maximum d0 found, a positive S gives us the maximum/minimum delay mismatch over whichthe system becomes unstable. We �nd it convenient to de�ne:m � Kw sinw(do + d)n � Kw cosw(do + d)o � 1 +Kdo coswdo �K(do + d) cosw(do + d)p � K(do + d) sinw(do + d)�Kdo sinwdoSince we are looking for points which satisfy Eqs. (10, 11), we use these equations, plus somefundamental trigonometric identities to obtain:m = Kw sinwdo + w2n = Kw(coswdo � 1)o = 1 +Kdo +Kd(1� coswdo)p = w(do + d) +Kd sinwdoWith the above de�nitions, the points at which S is positive are the ones such that:14



mo+ npo2 + p2 > 0or(Kw sinwdo + w2)[1 +K(do + d)�Kd coswdo] + [w(do + d) +Kd sinwdo]Kw(coswdo � 1) > 0After some manipulation, the previous relation reduces to:Kw sinwdo(1 +Kdo) + w2(1 +Kdo coswdo) > 0 (15)Before going any further, some remarks are due here. First notice that relation (15) contains nod, which means that all crossing points at the imaginary axis for a given system behave the sameway, namely they are either all destabilizing or all stabilizing. So we can conclude that the rootlocus plot of our system has a similar shape to the one shown in [6] for a simpler time delay system.Notice also that the validity of relation (15) is determined by the particular w0 computed fromequation (13), which again depends solely on (K; do) parameters, not on d.Using equation (13), the above relation becomes:Kdo [1 + do(K + w2K )]wdo sinwdo + [ 1d2o + 12do (K + w2K )](wdo)2 > 0 (16)which is of the form f(w)w sinw+g(w)w2 > 0, where f(w); g(w)> 0 for all w, given thatK; do > 0.It is not di�cult to prove that relation (16) holds for any real w. Therefore, we conclude that,if there are roots of the system characteristic equation lying at the imaginary axis, they are alldestabilizing, regardless of which particular system (K; do) we are dealing with.Summarizing all observations we have made in this subsection about a system described by(K; do), we can sketch few important points of the system root locus plot, as shown in Figure 5.15
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2.6 The case of multiple nodesSo far we have modelled our system as having a single bottleneck node, situated Tfw away fromthe source, and having a propagation delay back to the same source of Tfb units of time. We wouldlike to extend the results so far obtained for single node systems for more general systems. Namely,multiple node systems, possibly with dynamic change of the bottleneck node during the lifetime ofthe connection are more realistic systems, and therefore we would like to rate control these systemsalso. We �rst argue that when other less congested nodes are present in the feedback loop, thesingle node model we have used so far can still be applied. Then we argue that moving bottlenecksdoes not pose any additional modelling problems either.We can model the system with multiple nodes as a collection of single node models as previouslydescribed. Each single node model is controlled according to equation (2). Clearly all controllershave the same RTD, and moreover we assume uniform control gains K and queue sizes Xo4. Wealso assume that feedback information is not delayed at intermediate nodes, which is similar toour early assumption for single node that propagation delays dominates in the relaying of feedbackinformation over other types of network delays.The source input rate is determined as the lowest rate among all input rates computed, otherwiseviolation of one or more prescribed rates may occur.Lemma 1 The prescribed input rate comes from the node with largest queue level.Proof Lemma 1 Since the integral of equation (2) is the same for all controllers, the Lemmafollows immediately. Notice that the age of the feedback information is not important, as far asrate computation is concerned.Lemma 1 guarantees that all nodes but the bottleneck one may be ignored in the modellingof multiple node systems. Notice that we can use a similar argument to claim that the controlalgorithm proposed works equally well when bottlenecks move from node to node.4The extension to various queue sizes is not di�cult 17



Theorem 1 Under the same assumptions of Lemma 1, moving bottlenecks do not invalidade anyresults obtained by single node systems.Proof Theorem 1 It follows from Lemma 1 and the fact that, as far as its proof is concerned,it does not matter if the age of feedback information changes with time, which happens when thebottleneck moves from one node to another.2.7 Fairness of the control algorithmIn the congestion control context, fairness is generally de�ned as the property of exercizing tra�cblocking or rate reduction in a \fair" way among all connections. Although fairness can be de�nedprecisely in a number of ways, in the ow control application the most common de�nition is the socalled max-min fairness [10]. We here de�ne max-min fairness in the rate control scenario.Let r be a rate vector, whose components are connections input rates of a general network,de�ned previously as links l with �nite transmission capacity cl interconnecting nodes. We needthe following de�nitions [10]:De�nition 1 A feasible rate vector r is a vector (r1; r2; :::; rn) of rates such that P ri � cj over allconnections i sharing link j, for all network links.De�nition 2 A feasible max-min rate vector r is a feasible rate vector such that any attempt toincrease a given rate ri must result in a decrease of another rate rj ; ri � rj in order to maintainfeasibility.The following theorem shows that max-min fairness is achieved by the proposed rate controlalgorithm.Theorem 2 The Smith Predictor rate based control algorithm is max-min fair. More precisely, therate vector of stationary rates is max-min fair as de�ned in De�nition 2.18



We �rst need the following lemma:Lemma 2 The rate vector whose components are stationary rates computed by the proposed ratecontrol algorithm is feasible.Proof Lemma 2 Pick a generic link i. If this is not a bottleneck link for any connection, it doesnot even have to be modelled, as argued in the previous section. So let i be a bottleneck link for someconnection j. In stationary condition, whatever the stationary rates of bottleneck b connections are,their sum do not exceed capacity ci for if this was the case queues would overow. But since thesystem behaves as a �rst order one, with the queue size as the set point, queues can never overow.Now for the proof of the Theorem.Proof Theorem 2 The proposed algorithm assumes that each connection p has a bottleneck linkb (modelled by the control model). Moreover, feasibility is guaranteed by the previous lemma atstationary regime. So we pick a generic connection p, which must have a bottleneck b associated toit shared by nb connections. At stationary regime, if we try to increase its rate, we must decrease therate of another connection q sharing the same bottleneck link in order to maintain feasibility, sinceby de�nition of bottleneck P ri = cb. Moreover, we know that ri = cb=nb, due to the round-robinservice discipline, and thus rp = rq. Thus connections p; q comply with de�nition 2. Since p is ageneric connection, the Theorem follows.3 Discrete time rate based controlSo far we have dealt with continuous time models only. However, in ATM, feedback information isrelayed in cells, and thus not available in continuous time, but rather in sampled form. Fortunately,the discrete time implemention of the Smith Predictor is simpler than the continuous one [8].We start with the system model shown in Fig. 1. From Nyquist sampling theorem and fromcontrol theory we know that, in order to have a "continuous like" performance of the system underdigitized control, the ratio of the time constant of the system over the sampling time must be at19



least 2 and can not get any better if it is beyond 4[8]. Indicating by 4 the sampling time , itfollows: 14K = [2; 4] (17)In order to write the discrete time version of the control equation (2) we must consider two cases:i) RTD � 4: The ratio RTD=4 = m + � where m is an integer and � 2 [0; 1). Rewriting thecontinuous time equation 2 in its discrete version, we obtain the input rate at time tk = k4:5u(k4) = K[Xo � x(k4� Tfb)� u(k4� (m+ 1)4)�4� mXi=1 u((k � i)4)4] (18)ii) RTD < 4: u(k4) = K[Xo � x(k4� Tfb)� u((k � 1)4)RTD] (19)
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tFigure 6: Discrete Time NotationThe notation used in the previous equations is illustrated in Figure 6 and will be followedthroughout the paper. It results: tk = tk�1 +4.The summation on the right side of the equation 18 can be rewritten as the sum of two parts:I = u(t� Tfw �4)4+ u(t� Tfw � 24)4+ � � �+ u(t�RTD)4;II = u(t�4)4+ u(t� 24)4� � �+ u(t� Tfw)45Note that k should not be confused with the gain K 20



The �rst one represents the number of cells that have already arrived at the bottleneck queuebut are not yet know at the source due to the feedback propagation delay Tfb. The second onerepresents the number of cells that are travelling from the source to the queue. Therefore the inputrate computation at time t can be rewritten as: u(t) = K[Xo � x(t � Tfb) � (I)� (II)]. We caninterpret x(t�Tfb) + (I)+ (II) as \e�ective queue level at time t". So the calculation of the inputrate u(t) is made as if all \in ight" cells were already at the queue. In this way the dynamic isdelay free, which results in stability and lack of oscillations.Finally we would like to interpret the di�erence between the queue capacity and the "e�ectivequeue level" as a number Q of cells that can be transmitted by the source without causing overowto the bottleneck queue.3.1 From periodic to aperiodic feedbackIn order to implement the proposed discrete time control algorithm we need to supply the controllerslocated at the sources with periodic feedback information (every 4 units of time, with 4 satisfyingequation (17)). This can be obtained if the upstream node of a congested link sends the feedbackinformation, at every sampling time, to all the sources in the upstream direction, as in the BackwardCongestion Noti�cation (BCN) scheme. This is what is assumed in [1]. We call this type of scheme\Periodic Feedback Control". In systems where Forward Congestion Noti�cation (FCN) scheme isused, like in the PRCA scheme, the source is responsible for transmitting a management cell RMevery NRM data cells. The control cell itself has to compete for bottleneck link bandwidth, since ithas to reach the destination node before being relayed back to the source through either the same oran alternative reverse path. Clearly, under this scheme, it is not possible to guarantee the periodicfeedback information used in the discrete-time control equation. Due to the sharing of the congestedlink, the rate of the feedback cells that can be received by the sources is Bav=[Nvc � (1 +NRM)],whereNvc is the number of Virtual Circuits sharing the same bottleneck link and Bav is the availablebandwidth. Thus the interarrival time of the feedback cells increases as Nvc�(1+NRM). Becauseit is necessary to guarantee the sampling time equation (17) in order to achieve a good performanceof the feedback control, we have to increase the time constant of the system (i.e. the queue size perVC) as Nvc increases. Thus, it is necessary to use VC queue sizes proportional to the number of21



Virtual Circuits sharing the same bottleneck link. This requirement does not derive from the controlalgorithm itself but rather from the FCN mechanism used for delivering feedback information. Tocope with the somewhat irregular delivery of RM cells, we need a control algorithm which mustoperate well even if no RM cells are received for a while. If the source receives the feedbackinformation, the control algorithm will adjust the rate accordingly. Otherwise it will compute therate by estimating the missing feedback information in a conservative way. In other words, thisalgorithm must perform some kind of \virtual feedback". We call this type of control \AperiodicFeedback Control".We now propose a version of the previous discrete time control algorithm suitable for the FCNfeedback relay scheme. The feedback information is provided by RM cells which collect the max-imum bu�er level along the path. Note that regardless of the bottleneck location along the VCpath, RTD is always the same. The system will still be cell loss free even if we are not able toguarantee the required periodicity of feedback information.The basic idea is to update the source rate at least after each 4 sampling interval, regardlesswhether the source gets the feedback information or not. Let tk; tk+1 be the instants at whichthe source receives the last and current feedback information, respectively. Two cases need to beconsidered:i) tk+1 � tk � 4. The source stores the rate u(tk), as well as its duration 4k, so that u(tk)4kbecomes one of the terms of the summation in the control equation. Thus the rate updatingequation is:u(tk +4k) = K[Xo � x(tk +4k � Tfb)� mXi=0 u(tk�i)4k�i � u(tk�m�1)(RTD� mXi=04k�i)]where Pmi=04k�i � RTD <Pm+1i=0 4k�i, 4k�i � 4 8i, tk = tk�1 +4k�1.ii) The interval 4 expires before the source receives its control packet. In this case, the algorithmhas to estimate the queue level x(tk +4� Ttb). In order to be conservative, and to preventcell loss, we propose the following \worst case" estimate of the missing queue level. Weconservatively assume that in the time interval [tk; tk+4] (with 4 = 4k) the queue has zerooutput rate. Thus the \worst case" queue level is the last value x(tk � Tfb) plus what has22



been received in the interval [tk; tk + 4]. The accrued term corresponds to the number ofcells pumped into the network during the interval [tk �RTD; tk �RTD+4]. Therefore, the\worst case" estimate of the queue level at time tk +4k is:x(tk +4k � Tfb)=x(tk � Tfb) +u(tk�m�2))(RTD� m+1Xi=1 4k�i) +u(tk�m�1)(4� (RTD � m+1Xi=1 4k�i))We call \virtual feedback" this worst case estimation of the queue level . Note that this isequivalent to storing the last received feedback value, x(t� Tfb), and adding the new term u(tk)4to the last sum of \in ight" cells, say sumF , i.e.sumF=m+1Xi=1 u(tk�i)4k�i + u(tk�m�2)(RTD� m+1Xi=1 4k�i)and the rate is u(tk +4k)=K[Xo � x(tk � Tfb)� u(tk)4k � sumF ]In this proposed EPRCA algorithm, the sources at the edge nodes of the network update theirinput rates at least every4 units of time. If they do not get information about the occupancy of thecongested queue, they decrease their rates based on a \worst case" estimate of the congested queuelevel. When they get the next feedback information they will increase their rates because the actualqueue level cannot be larger than the conservative estimate. In other words, the algorithm behavesas a \positive feedback ", decreasing the rate when feedback is not available and increasing it whenfeedback information resumes. Note that this is very important aspect to guarantee stability inany feedback congestion control because, due to congestion, it is not possible to guarantee the rateat which feedback cells are received. 23



Correctness of the proposed algorithmOur control algorithm collects the maximum queue length along the feedback loop of a givensource/destination pair. With this procedure we guarantee that the rate control is performedbased on the largest queue level. Therefore, given that the discrete system follows its continuousversion, by Lemma 1 and Theorem 1, the correctness of the algorithm follows.3.2 A comparison between the PRCA scheme and the proposed SP-EPRCAIn the ATM Forum PRCA proposal [5], an additive increase/multiplicative decrease rate control isexercised at the sources. Binary feedback information ( congested/ not congested ) is received atthe sources, and rate increase (additive) is performed in case a \not congested" feedback is received.Failure to receive the \not congested" noti�cation causes multiplicative rate decrease at the sourceafter each time interval 4, thus making the scheme conservative.Our proposed EPRCA uses the delayed queue occupancy as the feedback information. Likein the PRCA scheme, if no feedback is received, the source calculates the rate at �xed intervals4 related to the time constant of the queue. The calculation is performed using a \worst case"estimate of the queue level.In the following, we study the dynamic behavior of the rate when the source lacks feedbackinformation. Let u(0) = 1Xots (Xo � x(t � Tfb) �PRTD u(ti)4i) be the rate computed based onthe last received feedback cell. If no feedback information is received since then, the rate must beupdated every 4 unit of time, using the \worst case" estimate. It follows :u(1) = 1Xots [Xo � x(t� Tfb)� u(0)4� XRTD u(ti)4i]= u(0)Xots (Xots �4)u(2) = u(1)Xots (Xots �4)...u(k) = u(k� 1)Xots (Xots �4) = u(0) �(Xots �4)Xots �k24



i.e. the rate decreases exponentially. When the source resumes receiving feedback information, therate jumps to (Xo � x(t� Tfb)�PRTD u(ti)4i).Therefore, we note that our EPRCA scheme, developed from a precise and simple mathematicalmodel, operates according to a \positive feedback" mechanism, much like the PRCA scheme. Theimportant di�erence is that the dynamic behavior of our regulation is related to the network stateand parameters. In fact, the rate decreases exponentially with a base related to the samplingtime/time constant ratio. More importantly, the increasing jumps are related to the queue leveland to the number of cells released from the source during the last round trip interval. As aconsequence, our EPRCA scheme does not drop cells, nor does it need a queue size proportionalto the RTD to prevent cell loss. In contrast, the conventional PRCA scheme does not use preciseinformation on the queue level and does not take into account the number of cells released duringthe last round trip delay. Consequently, it cannot perform the correct rate increase so as to preventcongestion and cell loss.4 Simulation ResultsIn this section, we present results of a discrete event simulation of our control scheme. We �rstshow the performance of the periodic control algorithm under the same scenario considered by [1].Then we compare the proposed EPRCA scheme with the conventional PRCA scheme [5].The network topology, shown in Fig. 7, is similar to the one presented in [1]. Links haveuniform speeds, normalized to 1 cell per unit of time [cell/s]. They are labeled with their respectivepropagation delays, normalized to the uniform transmission time. In an 150Mbps link speed, 10units means roughly a 6 mile distance between switches.
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Figure 7: Network Topology - Multiple BottlenecksIn this initial setting, �ve VC connections compete for bandwidth resources of the bottleneck#2 link only(connection # 6 is innactive). Thus, queue dynamics are shown for this bottleneckonly. VC connection activity (i.e. start and end time) is described in Table 1. We assume in�nitebacklog at each source. We set a queue level Xo = 40 for each queue, in order to have a samplingtime of the system of 40=4 = 10, that is, one �fth of the interarrival time of the feedback cells underthe FCN scheme, with NRM = 10 and Nvc = 5.Table 1: VC Connections ActivityConnection # 1 2 3 4 5 6Start Time 500 2500 1000 4000 5500 0End Time 7000 10000 8500 10000 10000 0RTD 0 0 20 40 60 0Periodic FeedbackWe �rst show the performance of a periodic sampling version of our control scheme, in conditionssimilar to [1].According to equation (17) we choose a sampling time4 = 10. Figure 8(a) shows the behavior ofthe �ve input rates, corresponding to connections S1�S5, at source nodes. For sake of comparisonwith PRCA, we assume an initial cell rate of 0:1 [cells/s], equal to the PRCA minimum cell rate.26



After the start/end of a connection, each rate rapidly settles to the new fair stationary value 6.Figure 8(b) shows the dynamic behavior of the �ve queues at the bottleneck link, correspondingto VC1 � V C5 bottleneck queues. As can be seen, no queue overow occurs. Moreover, eachstationary level is in accordance with equation ( 4 ). The overall performance is similar to [1]'speriodic control, without having dynamic tuning of control parameters.
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Aperiodic FeedbackThe aperiodic control scheme, with 4 = 10, requires NRM = 1 (i.e. one control cell every datacell) in order to guarantee the minimum feedback frequency rate. The value NRM = 1 derives fromthe fact that, under the heaviest tra�c condition (�ve connections), the feedback cell interarrivaltime is 4 = Nvc(NRM + 1). Since the minimum feedback rate is maintained, simulation resultsare identical to the ones under periodic control, as expected, and hence are omitted.We next show performance degradation in case equation (17) is not respected. By settingNRM = 10, under the heaviest tra�c condition, the feedback interarrival time is 55 > 10. Wesee from Fig. 9(a) that the rate does not reach rapidely the stationary condition anymore. More-over, Fig. 9(b) shows that overow occurs in VC4 and VC5 queues. Other simulation results, notreported here, show that the greater the NRM value, the less controlled the queue levels are.
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(b) Bottleneck QueuesFigure 9: Aperiodic FeedbackAperiodic + Virtual Feedback (SP-EPRCA)Next, we study the performance of the proposed SP-EPRCA under the same conditions and feed-back frequency (NRM = 10), as used above. Figure 10(a) shows the oscillatory behavior of thecontrolled rates. This is so because the control operates in the \positive feedback" mode, i.e. in-creasing promptly the rate when a feedback cell is received, and decreasing exponentially otherwise.However, the oscillations are constant in amplitude, and centered at the fair value of the rate, sothat the throughput performance is preserved. The frequency of oscillations is high because thevirtual feedback period is 4 = 10, while the actual feedback interarrival time is about 50. Infact, the control algorithm decreases the rate every 4 = 10, in a conservative way, increasing itpromptly, when a feedback cell is received (approx. every 50 units of time). Figure 10(b) showsthat the queue levels are still bounded, guaranteeing no cell loss. Thus, the major advantage ofthe Virtual Feedback scheme is to prevent cell loss, due to congestion, even if it is not possible toguarantee the frequency of feedback cells. 29
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(b) Bottleneck QueuesFigure 10: Aperiodic + Virtual FeedbackConventional PRCAFor sake of comparison, the PRCA scheme has been simulated under the same tra�c conditions asbefore, with parameters: NRM=10; AIR=0.053; MDF=8. The results are shown in Fig. 11. Asexpected, the PRCA scheme does not prevent cell loss, because it cannot account for the bottleneckqueue level and the number of cells \in ight". 30
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(b) Bottleneck QueuesFigure 11: PRCA Control Scheme5 Implementation IssuesIn this section, we address possible implementation versions of the basic rate control algorithmdescribed previously. Basically, we have the following parameters available for tuning our algorithm31



(see Eq.(2)): bu�er size Xo, gain K, and time RTD. By choosing these parameters carefully, we�rst address the algorithm bu�er requirements. Then we devise modi�cations in the basic algorithmin order to have it operating with other schedule disciplines other than round robin.5.1 Bu�er RequirementsThe steady state analysis of the proposed rate control algorithm has revealed the need for bu�erssizes proportional to the round trip delay (Eq. (6)). We aim at decreasing this requirement, bytrading bu�ers for cell loss. Two basic methods can be used: pseudo queues or pseudo RTD delays.In pseudo queues, the algorithm operates with the parameterXo prescribed by Eq. (6). However,a smaller bu�er size B is allocated for the connection at intermediate switches. It is not di�cultto see that a worst case analysis reveals a stationary cell loss rate of:uloss = Xo � B1K + RTD (20)In pseudo RTD, we decrease the bu�er requirement dictated by Eq. (6) by operating with around trip delay smaller than the actual feedback loop round trip delay. In this way, the maximumstationary rate is increased (see Eq. (5)). However, this approach is equivalent to having a mismatchin the round trip delay estimation, which was addressed previously. The recipe then is to try tooperate with a minimum RTD value (conversely a maximum positive delay mismatch) so thatsystem stability is not jeopardized.Summarizing, the �rst approach leads to having a permanent ow of lost cells, although stabilityis guaranteed. The second approach, on the other hand, cells may be lost only at transient time,provided that the system is stable. System stability can be guaranteed, however, through thestability analysis presented previously. 32



5.2 Queue Con�gurationsSo far we have assumed a switch con�guration in which separate queues are provided per VC,and are served in round-robin fashion, which is a rather costly mechanism. In this subsection, werelax this requirement, showing that other queue con�gurations are also feasible without givingup very much of the proposed algorithm performance. We still assume switch architectures withoutput queueing, which are well known to provide best performance, avoiding problems such ashead-of-the-line blocking. We consider the following possible alternatives for queue con�gurations:FIFO per switch port - This is the simplest con�guration, where cells belonging to di�erentVCs and destined to the same output port are stored in a single queue, being served in aFIFO service discipline. No information is kept about individual VCs other than the usualrouting tables.Pseudo VC queues per switch port - In this alternative, a single FIFO queue per outputport is provided as before. However, per VC counters are kept in order to account for thenumber of cells per VC stored in the FIFO queue. This alternative relieves the switch fromthe burden of serving a possibly great number of VC queues in round-robin.VC queues per switch port - This is the most sophisticated queue con�guration, where queuesper VC are provided for each output port, being served in a (possibly weighted) round-robinservice discipline. Switches have to dedicate memory space per VC, and keep track of whichamong all VCs was last served.The three queue con�gurations are shown in Fig. 12.
vc1 vc1 vc1

vc2

vc3

vc2

vc3 vc3

vc2

count1

count2

count1

FIFO per SW port VC queues per SW portPseudo VC queues

per SW portFigure 12: Queue Con�gurations33



We here accrue one more connection to the previous network scenario, with the purpose of givingrise to tra�c activity in multiple bottlenecks. Thus, in this setting, connection #6 becomes active,as shown in Table 2. Connections number 5 and 6 share the �rst bottleneck, while connectionsnumber 1, 2, 3, 4, and 5 share the second bottleneck.Table 2: VC Connections ActivityConnection # 1 2 3 4 5 6Start Time 500 2500 1000 4000 5500 0End Time 7000 10000 8500 10000 10000 10000RTD 0 0 20 40 60 0VC queues per switch portWe now illustrate the behavior of the SP-EPRCA under this queue con�guration. The followingperformance results are based on the control parameters: Xo = 40 cells, K = 1=Xo, 4 = 10 units,and will be used as reference for sake of comparison throughout this section.
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(b) Bottleneck QueuesFigure 13: VC queue architectureFig. 13(a) shows the rate adjustment performed by the algorithm when new connections start/stop.The rates are quickly adjusted to their fair share of the available bandwidth every time the systemis perturbed. Fig. 13(a) shows that max-min fairness is indeed achieved, by having VC connectionnumber 6 (VC#6) taking most of the bandwidth left by VC#5 on bottleneck 1, since VC#5 ratewas constrained by bottleneck # 2 and could not increase its rate any further. Fig. 13(b) showsbottleneck # 2 VC queue levels. Notice that no overow is experienced. Similar curves can beobtained for queues at bottleneck # 1, ommited here.Pseudo VC queues per SW portWe next investigate a common FIFO queue con�guration for ABR tra�c at intermediate switches,and its consequences on SP-EPRCA performance. As mentioned earlier, we have \pseudo" VCqueues at each switch, i.e. counters per VC that indicate the number of cells currently stored inthe common queue. This information is relayed back to the corresponding source for rate control.We have simulated the same network and tra�c activity shown in the previous subsection, undera common FIFO queue for all ABR VCs. Results are shown in Fig.14.35
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(b) Bottleneck QueuesFigure 14: Pseudo VC queue architectureFigure 14(a) shows that, although rate control is still performed with cell loss avoidance (Fig.14(b)),the algorithm fails to provide fairness among the connections. Notice that this fact do not contra-dicts Theorem 2, since the theorem assumes a round robin service discipline. To understand whyfairness is not maintained, we recall equation 5. Let us plot this equation for the various RTDsinvolved in the simulated system (Fig.15). 36



0

0.2

0.4

0.6

0.8

1

0 5 10 15 20 25 30 35 40

ra
te

 [c
el

ls
/s

ec
]

queue [cells]

Stablility Curve

RTD= 0
RTD=20
RTD=40
RTD=60

Figure 15: Stability CurveWe can interpret the behavior of the control algorithm as seeking a point in each one of thelines shown in the �gure, so that it can \stabilize", while satisfying P us = cb over all connectionssharing a bottleneck with capacity cb. Every time the system is perturbed with the start/stopof a connection, the \operating points" of the remaining connections move down/up accordingly.However, connections with small RTD will start earlier their search for a new stable point than theones with large RTD, and therefore are likely to end their search �rst, moving their stable pointsas little as possible, giving rise to unfairness. Thus, bandwidth resharing can be seen as a racebetween existing VC connections. The ones with longer RTDs start too late and hence grab lessbandwidth. However, we can compensate the long RTD by shortening the time constant of thatparticular connection. In other words, by using a slower gain for VCs with shorter RTD, we cannullify the discrepancy of di�ering RTDs. This is equivalent to matching the curves of Figure 15by changing their slopes. In order to slow down the gain of VCs with short RTD, we use equation5 to choose K for each V Ci so that:1Ki = Xo +RTDmax �RTDi (21)37



where RTDmax is the largest round trip delay among all connections sharing a bottleneck. We callthis gain RTD normalization. Thus, a fair version of the SP-EPRCA operating under this queuecon�guration consists in relaying not only queue levels, but also gains K (more conveniently 1=K,since it is a integer quantity) in RM cells. Whenever VCs join or drop out from a link, new gainsmust be computed and relayed back to sources. Since VCs may cross many di�erent bottlenecks,and might have to compete for bandwidth at any of them, the gains should be normalized not onlyamong VCs sharing the same bottleneck, but also among bottlenecks being crossed through by acommon connection (since otherwise this connection may not be normalized with respect to onebottleneck, even if it is normalized with respect to another). Therefore, gains must be relayed notonly from bottlenecks to sources, but also from sources to bottlenecks.Figure 16 shows SP-EPRCA performance when such procedure is executed. Note that part (a)of this �gure shows a premature saturation rate point for VC # 6 even though its RTD is zero, asif its RTD were in fact RTDmax, due to the gain RTD normalization procedure. One may arguethat, since VC #6 and VC#5 are not competing for bottleneck # 1 bandwidth, because VC#5 isconstrained by bottleneck # 2, such normalization is not only unnecessary, but in fact should beavoided in this case. However, the temporary situation in which VC#5 is constrained by bottleneck# 2 may change at any time, reversing the scenario and making VCs # 5 and # 6 start competingfor bottleneck # 1 bandwidth. Therefore, SP-EPRCA must be prepared for bandwidth resharingat any time on a fair basis, hence making gain RTD normalization imperative.This procedure can prevent some switches to have their available bandwidth fully utilized dueto the rate saturation problem. As shown earlier, this problem also happens with VC queues perswitch port con�guration. However, this problem is more likely to happen here due to the fact that\pseudo RTDs" are spread around switches traversed by a large RTD connection.
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(b) Bottleneck QueuesFigure 16: Normalizing Gain per RTDFIFO per SW portWe next investigate a truly common FIFO queue architecture for ABR tra�c at intermediateswitches, and its impact on SP-EPRCA performance. Thus, contrary to the previous section, wedo not keep track of the number of cells stored in the switch memory per VC, but only the total39



number of cells currently stored in the common FIFO queue. The motivation for exploring thisseemingly inadequate strategy is that, if the mechanism provides fair rates, the number of cellsstored at intermediate switches per VC should be the same. Indeed, the results presented in thelast section show that this is the case. Therefore, the switch needs to know only the total numberof cells stored in its FIFO queue, plus the number of VC connections currently sharing that queue.It then assumes that stored cells are equally subdivided among VCs, relaying this cell count backto the sources for rate control.We have simulated the same network and tra�c activity shown previously, under a commonFIFO queue for all ABR VCs with a single counter to keep track of the total number of cells storedin each queue. Results are shown in Fig.17.
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(b) Bottleneck QueuesFigure 17: Truly FIFO architectureAs expected, the results are identical to the ones shown in the last section. Notice that thissimpli�ed version of the algorithm works only because fairness holds. Indeed, if among the compet-ing connections, di�erent number of cells per connection were allowed to be circulating inside thefeedback loop, we would certainly have a di�erent number of cells per connection stored at eachintermediate switch queues. Dividing the total number of cells evenly among the connections andrelaying this information would help only to perpetuate the unfair situation.6 Conclusive RemarksTheoretical arguments and simulation results have shown that the proposed control algorithmperforms an e�ective congestion control in high speed networks, guaranteeing no cell loss and max-min fairness, provided that round trip delays are known. The control scheme performs well evenunder the pratical constraints of the EPRCA implementation in an ATM network, which makes itcompatible with EPRCA type of UNI interface. We have also shown that simple switch servicesdisciplines, such as FIFO, can operate in conjunction with the proposed rate algorithm. Althoughbu�er requirements to strictly avoid cell loss can be large in WAN scenarios, alternatives have been41
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