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Abstract. In this paper we develop a nation d “objedive trust” for Software
Agents, that istrust of, or between, Agents based onadual experiences between
those Agents. Experiential objedive trust alows Agents to make dedsions
abou how to seled other Agents when a dhoice has to be made. We define a
mechanism for such an “objedive Trust-Based Agent” (oTB-Agent), and
present experimental results in a simulated trading environment based on an
Intelligent Networks (IN) scenario. The trust one Agent places in ancther is
dynamic, updated onthe basis of ead experience We use this to investigate
three questions related to trust in Multi-Agent Systems (MAS), first how trust
affeds the formation d trading partnerships, secnd, whether trust developed
over a period can equate to “loyalty” and third whether a lessthan scrupuous
Agent can exploit the individual nature of trust to its advantage.

1 Introduction

Software Agents are increasingly being required to make dedsions and ad locdly,
but also operate in the mntext of a “global” Multi-Agent Society (MAS). As these
Agents become fully autonamous they become forced to make dedsions abou when
and when na to engage (for instance to request information, to delegate important
tasks or to trade) with ather Agents. They must rely on internalised beliefs and
knowledge aou those other Agents in the society. This reliance on keliefs forms the
basis of atrust relationship between intentional entities.

The trust relationship, in its broadest sense, has proved dfficult to define [7], [8],
[10Q], [15],[16], [17], [26]. We synthesise the foll owing as aworking cefinition, suited
to the purposes of this paper. “Trust is the assessnent by which ore individud, A,
expeds that anaher individud, B, will perform (or not perform) a given action on
which its (A's) welfare depends, but over which it has restricted control”. Trust
therefore implies a degree of dependency of A on B. This dependency may be
redprocd. Where the dependency relationship is asymmetric and oreindividual gains
control over the other the relevance of the trust relationship is weékened for both A
and B [16]. Equally, as the dement of impased compulsion in the relationship
between individuals increases, the role of trust recades. Similarly, the role of trust is



reduced as the protagonists A and B aaqquire more complete information abou eadh
other (when they may acairately asessthe future outcome of ead transadion) [17].
Williams [26] summarises the trust relationship: “agents co-operate when they
engage in a joint venture for the outcome of which the actions of each are necessary,
and where the necessary action by at least one of them is not under the immediate
control of the other”. The trust relationship may further be subjed to exogenous
events under the mntrol of neither party, which may or may nat affed the relationship
[16].

Autonomous ftware Agents face # these iswues, dependency on dhers,
restricted control, incomplete information and the dfeds of exogenous events. It is
little wonder, then, that the isaues of trust between Agents $oud attrad attention.
Until an adequate system of compurction is widely adopted (throughlegidation, or
by mutual agreement, for instance) this stuation is likely to remain. Griffiths and
Luck [11] emphasise the notion O trust as a redprocd of risk, in the wntext of co-
operative planning between Agents. Marsh [17] considers the risk/benefit relationship
for Agents in a Distributed Al context. Castelfranchi and Falcone [7] divide the
notion o trust estimation into comporent beli ef types that one Agent might hold with
regard to another. They argue that such beliefs may be combined to form a Degree of
Trust (DoT,,,) measure, which may in turn be used to dedde whether a task of type
(t) shoud, or shoud na, be preferentially delegated by Agent X to some other Agent,
Y. Jonker and Treur [15] present a formalised framework for the description d trust
based onsequences of experiences between Agents.

The oncept of trust within a society is closely alli ed to that of reputation ([3], [6],
[28]). Reputation systems provide amechanism by which individual Agents within
their society can oltain information abou other Agents withou, or prior to, dired
interadion and can leal to gains for the individuals and society as a whole [6]. We
argue that trust shoud be based, whenever posshle, on dred experience rather than
on acaimulated social attitude or shared reputation. Asin red life, there is alimit to
what can be adieved by wondering about what anather entity might, or might not, do
in any particular circumstance We reagnse that the definition o trust both as a
function d acawmulated beliefs and as a function d dired experience will be
important to the cnstruction o Agents and Agent Societies in the future. Such dred
experiences can form an objective trust measure - the trustworthiness of another
Agent put to the test and recorded as the basis of seleding that individual for future
dedings. Such dired observation methods are important as they serve to groundin
experience other assessd trust and reputation medcanisms.

In this paper we consider objective Trust-Based Agents (0TB-Agents), Agents that
seled who they will trade with primarily on the basis of atrust measure built on past
experiences of trading with those individuals. The purpose of this work isto be ale
to investigate some important questions that arise when Agents are given a “free
choice” a to whom they will co-operate with. This paper will consider three
questions:

1) What happens when Agents who rank experiential trust and trustworthiness
highly form into trading societies?

2) Doesatrust relationship established between Agents over aperiod d time equate
to loyalty between those Agents when trading conditi ons become difficult?



3) Trust, however it is evaluated, is persondl; isit in an Agent’s interest to appea
trustworthy in some caes, and nd carein athers?

We take apradicd and experimental approach in ou investigations. To this end
we present a scenario where Agents must choose who to trade with onthe basis of a
trust relationship developed between them and then adopt a mncrete example within
which to discussand evaluate 0TB-Agents. Sedion two provides an owverview of that
test domain. By describing the mechanism within this concrete example, we do nd
intend to convey any presumption that its applicaion shoud be restricted to this or
any particular applicaion areg aswe do nd consider thisto bethe cae. Sedionthree
defines the main functional comporents of an oTB-Agent. Sedion four briefly
describes our Agent simulator and then presents the results of some experiments that
shed light on the questions just posed. Finally, we discussrelated and future work and
draw some @nclusions.

2 TheTrading Scenario

In order to test this notion d objedive trust we establish a simulated trading
environment in which many individual Agents must seled partners with which they
will trade on an ongadng lesis. This continued trading within a dosed community
allows trust relationships to be made, sustained or broken over an extended period.
The trust relationship must be esentially symmetricd; ead party must be ale to
behave in a trustworthy or untrustworthy way towards others, and have others behave
similarly towards them. To complete these experiments the individual Agents must
also be subjed to various exogenous events (those beyond their control), which force
them to ad in an urtrustworthy way towards certain trading partners. We aopt a
spedfic example, which is described next.

Fig. 1 shows an idedised model for a telecommunicaions Intelligent Network
(IN). The IN provides an infrastructure in which dfferent types of Agent may form a
trading community, as well as ading as an interface layer between end-user
consumers of a cmmunicaions service ad the underlying telecommunicaions
network which will transport voice and data information between geographicdly
distinct points.

We onsider two distinct Agent types in this paper. Service Control Point (SCP)
Agents are aociated with Service Control Points, access portals to the
telecommunicaions network. Service Switching Point (SSP) Agents srve Service
Switching Points, providing access points for consumers of telecommunicaions
services. There may be alarge number of SCP and SSPAgents forming asingle IN.
Each SCP ads as an agent or broker for the suppiers of telecommunicaions
bandwidth and is tasked with ensuring that the available bandwidth is ld.
Conversely, eahh SSP ads as agent or broker for end-consumers of
telecommunicaions rvices, tasked with ensuring that sufficient bandwidth is
reserved to med the needs of thase mnsumers.
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Fig. 1. Intelli gent Networks Scenario

In this model message passng between SCP and SSPAgents is asaumed to take
place over an SS7 network and to use a ontemporary Agent Communicaion
Language and Protocol, such as FIPA-ACL [9], [13]). Beyond requiring that the
transmisson d messages between Agentsis timely and reliable, we will not consider
related isaues of inter-Agent communication further in this paper.

Agent Architedure models for IN management have proved to be rich ores for
investigating iswues diredly related to resource docaion and load control in the
context of current telecommunicaions g/stems ([13], [19], [20], [23]). Rather than
concerning ouselves with isales relating to oweral performance of the network, we
will concentrate on the dfeds of trading dedsions based on“objedive Trust Based”
(oTB) principles. We will focus on the performance of individual Agents from the
perspedive of the degreeto which they trust, and are trusted by, other Agentsin the
society. In maintaining this focus on isaues relating to trust we have developed a
“trading scenario”, which gves bath SCP and SSPAgents the oppatunity to behave
in atrustworthy or untrustworthy way in their dedings with fellow Agents. This then
forms a basis on which individual Agents ®led the Agents they will trade with in
future.

2.1 TheTrading Cycle

Trading is divided into equal time dots, cdled a trading cycle. At the beginning of
ead trading cycle every SSP (customer) Agent recaves a demand for resource



(bandwidth in the scenario) and makes bids to SCP (supgier) Agents to cover that
demand. SSP Agents must seled SCPs they trust to dffer them the resource they
require. If the SCP does not offer to cover an SSPs bid for bandwidth resource, then
the SSPhas reason to regard that SCP as untrustworthy. While demand may vary
between trading cycles, the total amourt of resource available is taken as fixed. Each
SCP Agent must attempt to distribute its supdy of resource to SSPAgents that it
trusts to passthat resource on to its end-users. Any resource not taken up by SSP
Agents is deemed logt, to the detriment of the SCP Agent. SSPAgents that fail to use
resource offered to them are considered urtrustworthy.

All SSPand SCP Agents ead maintain a trust vector, recording the opinion the
Agent halds about the trustworthiness of ead of the other Agents with which it can
trade. The trust vedor forms the primary source for seleding trading pertners, and is
itself updated after ead transadion.

Eadh trading cycle invalves threetransadion steps (ead correspondng to an ACL
performative between individual Agents). First, the bid step, in which SSPAgents
recave their demand load and issue bidsto SCP Agentsto med that load. Second, the
offer step, in which SCP Agents make offers of resource in resporse to bids they
recave. Third, the utilisation step, in which SSPAgents distribute the resource units
they have been dffered to their customers, and ndify the SCP that offered the
resource whether or not they utili sed all the dl ocaion they were off ered.

2.1 TheBid Step

At ead trading cycle every SSP Agent recdves a quantity of demand from its
customer base, which is the sum of their (the austomers’) estimates of the resource
they require for the next trading cycle. Each SSPmust then seled one or more SCP
Agents it trusts using an allocator function, and issue abid message performative to
them indicaing the number of units of resource it requires. An SSP Agent may
dishorestly (or perhaps prudently) overbid its requirement, thereby ensuring it will
recave & leeast as much resource & it reguires. In ddng so it risks having to return
unused unts, and be seen as untrustworthy by the SCP Agent that reserved resource
for it.

2.2 TheOffer Step

Eadh SCP Agent recaves a quantity of units bid from SSR willi ng to trade with it.
SCP Agents sled which SSPbids it wishesto honou using a quantifer function, the
choice being derived from the Agent's trust vedor. The SCP Agents then
communicae the offers of resource they are prepared to make badk to the SSF that
made the original bids, the offer message performative. An SCP may nat offer, in
total, more resource units than it has accessto. To do so would, in this <enario,
introduce another round d transadions.



2.3 TheUtilisation Step

Once an SSPAgent has recaved al the offer messages from SCP Agents, it will
attempt to satisfy the austomer demand for the arrent trading cycle from the off ers of
resource dlocdion that it has obtained. If it has recéved more resource than it
requires it returns the excessto ore or more SCP Agents on the basis of a utilisation
function. Returns are natified to SCP Agents in a utilisation message performative.
Also at this gep the SSPAgent updates it trust vedor using its SSP trust function, on
the basis of the difference between the quantity the SSPAgent bid for against the
quantity it receved from SCP Agents. We asaume acourtability, in that an SCP
Agent can meter units adually consumed at the request of an SSPAgent, so that an
SSPcanna just request an urlimited number of units and just discard the excess
(thereby appeaing trustworthy to the SCP). On the other hand, eat SSPis freeto
return unwsed untsto any SCP, thereby managing itstrust relationships.

Finaly, on recapt of the utili sation messages, ead SCP Agent can updite its own
trust vedor acwrding to its SCP trust function by comparing the quantity of resource
requested against that acually utili sed.

We trea the resource (bandwidth) as a true commodity. Any SSP may request
resource from any SCP. We further trea the resourceto be afixed priceitem. Agents
may na “spend more” to seaure extra supgies in times of shortage, or reduce their
prices in times of oversupdy. When supgy and demand are mismatched individual
Agents must dedde which Agents they will favour over others, thisis at the heat of
the “does trust beget loyalty?” question pcsed ealier.

There is no owerall control or centralised mediation in this g/stem model (as, for
instance, in the aiction model of Patel, et al., [18]). Each Agent makes its trading
dedsions based onits past experiences of trading with cther Agentsin its community,
updeting its trust vedor, and so affeding its future dedsions, based on eah new
transadion. In the model, Agents that do nd adhere to the communicaions and
transadion potocols are excluded from the trading arrangement. Messages @ent
ingppropriately, such as an SCP offer where no kid was made, can be discarded and
the sender considered “untrustworthy” for attempting to suppy an ursolicited service

3 TheAllocator, Quantifier, Utilisation and Trust Functions

This sdion describes the SSRAIllocaor, SCP-Quantifier, SSRULtilisation and the
Trust functions used by SCP and SSPAgents in detail. Together these five functions
encgpsulate the key comporents of oTB-Agents. Fig. 2 illustrates the internal
structure of the SSPand SCP trading Agents used in the experimentsto be described
later, and indicates the order in which eat dof the five functions is invoked in the
context of the overall trading cycle described in the previous sdion.
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Fig. 2. The Trading Scenario

In a society of N SCP Agents trading with M SSPAgents, the trust vedor owned
by the n" SCP Agent will be represented by, Z its trust rating of the m" SSP a scdar
value, by  Z. Conversely, the m" SSPs (2 trust rating d the n" SCP Agent by _ Z.
Individual trust ratings are scded from O (complete distrust) to 1.0 (complete trust).
The use and management of these trust values is central to the operation o an oTB-
Agent, they are the principal way in which ather Agents are seleded to trade with.
The manner in which it is used, and the mechanism by which it is updated, define
important aspeds of an Agents apparent “persondity” (the way it appeas to other
Agents) within the society. The allocations record (), offer record (o) and utilisation
record (24 are message buffers used by SSPAgents to prepare messages for sending
(aand zJ), or recaving (o) messages from SCP Agents. The bid record (4, recéve),
quantity record (4, send) and receipts record (7; receve) are used by SCP Agents to
buffer messages to and from SSPAgents. They employ the same indexing ndation as
Z

3.1 SSP Allocator Function

The SSPall ocator function dvides the total demand (act ual _dermand) receved by an
SSP Agent for the aurrent trading cycle into smaler units and popuiates an
allocations record, _ «, which hdds the number of units of resourcethe SSPAgent m
will be requesting from SCP Agent n.

The dlocator function is controlled by three parameters. (1) The overbid rate,
obr at e, which determines how much extra resource the Agent will bid for abowe its
adual demand. Overbid is expressed as a percentage. (2) The split rate, srat e, which
determines how many SCP Agents will recéve bids from this SSP Agent. This
effedively ameliorates the risk for the SSPAgent that any particular SCP Agent will
refuse it suppy. The split rate is expressed as an integer = 1, but < number of SCP
Agents. (3) The exploration rate, er at e, which determines the probability with which



the Agent will i gnareits trust ratings and send a bid to arandam SCP Agent, where 0
represents no exploration of the market and 10 causes the SSPAgent to always ®led
supdiers at randam. The exploration rate parameter addresses a pradica problem
familiar in the reinforcement leaning paradigm, that of balancing the alvantages to
be gained from trading with known and arealy trusted partners with the oppatunity
to discover better partners from the larger pod ([21]).

The dlocator functionis best described procedurally:

For eath SSPAgent m do:
1) Clea a4
2) Setdemand — actual _demand * obrate
3) Setbid_packet_size — demand/srate
4) |If (rand <erate) Set 4  bid_packet _size
where  isarandamly seleded SCP Agent and
rand isarandamly generated number, 0.. 1.0
5) Elsefor SCP Agent x, wherex ismax(,,Z) and 2 =0
Set 4, — bid_packet_size
6) Repea from step 4 urtil al bid padckets al ocated
Step 5 successvely seleds the most trusted, then the next most trusted urtil all the
bid padets have been alocated. Once the dlocaor procedure is completed the SSP
Agent issues a bid message to every SCP Agent where & > 0 (i.e. a bid has been

allocated). Apart from the randam seledions, bids have been sent to the most trusted
trading partners.

3.2 SCP Quantifier Function

The SCP quantifier function dstributes the SCP Agent’s limited suppdy amongst all
those SSPAgents that made bids, it does © onthe basis of trust, as recorded in its
trust vedor. The function is unparameterised. Recaved hids are recorded in the bid
record , 4, the SCP quantifier function popuiates the quantity record .4, which records
the offers to be made. If the total of bids (t ot al _bi d_val ue) recéved by the Agent
total lessthan the available supfy, the value of ead hbid is Smply transferred to the
quantity record, as all SSPAgent bids can be satisfied. When hids exceeal supgy the
following procedure isinvoked to distribute the avail able supdy onthe basis of trust:

For eat SCP Agent n da
Whiletotal _bid_value>0
For SSPAgent x, where x ismax(,Z) and ¢, =0
Set g,  4iftotal bid_value2 4
else g, — total _bid_val ue
total _bid _value « total _bid_val ue -4

X

Offer messages are issued from g natifying the bidding SSPAgents whether their
bid has been succesgul or not, SSPAgents note these offersin their offersrecord, , o



This procedure dfedively assgns to the SSPAgents that an SCP Agent trusts the
most all the suppy they want, giving griority to the most trusted Agents first, until all
the suppy is used up The remaining Agents are regjeded. Other quantificaion
strategies can be implemented, for example equable distribution where eat bidder
receves afair share of the suppy, but these ae nat considered further here.

3.3 SSP Utilisation Function

When an SSPAgent has bid for, and recéved, more units than it adually requires it
may return these excess units to urfortunate SCP Agents, who have lost the
oppatunity to use them and the units are wasted. If demand exceeds offers, the SSP

Agent satisfies its customers as best it can, and transfers all the used dffersfrom  oto
its utilisation record, ,zz (full utilisation). When dffers exceed demand, z is
popuated thus:

For eath SSPAgent m do:
Whiletotal _offer_value>0

For SCP Agent x, wherex ismax(,Z) and 2, =0

Set 24 ~ ,0iftotal _offer_value2 ¢,
else 7/ — total _offer_value

total _offer_value — total _offer_val ue — 2

The SSPAgents utili ses offers from SCP Agents with which it has the best trust
relationships preferentially, and risks damaging relationships that are dready wedker.
Entriesin 2z are transmitted to SCP Agents who made off ers as utilisation messages,
and recorded by the receving SCP Agent in its receipts record, ,7: The SSPAgent
suffers no adual penalty, except the lossof credibility with its supgier, for returning
off ers unused.

3.4 SSP Trust Function

An SSPAgent’ strust vedor is updated onthe basis of the percaved reliability of SCP
Agents. This is determined onthe basis of whether, or not, an SCP Agent honoued
individual bids, 4, with correspondng dfers, g, A trust function takes two
parameters, a (0 < a < 1), the degreeto which a positive experience enhances a trust
vedor element, and 3 (0 < 3 < 1), the degreeto which a negative experience damages
the relationship. An individual SSPAgent trust vedor element,  Z, is updsted thus:

wl — L-(B* . 2) if abid .4 wasissed, but no dfer ¢, recaéved, or
nl = L+ (a*(1-_2),if offer g =bid 4 wasised, or

wly = wlat ((@* (4 -,0)* (L-,4)if ,0<.4,o0r

. isleft unchanged atherwise.



These formulations are normalised such that a string o positive experiences
asymptoticaly moves _ Z towards 1.0, and a string o negative experiences moves it
towards 0.0. The function matches our intuition that trust is most enhanced by cetting
exadly what we requested, partialy enhanced by getting some of our request and
damaged by keing excluded. The formulation also conforms to our expedation that
recent experiences are given greater weight that ealier ones, the dfed of past events
are increasingly discounted with ead new experience but never completely lost.

Agents that adopt high values for a are generally more susceptible to single positive
experiences, those that adopt a high 3 value more influenced by regative experiences.

3.5 SCP Trust Function

The SCP trust function is analogous to the SSPtrust function, except that it is driven
from a comparison d the resourceoffered, | ¢,, against that utili zed, 7.

oLy o< o 4-(B*,Z) if an dfer g was made, but no uilisation 7, was made,
or

L= Lo (a* (1 2), if utilisation 7, = offer 4, or

Z:n - nlr-n + ((a * (nqm _nKn)) * (1 - nl_m))1 If nrm < nqw or

£ isleft unchanged atherwise.

m

n

n

4 Experimentsin oT B-Agent Based Trading

We have prepared a simulator in order to investigate the properties of 0TB-Agentsin
the trading situation described previously. The simulation is detailed in that it
performs ead step in the oTB-Agent algorithm for every Agent at ead trading cycle,

and emulates every communicaion message between Agents. The simulator allows
the investigator to spedfy the number of SCP and SSPAgents that will participate,

and to set the important parameters for both types of Agent, the a and 3 trust
modificdion rates;, and the overbid rate, the split rate and exploration rate (for SSP
Agents). The investigator may single step the simulation, or run it for a pre-

determined number of trading cycles, modify parameters and cortinue. The
simulation provides a graphicd indicaion d messges between Agents, and indicates
the utilisation o bandwidth resource due to that Agent (as a percentage of the total

possble). The investigator may also insped the trust relationships between any single
Agent anditstrading partners. At the end d a simulation sessonloggng files may be
produced gvinga mmplete record of the development of the trust vedors.

4.1 Experiment One

Experiment one will i nvestigate the dfeds of load onthe relationship between SSP
and SCP Agents. We establish trading communities of 10 Supgiers (SCP) and 20



Consumer (SSH Agents. All SCP Agents are the same (a = 3 = 0.25), asare dl SSP
Agents (a0 = B = 0.25, srate = 4, erate = 0.2, obrate = 0% (i.e. no owerbid)). In
these experiments all suppiers receéve an identicd alocaion o bandwidth, and all

consumers have an equal demand daceal on them. All SCP and SSP Agents are
identicd and treaed identicdly to ensure that the dfeds of the oTB-Agent procedure
are placal in a “fair” trading situation (our first question from sedion 1).
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Fig. 3. Trust Relationships Between Agents with Balanced Suppy and Demand

This experimental investigation is in three parts, and the results are summarised in
figs. 3, 4 and 5 In ead part the supdy of bandwidth resource is uccessvely
restricted in relation to demand, to cause an “overload”. Under these drcumstances
SSK must develop strong relationships in order to ensure suppy (in the mnverse
situation, SCPs are under presaure). Three separate runs are made, one where supgy
exadly matches demand (100% supply, fig. 3), one where supgy is 75% of demand
(125% overload, fig. 4) and ore where suppy is only 50% of demand (150%
overload, fig. 5). Each graphin these figuresindicaes the changing trust relationships



of asingle Agent (SSPabove, SCP below) to al itstrading partners. In eat case, the
SSPgraph (top) is one of 20, and the SCP graph (below) one of ten.
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Fig. 4. Trust Relationships Between Agents at 125% Demand Overload

Eacdh figure dso highlights the relationship between spedfic pairs of Agents (fig. 3
between SSP#5 and SCP #3, fig. 4 between SSP#5 and SCP # 8 and fig. 5 between
SSP#9 and SCP #3). Note that ead run is completely separate, starting with a new
randam initi ali sation, therefore Agent numbering in ead figure isindependent. At the
start of ead experimental run o 200 trading cycles every trust vedor element in all
Agents is eeaed with an initial value random value in the range 0.499999 and
0.500001 In general, oTB-Agents do nd have ay “opinion” abou the
trustworthiness of other Agents (i.e. a trust value of 0.5) at the start of a trading
sesson. This gnall random perturbation pre-disposes them to start trading with some
Agentsin preferenceto others. 0TB-Agents are therefore initially trust neutral, [15],
prior to gaining experiencethroughtrading.
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Fig. 5. Trust Relationships Between Agents at 150% Demand Overload

In all i nstances we seethat SSPand SCP Agentstend to “pair-off” very quickly. In
the 100% suppy cese (fig. 3) we can seethat SSPAgent builds trust relationships
with SCP Agents #0, 2 and 7 quickly, followed by Agent #9 (highlighted with a‘+")
soonafter. These aeits preferentia trading partners, but it partialy trusts many cther
SCP Agents and trades with them from time to time (this occasional trading between
SSP#5 and SCP #3is highlighted with *x’ markers).

In the 125% loading case (fig. 4) we note that this “pairing-off” is more
pronourced. Moreover, the number of preferred trading partners has dropped. This
indicates that supgiers (who have the upper hand in this stuation) prefer to maintain
a smaller number of trusted customers, and serve them fully. In turn the aistomers
must continue to bid to these suppiers regularly in order to safeguard their suppy of
bandwidth. The preferential trading pertnership between SSP Agent #5 and SCP
Agent #8is highlighted in the middle row. This effed becomes ever more pronourced
as appy is further restricted. At 150% overload (fig. 5) the gulf between those
Agents that can trade because they succeealed in establishing a trust partnership and



thosethat did na isvery clea. SSPAgent #9 orly seaured oretrust relationship (with
SCP#3, highlighted ‘+"), andisclealy gaingto strugde for suppy.

Fig. 6 makes explicit the overall relationship between the degreeof trading trust an
SSP Agent has been able to seaure and its ability to deliver bandwidth to its
customers. Each marker in the graph shows the aserage trust rating for ead SSP
Agent acossall the SCP Agents, againgt its successin meding demand. When suppy
equals demand (100% suppy, diamond markers), the overall ability of an SSPAgent
to deliver is hardly affeded by its perceved trust rating (delivery rate is largely
unaffeded by owral trust rating). As supgy is restricted, (125% overload markers),
there is a dea correlation ketween trust rating and ability to deliver has developed.
When suppy is further restricted to 50% of demand (150% overload, triangle
markers) the correlation is pronourced. The performance of ead o the three sub-
groups shown circled is diredly propartional to the number of supgiers with which
the SSPAgent has managed to buld a trading relationship. The worst performing
group (group 3 only established a partnership with ore other SCP Agent (SSPAgents
#2, 3, 4,9 and 13 with an average trust rating d 0.1 and a 0.252% delivery record).
The higher group (group 1) comprises Agents #5, 11, 14, 16 and 18 with an average
delivery record of 0.72%%6, established relationships with three supgiers. In this
instance no SSPAgent formed a groupwith four partners under these amndtions.
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4.2 Experiment Two: The Effects of Changing Circumstances

Experiment two addresses our second question, as to whether establishing a trust
relationship over a period d time will equate to loyalty when trading beames
difficult. We repea the condtions of part one of experiment one (supdy = demand),
except that at trading cycle 100 suppy is reduced to 73% of demand (125%
overload). Fig. 7 shows a pair of trust graphs linking the éfed on the trust, and hence
trade, relationship between SSPAgent #18and SCP Agent #9 (highlighted ‘x’).
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Fig. 7. The dfed of Increased Load

It is clea from inspedion d these graphs (and the others in the set, not shown),
that in addition to the lossof wedker trust relationships (as was the cae in experiment
one), suppiers have amarked tendency to discard their strong partners on a last-in
first-out basis. It appeasthat, at least in this case, trust does give rise to loyalty.

4.3 Experiment Three: The Effed on Trust of “ Greedy” Behaviour

To addressour third question, whether an Agent can exploit the “personal” nature of
the trust relationship, we perform an experiment in which the SSPAgents are divided
equally into two groups. In ore group (the “normal” group) they trade “horestly”,
only bidding for the units of bandwidth they adually require. The second goup ad
“gredlily”, bidding for 150% of the units they require (obr at e = +50). Supgy is %t



to equal demand, and the other conditions are as before. Fig. 8 summarises the results
obtained from running of this experiment.
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Fig. 8. The Effects of Overbidding

The effects of this greedy behaviour are clear. While the average trust rating by all
SCP Agents (front rank) of the greedy SSP Agents is far lower than that for the
normal ones (0.391 vs. 0.680), their overal delivery performance (rear rank) is
somewhat better (96.1% vs. 88.5%). They perform better because they receive more
offers of bandwidth due to overbidding. The effect of the oTB-Agent procedure is to
aways preferentially buy from your preferred suppliers. So where the normal Agents
have good relationships with their preferred suppliers, and reasonable relationships
with others, greedy Agents have equally good relationships with their preferred
suppliers, but very poor relationships with all the others, who they have treated badly.
An element of duplicity, it seems, isstill effectivein a society where trust is otherwise
highly valued.

5 Related Work

There exist a number of issues in the research for security and trust in MAS. We
consider three in the context of this work, the role of enforced security measures
relative to the socia approach, the role of explicit vs. implicit cognitive modelling and
the effects of centralised vs. decentralised control in Agent Societies.



5.1 Cryptography and Network Security Techniquesvs. Social Approaches

Wong and Sycara, [27] addressa number of seaurity and trust isaues faced by MAS
and provide an infrastructure to ded with such isaues. They make use of techniques
that are well known in the network seaurity literature, and apply these techniques to
MAS. They propose no measures relating to trust or honesty, with noway of ensuring
that an Agent will carry out atask as expeded, or of guiding an Agent to interadt with
other Agents that will probably be horest. Other approaches of deding with seaurity
isaies in MAS have been made by Thirunavukkarasu, Finin and Mayfield, [24] and
He, Sycaa and Su [12]. These gproadies introduced, among a number of things, a
number of new KQML performatives enabling Agents to interad in a seaure manner.
These reseachers use dassc network seaurity techniques and do nd propcse any
trust models.

It isobvious from thiskind o reseach that network seaurity alone is not sufficient,
considering the requirements of multi-agent systems. Following a social approac to
seaurity in MAS, Biswas, Debnath and Sen [4] have proposed a model where Agents
have relatively complex behaviours. They use aprobabili stic mechanism in which an
Agent A will dedde whether or not to honou a request for help by Agent B. This
mechanism takes into consideration previous observations of Agent B, as well as the
additional costs incurred by Agent A from Agent B. These reseachers demonstrate
that Agents that adapt their trust models over time and use probabili stic dedsion
medanisms are ale to succesully withstand the invasion d selfish and exploitative
Agents.

oTB-Agents use similar medanisms for adaptation and dedsion making.
However, unlike oTB-Agents, the Agents of the model of Biswas, Debnath and Sen
consider all of their previous observations equally before delegating a task. oTB-
Agents, using the trust function described in sedion 3 place &tra weight on recent
experiences, athoughthey areinfluenced by all experiences between the two Agents.

5.2 Implicit vs. Explicit Cognitive Approaches

In implicit approaches, Agents use assesd probabiliti es to model the trustworthiness
of the others. Schill o and Funk [22] condicted a number of simulations where Agents
interad with ead ather using a modificaion d the prisoner’s dilemma (i.e. the
disclosed prisoner’'s dilemma with partner seledion). Each single Agent builds a
model of trustworthinessof the other Agents by gathering data on past behaviour and
evaluating averages. When Agents are asked about their knowledge on aher Agents,
they are freeto lie éou their observations. Nevertheless Schill o and Funk show that
by averaging the values of a sufficient number of observations Agents can lean
models almost twice & fast as other Agents that use only their own olservations,
while till reading the same or better acaracy.

Schillo and Funks Agents are daraderised along two dmensions, being
honest/dishonest and altruistic/egoistic. As with [4] the age of an olservation is not
taken into acourt. Furthermore no consideration is given as to the reliability of the
sources that provide information about Agents.



Castelfranchi, Conte and Paolucd [6] have stressed the importance of reputationin
relation to the modelli ng of trust. These reseachers performed a set of experimentsin
order to simulate the role of reputation in the re-distribution d the asts of norm
compliance in agent societies that included namative and nornormative (cheater)
agents. They showed that communicaing knovledge éou others behaviour leadsto
improved performance of the normative agents. It isimportant to nae that, in contrast
to Schill o and Funk' s stting, in Castelfranchi, Conte and Paolucd’s experiments, the
communicating agents did not lie dou their observations.

oTB-Agents do nd exchange information abou their past observations. Clealy, if
oTB-Agents communicaed their observations (asin the cae of Schill o and Funk and
Castelfranchi et al.) then the ‘greedy’ Agents of the third experiment would na
perform as well as they did. Another major diff erence between the oTB-Agents and
the work that was presented in this ®dionis that, unlike oTB-Agents, the recency of
an observationis naot taken into acourt.

Explicit cogntive gproaces (e.g. [3], [14]) appea more sophisticated, as they
attempt to model the “mind’ of the other Agents. Castelfranchi and Falcone [7] give a
number of guidelines that shoud be taken into consideration when modelling the
trustworthinessof other Agents. These aithors sparate the cncept of trust from that
of delegation and mention a number of beliefs that shoud exist before delegating a
task to ancther Agent (i.e. competence, disposition, dependence beliefs, etc.) Jones
and Firozabadi [14], use todls from modal logic to charaderise apeds of the
reasoning d the Agent who trusts the reliability of the information communicaed to
it.

5.3 Centralised vs. Decentralised Control Over the Groups of Agents

In organisations where there is aform of centralised control, trust can be viewed as a
three party relationship [7]. Agents trust the aility of the authority to asesscontrad
violations and to purish the violators. Agents aso trust that other Agents will not
violate mntrads because they resped/fea the authority. On the other hand, there exist
groups of Agents with noform of centralised control. In these groups, Agents neal to
develop their social skillsin order to avoid being exploited by decétful Agents. The
0oTB-Agents described here eist in an environment withou centrali sed control.

6 Discussion

The experiments show that oTB-Agents tend to form strong, tight, clusters of trading
partners very quickly, and that these partnerships become increasingly important as
suppy and demand for the traded commodity becomes mismatched. Trust builds
trust, but unreliability breals indifference, “trust is a peculiar resource which is
increased, rather than depleted, through use” [10]. The Agents modelled here show a
clea preference for building strong relationships with trusted partners, sustaining
successul partnerships and dscarding less trusted partners when condtions turn
unfavourable. “Decatful” Agents, those who generaly behave in an urtrustworthy



manner can still thrive in this community, as long as they maintain good trust
relationships with afew key partners.

Redprocd behaviours in a variety of forms are recogrised as effedive strategies
for forming stable groupngs with in larger community [4]. The oTB-Agents defined
here gpea to adopt an extended “tit-for-tat” attitude, as might be encourtered in
various game theoretic goproacdes, such asthe Iterated Prisoner’s Dilemma ([2], [22],
[26]). The scenario presented here diff ers from the well-understooditerated prisoner’s
dilemma in that the seledion is made on the basis of every transadion between the
Agents. Simple Tit-for-tat strategies are nsidered to be insufficient for most
domains of pradicd interest [4], these problems are largely overcome when the
complete transadion history is considered. In addition, SSP oTB-Agents partialy
base their partner choice onthe basis of exploration.

Variations of the formulation wsed here to evaluate trust find wide gplicaion in
some of the more numericdly orientated approaches to machine leaning (such as
reinforcement learning, [25], for example) and is ubiquitous, though by nomeans
universal, in theories of natural leaning. Jonker and Treur [15] propose asimilar
formulation for the “quantitative” comporent of their formalisation d trust. Despite
its apparent simplicity the gplicaion d this formulation invariably imparts
interesting kehaviours to the systems that incorporate it.

It is clea from the experiments that a succesful first transadion is centra to
establishing the inter-Agent trading relationship, and an area where the prior
asesgnent of posshle partners is criticdly important. Equally, were this trading
community to be aigmented with a “reputation” mechanism (such as those of [4],
[22] and [28]), by which Agents entering the market could consult existing traders,
then the “greedy” Agents of experiment threewould be put at a disadvantage. Similar
results, i.e. putting “greedy” Agents at a disadvantage, would be obtained in the cae
where members of the trading community had the &bility to observe the behaviour and
the interadions of the other Agents. In such a case, Agents would have an additional
source of information that would enhance their dedsion-making process concerning
their potential trading partners.

7 Current and Future Work

Our aim is to produce aformal spedficaion d the trust model of oTB-Agents that
encompasss all three omporents of a trust based trading relationship, reputation,
belief based trust and oljedive (dired experience) trust. Each, we believe, has an
important role to play at different timesin the overall li fe of atrading partnership.

There eist a number of attempts to formalise the wncept of trust in MAS ([8],
[14], [15]). According to some of these gproacdhes, the formal spedfication d trust
models oud include, among dher things, dedsions sich as the use and formation
of atrust evolution a update function as well as the properties that shoud hdd for
that function[15].

In order to be &le to claim that our model of trust is widely applicable, a number
of isaues are to be aldressd in the future. One such issle is the exchanging o
observations abou other Agents. Consulting ather Agents has proved to be helpful in
many experiments ([4], [22]). Nevertheless in the cae where akind of reputation
mechanism is used, then the reliability of the Agents information sources shoud be



taken into consideration. Experiential evidence, such as that obtained by orB-Agents
can provide the foundation onwhich these mechanisms may be built. However it has
been shown that the question d what information an agent shoud accept is a non
trivial task [5]. Several ways have been proposed to order incoming information and
consequently dedde what information to accept or regjed [5]. As Agent behaviour
becmmes more cmmplex, (e.g. having more oppartuniti es to chea during interadions),
so the modelling d the trustworthiness of other Agents becomes increasingly
complex. We intend to integrate our trust modeling with belief analysis and revision
[7]. An Agent shoud be ale to evaluate the cmpetence the willi ngress and the
trustworthinessof another Agent before delegating a task. New parameters oud be
introduced in the trust modeling process such as arisk threshold (i.e. how much isan
Agent willi ng to risk the delegation d atask).

Our oTB-Agents trade and develop trust along a single dimension ory. More
sophisticaed Agents will engage with ather Agents for a variety of different reasons,
and trust shoud be, in part, afunction d the task being performed (Agent X may be
reliable when performing taskl, but unreliable on task2). We would therefore exped
an Agent to maintain an estimate of trust abou ead task under these drcumstances.

A number of other issues are worth considering in future experiments and
simulations of Agent communities, such as slent communicétion, fedings and
affedive trust. Having to reply to every request can be astly considering
communicaion owrheads. A form of silent communicaion can be aopted in ou
trading environment, enabling Agents to either refuse to reply to a request or just
indicate that they canna satisfy that request.

Currently, we ae working onaformal framework for the spedfication andlogicd
animation d heterogeneous computational societies. In this framework we define
society rules, socia roles, socia relationships, communicaion language semantics
and socia structure. Given such an acourt of the gyent society we will be ale to
provide amore formal and richer acount of the trust modeling d ead agent. A
multi-agent test-bed [1] is currently being implemented to acommodate our
experiments in this formal setting. This test-bed enables the simulation
heterogeneous and passbly antagoristic multi-agent societies and povides a
representation d the formally defined social environment of the simulated (trading)
communities.
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