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This meta-analysis investigated the influence of assessment on the reported
effects of problem-based learning (PBL) by applying Sugrue’s (1995) model
of cognitive components of problem solving. Three levels of the knowledge
structure that can be targeted by assessment of problem solving are used as
the main independent variables: (a) understanding of concepts, (b) under-
standing of the principles that link concepts, and (c) linking of concepts and
principles to conditions and procedures for application. PBL had the most
positive effects when the focal constructs being assessed were at the level of
understanding principles that link concepts. The results suggest that the
implications of assessment must be considered in examining the effects of
problem-based learning and probably in all comparative education research.
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Problem-based learning (PBL) represents a major development in higher edu-
cation practice that continues to have a large impact across subjects and disciplines
around the world. As indicated by many authors (Engel, 1997; Gagné, Yekovich,
& Yekovich, 1993; Poikela & Poikela, 1997; Segers, 1997), today’s society re-
quires that graduates be able to solve complex problems efficiently. The claims
made for PBL promise an important improvement in outcomes for higher educa-
tion. The results of studies examining the effects of PBL are conclusive regarding
the problem-solving ability of students. However, the results are inconclusive
regarding the effects on the acquisition of knowledge (Albanese & Mitchell, 1993;
Dochy, Segers, Van den Bossche, & Gijbels, 2003; Vernon & Blake, 1993). This
inconclusiveness seems to contradict the vast amount of research indicating that
knowledge acquisition is a prerequisite for successful problem solving (Bransford,
Vye, Adams, & Perfetto, 1989; Glaser, 1992; Schoenfeld, 1985; Segers, Dochy, &
De Corte, 1999; Smith, 1991; Spilich, Vesonder, Chiesi, & Voss, 1979). However,
in other contexts, research has shown that assessment methods influence the find-
ings of studies. Dochy, Segers, and Buehl (1999) reviewed 183 studies related to
prior knowledge and concluded that, whereas prior knowledge generally had positive
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effects on students’ performance, the effects varied as a function of the method
used for assessment. More specifically, prior knowledge was very likely to have
negative or no effects on performance when “flawed” assessment measures were
used, such as methods measuring aspects other than the possession of prior knowl-
edge (e.g., familiarity with the topic, as indicated by the participants in the study,
or participants’ perceptions of the possession of prior knowledge). This means that
the findings on the effect of prior knowledge on students’ performances were influ-
enced by the assessment method and the feature it was measuring.

Prior reviews (e.g., Albanese & Mitchell, 1993; Vernon & Blake, 1993) gave
an overview of the effects of the implementation of PBL in comparison with more
conventional education methods. A recent meta-analysis by Dochy et al. (2003, 
p. 550) included the method of assessment as a moderator variable and indicated
that the larger an instrument’s efficacy to evaluate the student’s knowledge appli-
cation, the larger the ascertained effect of PBL. In the present study, we want to go
one step further and investigate the influence of assessment as the main indepen-
dent variable. However, whether different methods of assessment actually tap dif-
ferent aspects of a student’s knowledge base remains unclear (Bennett, 1993).
Messick (1993) suggests a separation of variation in assessment method from vari-
ance relevant to the focal constructs being measured in the assessment. The latter
is taken as a unit of analysis in this study. As a consequence, a theoretical frame-
work describing the underlying focal constructs to be measured in higher educa-
tion is needed to further investigate the influence of assessment on the reported
effects of PBL as compared with conventional education settings. Before describ-
ing a theoretical framework on the components of problem solving, we first elab-
orate on problem-based learning and assessment in problem-based learning.

Problem-Based Learning

Although new in some aspects, PBL is based on ideas that have a long history
and have been nurtured by many researchers (e.g., Ausubel, Novak, & Hanesian,
1978; Bruner, 1959, 1961; Dewey, 1910, 1944; Piaget, 1954; Rogers, 1969). The
idea that learning is fostered when students have the opportunity to formulate and
achieve their own learning goals is mentioned clearly in the work of Dewey (1910,
1944) and can also be found in Piaget and in Bruner (1959, 1961). Other aspects
go back much further. The view that learning should take place in concrete situa-
tions that have a relationship with students’ prior knowledge and experiences goes
back to ancient Greece:

In “The Meno” (370 B.C.), Plato presents a famous passage where Menon
pushes Socrates on the issue of how one is able to leap ahead of what is known
in the search for new understanding. Understanding depends on prior learn-
ing, Menon argues. When new knowledge is incompatible with this learning,
one lacks a base on which to build. (Prawat, 1999, p. 48)

PBL, as it is known today, originated in Canada in the 1950s and 1960s in
response to dissatisfaction with common practices in medical education there 
(Barrows, 1996). Although originally developed for medical training at McMaster,
the McMaster version of PBL has been applied globally in many disciplines not
necessarily related to the study of medicine (Gijselaers, 1995). For instance, it has
been applied to the study of architecture (Donaldson, 1989; Maitland, 1991); busi-
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ness administration (Merchant, 1995); economics (Garland, 1995); engineering
studies (Cawley, 1989); geology (Smith & Hoersch, 1995); law (Kurtz, Wylie &
Gold, 1990; Pletinckx & Segers, 2001); nursing (Higgings, 1994); social work
(Heycox & Bolzan, 1991); psychology (Reynolds, 1997); and other domains of
postsecondary education (Boud, 1987).

Definition

In the literature, PBL has been defined and described in various ways. PBL is used
to refer to many contextualized approaches to instruction that anchor much of learn-
ing and teaching in concrete problems (Evenson & Hmelo, 2000). This focus on con-
crete problems as initiating the learning process is central in most definitions of PBL.
For example, Barrows and Tamblyn (1980, p. 18) defined the concept of PBL as “the
learning that results from the process of working toward the understanding or reso-
lution of a problem. The problem is encountered first in the learning process and
serves as a focus or stimulus for the application of problem solving or reasoning
skills, as well as for the search for or study of information or knowledge needed to
understand the mechanisms responsible for the problem and how it might be
resolved.” Boud (1987, p. 13) states that “the starting point for learning should be a
problem, a query or a puzzle that the learner wishes to solve.” A much-quoted defi-
nition is the one given by Albanese and Mitchell (1993, p. 53): “Problem-based learn-
ing at its most fundamental level is an instructional method characterized by the use
of patient problems as a context for students to learn problem-solving skills and
acquire knowledge about the basic and clinical sciences.” Vernon and Blake (1993,
p. 550) defined PBL by its instructional design components, students’ cognitive pro-
cesses, and teachers’ role: “a method of learning (or teaching) that emphasizes 
(1) the study of clinical cases, either real or hypothetical, (2) small discussion groups,
(3) collaborative independent study, (4) hypothetico-deductive reasoning, and (5) a
style of faculty direction that concentrates on group progress rather than imparting
information.” Other authors, such as Boud and Feletti (1997, p. 15), have related PBL
to a way of approaching a curriculum: “Problem based learning is an approach to
structuring the curriculum which involves confronting students with problems from
practice which provide a stimulus for learning.”

This range of definitions illustrates how difficult it is to come to one universal
definition (Chen, Cowdroy, Kingsland, & Ostwald, 1995). PBL can adopt various
forms, depending on the nature of the domain and the specific goals of the pro-
grams it is part of (Barrows, 1986; Boud, 1987). Savin-Baden (2000) argues that
there simply are no narrowly defined characteristics of PBL, only people working
in various contexts using various PBL-approaches. However, despite the many
variations of PBL that aim to match it with specific educational or disciplinary con-
texts, for comparative research a core model or basic definition is needed to serve
as a basis of comparison with other education methods. Barrows (1996) developed
a core model based on the original method from McMaster University. The
McMaster approach that originated in the context of medical education has served
as a robust basis for many other contexts (Boud & Feletti, 1997). Barrows’s (1996)
core model describes six core characteristics of PBL:

1. Learning is student-centered.
2. Learning occurs in small student groups.
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3. A tutor is present as a facilitator or guide.
4. Authentic problems are presented at the beginning of the learning sequence,

before any preparation or study has occurred.
5. The problems encountered are used as tools to achieve the required knowledge

and the problem-solving skills necessary to eventually solve the problems.
6. New information is acquired through self-directed learning.

It should be noted that, just as the definition of PBL is ambiguous, so too is the
definition of what constitutes a conventional lecture-based program. For the most
part, conventional instruction is marked by large group lectures and instructor-
provided learning objectives and assignments (Albanese & Mitchell, 1993).

Main Goals of PBL

Problem-based learning environments in higher education are intended to guide
students to become experts in a field of study, capable of identifying the problems
of the discipline and analyzing and contributing to the solutions. The findings of
cognitive psychological research, especially the results of expert-versus-novice
studies, have contributed to insights on the nature of expertise. Two general char-
acteristics of expert performance can be identified (Feltovich, Spiro, & Coulson,
1993; Gagné et al., 1993; Glaser, 1990):

1. Experts possess coherent knowledge. They have command of a well-structured
network of concepts and principles in the domain that accurately represents
key phenomena and their relationships. In contrast, beginners’ knowledge is
patchy, consisting of isolated definitions without an understanding of under-
lying principles and patterns.

2. Experts know how to use the relevant elements of knowledge in a flexible way
to describe and solve novel problems. As Glaser (1990, p. 447) noted,
“experts and novices may be equally competent at recalling specific items of
information, but the more experienced relate these items to the goals of prob-
lem solution and conditions for action.” Novices often know facts, concepts,
and principles without knowing the conditions under which they apply and
how they can be used most effectively.

These distinctions provide a basis for unraveling the general goal of PBL, which
is to develop successful problem solving in two dimensions: the acquisition of
knowledge and the application of knowledge.

Effects of PBL

If one ponders the implementation of PBL, a major question is: Do students who
use PBL reach the goal in a more effective way than students who receive con-
ventional instruction? Albanese and Mitchell (1993, p. 56) posed the question this
way: “Stated bluntly, if problem-based learning is simply another route to achiev-
ing the same product, why bother with the expense and effort of undertaking a
painful curriculum revision?” To date, the interest in this question has produced
six systematic reviews on the effects of problem-based learning. Three were pub-
lished in the same year and the same journal (Albanese & Mitchell; Berkson, 1993;
Vernon & Blake, 1993). More recently, Colliver (2000), Smits, Verbeek, and
Buisonjé (2002), and Dochy et al. (2003) undertook systematic reviews, each from
a different point of view.
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The review by Albanese and Mitchell (1993) is probably the best known. The
core question in that review—What are the effects of problem-based learning?—
was investigated by means of five subquestions:

• What are the costs compared with those of lecture-based instruction?
• Do PBL students develop the cognitive scaffolding necessary to easily assim-

ilate new basic science information?
• To what extent are PBL students exposed to an adequate range of content?
• Do PBL students become overly dependent on a small group environment?
• Do faculty dislike PBL because of the concentrated time commitment

required?

The study categorizes and lists the qualitative results of studies in medical edu-
cation from 1972 to 1993. The results are presented in a review that reports effect
sizes and p values with institutions as the unit of analysis. The main results of this
review were that (a) students found PBL to be more nurturing and enjoyable than
conventional instruction, and (b) PBL graduates performed as well, and some-
times better, on clinical examinations and faculty evaluations than did students
who had received conventional instruction. However, PBL students scored lower
on basic science examinations and viewed themselves as less well prepared in the
basic sciences in comparison with their conventionally trained counterparts. 
Furthermore, PBL graduates tended to engage in backward reasoning rather than
the forward reasoning that experts engage in. Finally, the costs of PBL were high
when class sizes exceeded 100.

In the same year (1993), Vernon and Blake synthesized all available research
from 1970 through 1992, comparing PBL with more conventional methods of 
medical education. They performed five statistical meta-analyses, with the follow-
ing main results: PBL was found to be significantly superior with respect to 
students’ attitudes and opinions about their programs and with respect to measures
of students’ clinical performance. Contrary to the previous review findings, the
scores of PBL students on miscellaneous tests of factual and clinical knowledge
were not significantly different from the scores of conventionally taught students.
However, the conventionally taught students performed significantly better than
their PBL counterparts on the National Board of Medical Examiners (NBME)
Step 1 (see method section for a description of this test).

Berkson (1993) also searched for evidence of the effectiveness of PBL in the
medical PBL literature through 1992. Six topics on the effectiveness of PBL as
compared with conventional curricula underlie this narrative meta-analysis in 
the medical domain: problem solving, imparting knowledge, motivation to learn 
medical science, promoting self-directed learning skills, student and faculty 
satisfaction, and financial costs. The results showed no distinction between grad-
uates of PBL and conventional instruction, but PBL was stressful for both stu-
dents and faculty and appeared to be unreasonably expensive.

More recently, Colliver (2000) questioned the educational superiority of PBL
relative to standard approaches. Colliver focused on the credibility of claims about
ties between PBL, education outcomes, and magnitude of effects. To examine these
claims he conducted a review of medical education literature starting with three
reviews published in 1993 (discussed above) and moving on to research published
from 1992 through 1998 by the primary sources for research in medical education.

 at PENNSYLVANIA STATE UNIV on May 17, 2016http://rer.aera.netDownloaded from 

http://rer.aera.net


Gijbels et al.

32

For each study, a summary is written, which includes the study design, outcomes
measures, effect sizes, and further information relevant to the research conclusion.
Colliver concludes that there is no convincing evidence that PBL improves students’
knowledge base or clinical performance, at least not of the magnitude that would be
expected given the resources required for a PBL curriculum. Nevertheless, PBL
may provide a more challenging, motivating, and enjoyable approach to medical
education.

One of the more recent reviews by Smits et al. (2002) is limited to the effective-
ness of PBL in continuing medical education. This review includes only controlled
evaluation studies in continuing medical education from 1974 to 2000. Smits et al.
found limited evidence that PBL increases participants’ knowledge and perfor-
mance and patients’ health. They found only moderate evidence that doctors were
more satisfied with PBL.

The most recent review by Dochy et al. (2003) is the first to search for studies
beyond the domain of medical education. The main questions are very similar but
more focused than those posed in the other reviews: What are the main effects of
PBL on students’ knowledge and knowledge application, and what are the poten-
tial moderators of the effect of PBL? The results of their meta-analysis suggest that
problem-based learning has statistically and practically significant positive effects
on the students’ knowledge application. The effect of problem-based learning on
the knowledge base of students tends to be negative. However, the effect is found
to be strongly influenced by outliers, and the moderator analysis suggests that stu-
dents in a problem-based learning environment can rely on a more structured
knowledge base.

Assessment in Problem-Based Learning

Widely varied methods have been used to assess students learning in PBL,
from traditional multiple-choice exams and essay exams to new assessment tech-
niques such as case-based assessment, self- and peer assessment, performance-
based assessment, and portfolio assessment. Since the early 1990s, many educators
and researchers have advocated new modes of assessment to be congruent with the
education goals and instructional principles of PBL (Segers, Dochy, & Cascallar,
2003). It is now generally recognized that a seventh characteristic should be added
to the six characteristics in Barrows’s (1996) core model of PBL: That is, it is
essential to PBL that students to learn by analyzing and solving representative
problems. Consequently, a valid assessment system would evaluate students’
problem-solving competencies in an assessment environment that is congruent
with the PBL environment. This means that assessment in PBL should take into
account both the organization of the knowledge base and the students’ problem-
solving skills (Segers et al., 2003). In addition, congruency with the learning
environment implies the following:

1. Students’ problem-solving skills are evaluated in an authentic assessment
environment, i.e., using authentic assessment tasks or problems (Baxter &
Shavelson, 1994; Shavelson, Gao, & Baxter 1996).

2. The authentic problems are novel to the students, asking them to transfer
knowledge and skills acquired previously and to demonstrate understanding
of the influence of contextual factors on problem analysis as well as on prob-
lem solving (Birenbaum & Dochy, 1996).
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3. The problem-analysis assessment tasks ask students to argue for their ideas
on the basis of various relevant perspectives (Segers, 1997).

4. The test items ask for more than the knowledge of separate concepts: Integra-
tive knowledge, requiring the integration of relevant ideas and concepts, is
stressed. Because real-life problems are mostly multidimensional and, as such,
integrate various disciplines within one field of study, assessment focuses on
problems with this integrative characteristic (Segers, 1997).

5. Assessment of the application of knowledge in problem solving is the heart
of the matter.

The last item above deserves elaboration. Test items require examinees to apply
their knowledge to commonly occurring and important problem-solving situations
(Segers et al., 1999; Swanson, Case, & van der Vleuten, 1991). Because a suffi-
cient level of domain-specific knowledge is a determinant of productive problem
solving, items measuring the coherence of students’ knowledge base serve at least
a feedback function. For feedback reasons, the use of knowledge profiles rather
than unidimensional scores is preferable (e.g., see Dochy, 1992). Dochy defined
knowledge profiles as “a plotting as a graph of raw or standardized scores of a
group or individual on certain parameters” (p. 143). The knowledge profiles indi-
cate strengths and weaknesses in students’ knowledge base. Research has shown
that such profiles can be seen as basic determinants of academic achievement and
can accurately identify specific deficits that contribute significantly to low achieve-
ment (Dochy; Letteri, 1980; Letteri & Kuntz, 1982). In the current situation, those
findings imply that items assessing knowledge have to indicate the weaknesses in
students’ knowledge base. For example, are the students able to define or describe
the central concepts of the domain studied, and do they understand the interrela-
tions among the concepts? This kind of information enhances future learning by
students in the direction of the knowledge base necessary to tackle problems.

Theoretical Framework on Problem Solving

The literature on problem solving is characterized by a wide variety of theoret-
ical frameworks (e.g., De Corte, 1996; Glaser, Raghavan, & Baxter, 1992; O’Neil
& Schacter, 1997; Schoenfeld, 1985; Smith, 1991). Despite their differences in
details and terminology, all models agree that an organized domain-specific knowl-
edge base—and metacognitive functions that operate on that knowledge—are
essential parts of successful problem solving. There is also a fairly broad consen-
sus that differences in motivation and beliefs account for problem-solving styles.

Starting from a review of three comprehensive models of the components of
problem solving (Glaser et al., 1992; Schoenfeld, 1985; Smith, 1991), Sugrue
(1993, 1995) presents an integrated theory-based model of the cognitive compo-
nents of problem solving. The great advantage, for our purposes, of this model over
the Glaser et al. model, the Schoenfeld model, and the Smith model is that the
Sugrue model is translated into specifications for the assessment of the main cog-
nitive components of problem solving. Sugrue assumes that successful problem
solving in a given domain results from the interaction of knowledge structure,
metacognitive functions, and motivation. For each of the three categories of cogni-
tive components, Sugrue describes a limited set of variables that should be targeted
by assessment. Because it would be impracticable to measure all of the variables
that relate to the three cognitive components of problem solving, two criteria guided
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TABLE 1
Cognitive components of problem solving to be assessed

Metacognitive 
Knowledge structure functions Motivation

(1) Concepts (1) Planning (1) Perceived self-efficacy
(2) Principles (2) Monitoring (2) Perceived demands of the task
(3) Links from concepts and (3) Perceived attraction of the 

principles to conditions task
and procedures for 
application

Note. Adapted from “A Theory-Based Framework for Assessing Domain-Specific Problem
Solving Ability,” by B. Sugrue, 1995, Educational Measurement: Issues and Practice, 14(3),
p. 31. Copyright 1995 by the National Council on Measurement in Education. Reprinted
with permission.

the selection of variables in each category. They were either (a) shown to be criti-
cal by research, or (b) open to instructional intervention. (The second criterion was
suggested by Snow, 1990.) These two criteria led to a model of the cognitive com-
ponents of problem solving that should be targeted by assessment as presented in
Table 1.

In line with the aforementioned main goals of PBL, we will now focus on the
influence of the assessment of students’ knowledge and knowledge application on
the reported effects in studies comparing PBL with more conventional learning
environments. Both the acquisition and the application of knowledge can be situ-
ated in the knowledge structure component of the problem-solving model as will
be outlined below. Sugrue (1995) argued that good problem solvers draw on a store
of automated, task-specific procedures. Assessment should permit identification of
the nature and extent of a student’s knowledge of principles and procedures in the
domain of interest. In addition, because principles are rules that involve relation-
ships among concepts, then the student’s knowledge of the individual concepts
should also be measured. It may be that a student has knowledge of individual
concepts but has little or no knowledge of the general rules (principles) govern-
ing the relationships among the concepts. Finally, one should be able to identify
students who have knowledge of principles but whose knowledge of specific proce-
dures is limited (pp. 29–30).

The preceding paraphrase of Sugrue’s understanding of problem solving sup-
ports a distinction between three aspects of the knowledge structure that can be
targeted by assessment of problem solving. First, the understanding of concepts,
which can be defined as “a category of objects, events, people, symbols or ideas
that share common defining attributes or properties and are identified by the same
name” (Sugrue, 1993, p. 9). It belongs to the category of what cognitive psychol-
ogists have called declarative knowledge. Next, understanding of the principles
that link concepts should be distinguished. Sugrue (p. 9) defined a principle as “a
rule, law, formula, or if-then statement that characterizes the relationship (often
causal) between two or more concepts. Principles can be used to interpret prob-
lems, to guide actions, to troubleshoot systems, to explain why something hap-
pened, or to predict the effect a change in some concept(s) will have on other
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concepts.” If-then production rules or sequences of steps have often been called
procedural knowledge (Anderson, Reynolds, Schallert, & Goetz, 1977). Finally,
the linking of concepts and principles to conditions and procedures for applica-
tion should also be targeted by assessment. A “procedure” defined as “a set of
steps that can be carried out either to classify an instance of a concept or to change
the state of a concept to effect a change in another” (Sugrue, p. 22) and “condi-
tions” defined as “aspects of the environment that indicate the existence of an
instance of a concept, and/or that a principle is operating or can be applied and/or
that a particular procedure is appropriate” (Sugrue, p. 22) can be placed in the cat-
egory of conditional knowledge (Paris, Lipson, & Wixson, 1983). In this final
aspect of the knowledge structure—linking of concepts and principles to conditions
and procedures for application—declarative knowledge becomes encapsulated in
procedural knowledge. To facilitate problem solving, concepts and principles are
linked to conditions and procedures to facilitate their use in unfamiliar situations
(Gagné et al., 1993).

Sugrue translated her model into specifications for the assessment of the main
cognitive components of problem solving (1993, 1995). Various assessment meth-
ods for measuring each of the three levels of the knowledge structure can be iden-
tified (see Table 2). Whether the assessment method that is used to assess the
knowledge structure has a multiple choice, open-ended, or hands-on format, the
focus should be on the level of assessment: the extent to which the student’s knowl-
edge structure is organized around key concepts and principles that are linked to

TABLE 2
Construct-by-format matrix for measuring constructs related to the knowledge structure

Elements of the 
Method

knowledge Generation Explanation 
structure Selection (MC) (open ended) (hands on)

Concepts

Principles

Application 
conditions and 
procedures

Note. Adapted from “A Theory-Based Framework for Assessing Domain-Specific Problem
Solving Ability,” by B. Sugrue, 1995, Educational Measurement: Issues and Practice, 14(3),
p. 32. Copyright 1995 by the National Council on Measurement in Education. Reprinted
with permission.

Select examples.

Select similar problems.
Select best prediction.
Select best explanation.

Select correct proce-
dure for identifying
instances.

Select most appropriate
procedure to change
the state of a concept
by manipulating
another concept.

Generate
examples.

Generate pre-
dictions or
solutions.

Explain an event.
Perform task-

specific
procedures.

Generate
(describe) a
procedure.

Explain why exam-
ples reflect con-
cept attributes.

Select live examples.
Explain predictions

or solutions.

Explain how to per-
form a procedure.
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conditions and procedures for application. As described above, three levels can be
distinguished in the knowledge structure. In the first level, the assessment of the
understanding of concepts is the core issue. For example, voltage and resistance
are physical concepts. At the second level, understanding of the principles that link
concepts is the subject of assessment. In physics, for example, the law of Ohm is
a principle that prescribes current as a function of voltage and resistance in an elec-
trical circuit. In the third and final level, the concepts and principles are linked to
conditions and procedures for application. At this level the organized knowledge
is applied under the appropriate circumstances, for instance, to connect an electri-
cal circuit with bulbs and batteries in such a way that a certain level of current flows
through it (Sugrue, 1995).

Research Questions

Prior reviews have given an overview of the effect of the implementation of
PBL as compared with more conventional education methods. A recent meta-
analysis by Dochy et al. (2003) included the method of assessment as a modera-
tor variable, suggesting that the more an instrument is capable of evaluating the
students’ competence in knowledge application, the larger the ascertained effect
of PBL. In this study, we want to go a step further and investigate the influence of
assessment as the main independent variable. The goal of this study is to describe
these effects of PBL from the angle of the underlying focal constructs being mea-
sured with the assessment. Using Sugrue’s model (1993, 1995) as a frame of refer-
ence, the research questions can be formulated as follows: What are the effects of
PBL when the assessment of its main goals focuses respectively on (a) the under-
standing of concepts, (b) the understanding of the principles that link concepts,
and (c) the linking of concepts and principles to conditions and procedures for
application? 

On the basis of the described main goals of PBL and the suggestion that follows
the moderator analysis in the review by Dochy et al. (2003, p. 550), it is expected
that the effect of PBL, as compared with that of conventional education methods,
should increase with each level of the knowledge structure.

Method

Criteria for Inclusion

Before searching the literature for work pertaining to the effects of PBL, we
determined the criteria for inclusion in our analysis. First, each study had to be
empirical, meaning that some data collection on students had to be included.
Although more non-empirical literature and literature reviews were selected as
sources of relevant research, this literature was not included in the analysis. Sec-
ond, the characteristics of the problem-based learning environment had to fit the
previously described core model of PBL (Barrows, 1996). Third, each study had
to include some course or curriculum comparison. Specifically, it had to compare
students in a PBL environment with students in a more conventional educational
setting. The dependent variables used in the studies had to be operationalized
aspects of the main goals of PBL (i.e., knowledge acquisition and knowledge
application). Fourth, the subjects of study had to be students in higher education
(including college and university students in all possible domains of interest).
Finally, to maximize ecological validity, each study had to be conducted in a real-
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life classroom or programmatic setting rather than under more controlled labora-
tory conditions.

Literature Search

The review and integration of research literature begins with the identification
of the literature. Locating studies is the stage at which the most serious form of bias
enters a meta-analysis (Glass, McGaw, & Smith, 1981). As Glass (1976, p. 6)
stated, “How one searches determines what one finds; and what one finds is the
basis of the conclusions of one’s integration.” The best protection against this
source of bias is a thorough description of the procedure used to locate the studies.

We started a literature search in 1997 that included both published and un-
published studies. A wide variety of computerized databases were used, including
the Educational Resources Information Center (ERIC) catalogue, PsycLIT, ADION,
and LIBIS, as well as the Current Contents (for Social Sciences). The following
keywords were used: problem-solving, learning, problem-based learning, higher
education, college(s), research, and review. The literature was selected on the basis
of the abstracts. This reading resulted in the selection of 14 publications that met the
aforementioned criteria. Next, we employed the “snowball method” and reviewed
the references in the selected articles for additional works. We also gathered review
articles and theoretical overviews to check their references. This method yielded
17 new studies.

A second literature search that began in 1999 followed the same procedure. In
addition, we contacted several researchers active in the field of PBL and asked
them to provide relevant studies or to identify additional sources of studies. The
second search yielded 9 additional studies.

Although our search for literature was not limited to a single domain of inter-
est, almost all studies that met the criteria for inclusion were conducted in the
domain of medical education. Only one study (Son & VanSickle, 2000) was situ-
ated outside the medical domain, in the field of economics. The strategies that we
used to search for literature were meant to uncover both published and unpublished
studies to prevent publication bias. We found a great many papers, but further read-
ing revealed that all of them had eventually been published, either as articles in
peer-reviewed journals (e.g., Schmidt et al., 1996) or as chapters in edited books
(e.g., Boshuizen, Schmidt, & Wassamer, 1990).

Coding Study Characteristics

Using our research question as a guide, we defined the characteristics central to
our review and analyzed the articles that we had selected on the basis of these char-
acteristics. Specifically, the following information was recorded in tables:

• First author and year of publication;
• Number of subjects;
• Dependent variable (i.e., method of assessment);
• Level of assessment;
• Principal outcomes of the research; and
• Statistical values.

In coding this information and constructing overview tables, we used the follow-
ing coding guidelines: With respect to the dependent variable, only the outcomes
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related to the main goals of PBL were coded. The studies that were included in our
review assessed the effects of PBL in very different ways. Some studies were more
broadly based and examined other effects of PBL (e.g., satisfaction), but we included
only the main goals of PBL (i.e., knowledge acquisition and knowledge application)
in our results. To classify the outcomes at one of the three levels in the model by
Sugrue (1995), we added an extended description of the assessment and constructs
being assessed to the study characteristics coding table. We searched for additional
information when the original data were too limited or unclear (e.g., Donner &
Bickley, 1990; Kaufman, Mennin, Waterman, Duban, Hansbarger, Silverblatt, et al.,
1989). Some assessment methods were always classified at the same level. Other
methods, such as the use of essay questions, did not always measure at the same con-
ceptual level and were classified at different levels depending on the particular study.
For the main methods of assessment, we summarize in the next section the classifi-
cation that resulted from the rating at the three levels by three independent raters. When
there was disagreement among the raters, we discussed the classification until a clear
consensus was reached. A complete overview can be found in the Appendix.

National Board of Medical Examiners: 
United States Medical Licensing Examination

The United States Medical Licensing Examination (USMLE) is the examina-
tion that doctors must pass to be allowed to practice medicine in the United States.
The examination consists of three parts: Step 1 (at the end of Year 2 of the student’s
medical schooling), Step 2 (at the end of Year 3 of the student’s medical school-
ing), and Step 3 (at the end of the study). The focus of each part is different. Step 1
stresses concepts of basic science that are important to the practice of medicine,
with special emphasis on principles and mechanisms underlying health, disease,
and methods of therapy. Step 2 assesses whether the candidate can apply the med-
ical knowledge and understanding of clinical science that are essential for the pro-
vision of patient care under supervision; this step includes emphasis on health
promotion and disease prevention. Step 3 assesses whether the candidate can apply
the medical knowledge and understanding of biomedical and clinical science that
are essential for the unsupervised practice of medicine, with emphasis on patient
management in ambulatory settings (Federation of State Medical Boards & NBME,
n.d.). The FLEX examination (Jones, Bieber, Echt, Scheifley, & Ways, 1984) is a
similar examination that is no longer administered (S. Case, personal communica-
tion, December 7, 1999). The “NBME medicine shelf test,” used in the study by
Richards, Ober, Cariaga-Lo, Camp, Philip, McFarlane, et al. (1996), is a test from
the NBME with items from the Step 2 examination (S. Case, personal communi-
cation, December 7, 1999).

On the basis of this information, in every study using the NBME or USML
examinations we coded Step 1 as assessing the first level of the knowledge struc-
ture, Step 2 as assessing the second level, and Step 3 as assessing the third level.

Modified Essay Questions (MEQ)
The Modified Essay Questions test (MEQ) is a standardized series of open

questions about a problem. The information on the case is ordered sequentially:
The student receives new information only after answering a certain question
(Verwijnen, Imbos, Snellen, Stalenhoef, Sprooten, & Van der Vleuten, 1982). The
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student must relate theoretical knowledge to the particular situation of the case
(Knox, 1989). Because the context of the particular situation of the case plays an
important role in these questions, all MEQ questions were classified as assessing
the third level of the knowledge structure.

Progress Test
The progress test is a written test consisting of about 250 true/false items sam-

pling the full domain of knowledge that a graduate should be able to recall. The
progress test is designed by a progress test review committee on the basis of a pre-
defined blueprint of content domains to provide a longitudinal assessment of progress
toward the final curricular objectives (Verwijnen et al., 1982). The test is constructed
to also assess “rooted” knowledge, not just details (Mehrens & Lehmann, 1991). We
classified all progress tests as assessing the first level of the knowledge structure.

Free Recall
This task makes a strong appeal to the students’ retrieval strategies. Students

are asked to write down everything that they can remember about a certain sub-
ject. Free recall was used in the study by Tans, Schmidt, Schade-Hoogeveen, and
Gijselaers (1986) as a retention test; in their study the test calls, to a relatively large
extent, upon the organization of the knowledge base (Patel & Groen, 1986). Thus,
in the study by Tans et al., we classified the free recall test as assessing the second
level of the knowledge structure. In the study by Moore, Block, Style, and Mitchell
(1994), students had to recall in their 4th year the material learned in two courses
in Years 1 and 2; there was no attention to the structure of the material. In the study
by Moore et al., therefore, we classified the free recall test as assessing the first
level of the knowledge structure.

Standardized Patient Simulations
The standardized patient simulation tests are developed by the OMERAD Insti-

tute of the University of Michigan. A patient case is simulated, and students’
knowledge and clinical skills are assessed on the basis of their answers to specific
questions (Jones, Bieber, Echt, Scheifley, & Ways, 1984). In the studies by Barrows
and Tamblyn (1976) and Distlehorst and Robbs (1998), we classified standardized
patient simulations as assessing the third level of the knowledge structure.

Essay Questions
Essay questions require an elaborated written answer (Mehrens & Lehmann,

1991). The classification of essay questions was dependent on the kind of response
that was required. In the study by Aaron et al. (1998) students had to use their
knowledge in a new context; thus we classified the essay questions as measuring
the third level of the knowledge structure. In the study by Martenson, Eriksson,
and Ingelman-Sundberg (1985), the focus was on understanding and representing
the second level of the knowledge structure.

Short-Answer Questions
In comparison with the answer to an essay question, the length of the desired

answer to a “short-answer” question is restricted. But, as with the classification of
essay questions, the kind of response to be given is determinant. The study by
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Martenson et al. (1985) focused on understanding (second level); and in both of
the studies by Antepohl and Herzig (1997, 1999), the questions were used to assess
factual knowledge, representing the first level of the knowledge structure.

Multiple-Choice Questions
Multiple-choice questions can be used to assess all three levels in the knowledge

structure, as is indicated in Table 2. However, in all the studies using the multiple-
choice format in this review, the focus was on reproduction. As a consequence, all
multiple-choice questions were classified as assessing the first level of the knowl-
edge structure.

Oral Examinations
The classification of oral examinations was dependent on the kind of response

that was required. In the study by Goodman et al. (1991), we classified the oral
examination as assessing the first level, but in the same study it also assessed the
second level of the knowledge structure.

Performance-Based Testing: Rating
Standardized rating scales are used to evaluate the performance of the students

(performance assessment; Shavelson et al., 1996). They can be used to evaluate all
three levels in the knowledge structure. Ratings are used to assess the amount of
factual knowledge (first level) and also to assess the organization of information
(second level), as in the study by Richards et al. (1996). And in the study by 
Santos-Gomez, Kalishman, Rezler, Skipper, and Mennin (1990), they are used to
assess the third level by rating, for example, the student’s communication with
patients and teamwork.

Case-Based Examinations
In case-based examinations, students have to answer questions about authentic

cases. We classified case-based examinations at Level 2 of the knowledge struc-
ture if students were asked to explain predictions or solutions. This criterion
applied to most of the case-based examinations (e.g., Schmidt 1996; Hmelo, 1998).
When students were asked to select and explain how to perform a procedure
(e.g., Schuwirth et al., 1999), we classified the cases as assessing Level 3 of the
knowledge structure.

Synthesizing Research

Literature reviews can take any of three approaches: narrative, quantitative
method, and statistical meta-analysis. In a narrative review, the author tries to make
sense of the literature in a systematic and creative way (Van IJzendoorn, 1997).
Quantitative methods use elementary mathematical procedures for synthesizing
research studies (e.g., counting frequencies to produce box scores). A quantitative
approach is more objective than a narrative review but also has less depth (Dochy
et al., 1999). Glass (1976) systematized the approach of quantitative procedures
and introduced the term meta-analysis: the analysis of analyses, i.e., the statistical
analysis of a large collection of analysis results from individual studies for the pur-
pose of integrating the findings (Kulik & Kulik, 1989). Two important advantages
of meta-analyses are that (a) large numbers of studies that vary substantially can
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be integrated, and (b) the integration is not greatly influenced by the interpretation
or use of the findings by the reviewers.

The oldest procedure for integrating studies is the narrative review. In the nar-
rative or qualitative review, results from each study are considered at “face value,”
and one tries to integrate the findings in an umbrella theory (Hunter & Schmidt,
1990). This takes place in a systematic and, at the same time, creative way. How-
ever, the integration often arises from taking only a small number of studies into
account and classifying all other studies as deficient (Glass, 1976).

Van IJzendoorn (1997) points out that the narrative reviewer and the quantita-
tive reviewer set about the formulation of hypotheses and the systematic gather-
ing of relevant studies in the same way; it is at the stage of data analysis that their
methods diverge. Thus the interpretation of the more statistical, quantitative meta-
analysis presupposes the narrative reviewer’s strengths: creativity and intuition.
With Van Ijzendoorn (1997, p. 4), we conclude that “a narrative component
should always be integrated in the meta-analytic approach.”

For our purposes, we conducted a statistical meta-analysis, using the MetaStat 1.5
software. We supplemented this analysis with more inclusive vote counts and the
associated sign test. The simplest and most conservative methods for combining
results of independent comparisons are the vote-counting methods. To do a vote
count of directional results, the reviewer must count the number of comparisons
that report significant results in the positive direction and compare this to the num-
ber of comparisons reporting significant results in the negative direction (Cooper,
1989). After the count is complete, a sign test is performed to discover if the cumu-
lative results suggest that one direction occurs more frequently than chance would
suggest (Cooper, 1989; Hunter & Schmidt, 1990). In performing this procedure,
one assumes that under the null hypothesis of no relation in the population, the fre-
quencies of significant positive results and negative results are equal (Hedges &
Olkin, 1980).

In performing the vote count, we counted the number of experiments with sig-
nificant positive and negative findings. If one study contained multiple experi-
ments, they were all counted. To perform this procedure, only limited information
is needed. In this context, Cooper (1989, p. 94) suggested that “vote counts should
always be described in quantitative reviews, but . . . should always be supple-
mented with more sensitive procedures.” In our review, the vote counts allow us
to include studies that reported insufficient exact statistical data to be included in
the more sensitive procedure that we used: the statistical meta-analysis. Hunter and
Schmidt (1990) define the statistical meta-analysis as the quantitative accumula-
tion and analysis of effect sizes and other descriptive statistics across studies.

Metric for Expressing Effect Sizes

A statistical meta-analysis integrates statistically empirical studies investigat-
ing the same phenomenon. The findings of all of the studies have to be expressed
in a common form—the effect size—to make any comparison possible. Regarding
the nature of the studies included in our statistical meta-analysis, we used the stan-
dardized mean difference effect size (Glass’s delta). This metric is appropriate
when the means of two groups are being compared (Cooper, 1989; Glass et al.,
1981). Glass’s delta expresses the distance between the two group means in terms
of their common standard deviation. The common standard deviation is calculated
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by using the standard deviation of the control group because it is not affected by
the treatment.

In the present study, calculation of the effect size was sometimes difficult or even
impossible because the research reports and articles varied in the completeness of
their reporting of research results (e.g., Mennin, Friedman, Skipper, Kalishman, &
Snyder, 1993). Several research reports failed to report the mean and standard devi-
ation of the control group. In that case, the effect size was calculated as much as
possible by means of the transformation of t, chi-square, and F statistics (Cooper,
1989; Glass et al., 1981). In some cases, the effect size was calculated starting from
data on the significance level (e.g., Santos-Gomez et al., 1990). When no exact 
p values were reported, the p value corresponding to the highest value in the prob-
ability range reported by the researchers was used. (e.g., when in the original work
“p < .05” was mentioned, the value on the basis of which the effect size was cal-
culated became p = .05; e.g., Schuwirth et al., 1999). As a consequence, the effect
sizes calculated and used in the analysis represent a conservative approach and tend
to underestimate the real values. Effect sizes were not deduced from unreliable
data in the reported findings (e.g., from graphs). In such cases, only the sign of the
difference between the two conditions was reported.

Identifying Independent Hypothesis Tests

Sometimes, a single study may contain multiple tests of the same hypothesis.
Because one of the assumptions underlying meta-analysis is that effects are inde-
pendent from one another, a decision must be made about what will be considered
as an independent estimate of effect when a single study reports multiple outcomes.
Several strategies can be suggested regarding how to decide on the unit of analy-
sis when calculating average effect sizes. In this study, we used the shifting units
method from Cooper (1989). Each effect size resulting from hypothesis tests with
independent samples was initially coded as if it were an independent event. How-
ever, study outcomes resulting from the same sample are also aggregated within
the separate categories of the influencing variable (see aggregated effect sizes in
bold in the Appendix at the end of this article). This strategy is a compromise that
allows studies to retain their maximum information value while keeping any vio-
lation of the assumption of independence of hypothesis tests to a minimum.

Combining Effect Sizes Across Studies

Once an effect size had been calculated for each study or comparison, the
effects testing the same hypothesis were averaged. Unweighted and weighted pro-
cedures were used. In the unweighted procedure, each effect size was weighted
equally in calculating the average effect. In the weighted procedure, more weight
was given to effect sizes with larger samples (factor w = inverse of the variance),
on the assumption that the larger samples more closely approximate actual effects
(Cooper, 1989; Hedges & Olkin, 1985). These weighted combined effect sizes
were tested for statistical significance by calculating the 95% confidence interval
(Cooper, 1989).

Analyzing Variance in Effect Sizes Across Studies

The last step was to examine the variability of the effect sizes by means of a
homogeneity analysis (Cooper, 1989; Hedges & Olkin, 1985; Hunter & Schmidt,
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1990). First, a Q statistic is calculated for each subgroup of comparisons. The value
of these statistics is added up to obtain a value Qw (within-group chi-square). Then,
this value is subtracted from Qt (chi-square distribution, N − 1 degrees of freedom)
to obtain Qb (between-group chi-square, Qb = Qt − Qw). The statistic Qb is used to
test the homogeneity of the mean effect of grouping. If Qb reaches a significant
level, the grouping factor provides a significant contribution to the variance in the
set of effect sizes. Qw is comparable to Qt, meaning that if this statistic reaches a
significant level, there is a need for further grouping of the data (Hunter, Schmidt,
& Jackson, 1982; Springer, Stanne, & Donovan, 1999).

Results

Forty studies met the inclusion criteria for the meta-analysis; of these, 31 were
published in peer-reviewed journals and 9 were published in edited books. Of the
40 studies, 31 (77%) presented data on knowledge-concepts effects, 17 (42%) pre-
sented data on knowledge-principles effects, and 8 (20%) presented data on
effects concerning the application of knowledge (conditions and procedures). The
percentages add up to more than 100 because several studies presented outcomes
of more than one category (see Appendix).

When the effect sizes are plotted by study, three studies are seen to be serious out-
liers (Eisenstaedt, Barry, & Glanz, 1990; Mennin et al. 1993; Tans et al., 1986). When
these three studies (all situated at the concept level of the knowledge structure) are
left aside, the main effects of PBL on the three levels of the knowledge structure mea-
sured appear to be different. The results of the analysis are summarized in Table 3.

In general, the results of the vote count were statistically significant, except
for the assessment of the first level of the knowledge structure. These results sug-
gest that students in PBL perform better at the second and third levels of the
knowledge structure. None of the studies reported significant negative findings at the

TABLE 3
Main effects of problem-based learning

Average effect sizes

Weighted 
Outcome Signif. + Signif. − N Unweighted (CI 95%) Qb Qw

Concepts 3 5 21 −0.042 0.068 18.998** 113.563**
(+/− 0.864)ns

Principles 17 1* 15 +0.748 + 0.795 82.196**
(+/− 0.782)

Application 6 0* 13 +0.401 +0.339 23.356**
(+/− 0.662)ns

Note. Unless noted with ns, all weighted effect sizes are statistically significant (the 95% confi-
dence intervals do not include zero). Unweighted effect sizes were not tested for significance.
Signif. + = number of studies with a significant (at 5% level) positive finding. Signif. − = num-
ber of studies with a significant (at 5% level) negative finding. N = number of independent out-
comes measured. CI = confidence interval. Qb = between-group chi-square. Qw = within-group
chi-square. ns = not significant.

*Two-sided sign test is significant at the 5% level. **p < .05.
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third level of the knowledge structure. Only one study reported negative findings 
at the second level of the knowledge structure. At the first level—understanding 
conceptions—the vote count shows a negative tendency, with 5 studies yielding
a significant negative effect and only 3 studies yielding a significant positive
effect. However, this difference is not significant at the 5% level. If we look to
the weighted average effect sizes (ES), this negative effect is close to zero but
positive (weighted average ES = 0.068) based on 21 studies. On the basis of 15 stud-
ies, students studying in PBL classes demonstrated better understanding of the
principles that link concepts (weighted average ES = 0.795) than did students who
were exposed to conventional instruction. On the basis of 13 studies, students in
PBL were better at the third level of the knowledge structure (weighted average
ES = 0.339) than were students in conventional classes. It is important to note
that the weighted average ES of 0.795, belonging to the second level of the
knowledge structure, was the only statistically significant result.

As can be seen from the statistically significant Qb statistics reported in Table 3,
the grouping into three levels of assessment provides better insight into the effects
of PBL. However, the results of the homogeneity analysis suggest that further
grouping of the data is necessary for a full understanding of the moderators of the
effects of PBL. As indicated by the statistically significant Qw statistics, one or
more factors other than chance or sampling error account for the heterogeneous
distribution of effect sizes.

Conclusion and Discussion

The purpose of this review was to examine the effects of PBL from the angle
of the underlying focal constructs being measured with the assessment. We were
interested in empirical and quasi-experimental studies with clear descriptions of
the conditions and measures used to assess the effects of PBL. As a result, our
search for literature examining the effects of PBL yielded 40 studies, which we
reviewed by means of a statistical meta-analysis, supplemented by the more in-
clusive vote counts and the associated sign test. When appropriate, we have made
some narrative comments. We used Sugrue’s (1995) model on the cognitive
components of problem solving to classify the methods of assessment used in var-
ious studies into three categories of analysis. These three categories were the
three levels of the knowledge structure that can be targeted by assessment of
problem solving: understanding of concepts, understanding of the principles that
link concepts, and linking of concepts and principles to conditions and procedures
for application.

Before discussing the conclusions that can be drawn from the analysis, it is
important to consider the limitations of this review. The selection of studies for a
review of any type is subject to selection bias. Bias, for example, can be caused by
selecting only published works, which tend to report only statistically significant
results (Glass, 1976). We attempted to avoid this form of bias by also searching for
unpublished works. However, all of the studies involved turned out to be published
eventually: 31 studies were published in a peer-reviewed journal, and 9 studies
were published in an edited book. Another remarkable fact is that, although our lit-
erature search was broad, all but one of the studies that met our criteria for inclu-
sion were situated in the domain of medical education (the exception, Son &
VanSickle, 2000, was in the field of economics).
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Although PBL originated in medical education, it has been applied globally for
many years in several disciplines. Nevertheless, claims about the effects of PBL
seem to rely almost exclusively on literature in medical education. Generalizations
should therefore be made with special caution. It is also known that selection bias
problems are sometimes inherent in “between institution” or “elective track” stud-
ies. Another criticism of meta-analysis, the “garbage in, garbage out” critique (Hunt,
1997), which refers to the mixing good and bad studies, may also apply to our
review. A clear description of our criteria for inclusion and the use of a weighting
technique that takes into account the sample sizes of studies—based on the
assumption that larger samples more closely approximate actual effects (Cooper,
1989; Hedges & Olkin, 1985)—should overcome these critiques to a certain extent.

A final limitation of this study is related to the theoretical framework used to
concretize the research question and to interpret and code the studies involved. The
model presented by Sugrue (1993, 1995) is only one possible framework for the
components of problem solving. The translation of the model into specifications
for the assessment of problem solving made the model useful for our purpose. 
The strength of the model is at the same time the greatest weakness of the model.
The classification according to the three levels of the knowledge structure can be
done relatively easily in most domains, such as mathematics, science, economics,
and medical education. The extraction of unambiguous principles governing rela-
tionships among concepts might be more difficult to use in other domains, such as
history (Sugrue, 1995).

Despite these limitations, we feel that several useful conclusions may be drawn
from the analysis of studies in this review. In general, the effect of PBL differs
according to the levels of the knowledge structure being measured. PBL had the
most positive effects when the focal constructs being assessed were at the level of
understanding the principles that link concepts, the second level of the knowledge
structure. Only one study presented significant negative findings (Martenson et al.,
1985). No negative findings were found at the third level of the knowledge struc-
ture. These findings seems to be in line with the tentative conclusion of Dochy et al.
(2003), suggesting that the better the capacity of an instrument for evaluating the
application of knowledge by the student, the larger the ascertained effect of PBL.
This conclusion is confirmed when one looks at the first level of the knowledge
structure: More studies report negative effects of PBL when assessing the under-
standing of concepts. However, when the weighted average effect sizes are taken
into account, a different picture emerges. PBL has a small positive effect size
(weighted average ES = 0.068), meaning that when the understanding of concepts
is the subject of the assessment, students in PBL perform at least as well as stu-
dents in conventional learning environments. However, the effect size is not sta-
tistically significant. In line with the conclusion of Dochy et al., the effect of PBL
is more positive when understanding of the principles that link concepts is at the
heart of the assessment (weighted average ES = 0.795). Contrary to the suggestion
that the effects of PBL should be larger when more complex levels of the knowledge
structure are being assessed, the effect size belonging to the third level of the knowl-
edge structure, although still positive, is smaller (weighted average ES = 0.339) but
not statistically significant.

Linking these results to the main goals of PBL and the expert–novice studies, it
could be concluded that students’ path toward expertise has been accelerated
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(Glaser, 1990). First, students in PBL seem to posses a highly structured network
of concepts and principles (Level 2). Second, students in PBL are equally compe-
tent at recalling specific items of information, as compared with students in more
conventional learning environments. Although students in PBL are better in relat-
ing their knowledge base to the goals of problem solution and conditions for action,
the magnitude of the effect belonging to Level 2 knowledge is not very large and
not statistically significant. The question is to what extent students’ year of study
is a moderating variable. It might be expected that when the students’ assessment
is close to graduation, the results will show higher positive effect sizes than in
research settings measuring at an earlier stage of the study. The expertise level of
the students was one of the moderating variables in the meta-analysis by Dochy 
et al. (2003). Their results suggest that the advantage of the conventional educa-
tion method in knowledge acquisition disappears after the second year. The effects
of PBL on the application of knowledge differentiated for the expertise level of stu-
dents show as positive.

PBL aims to educate students who are able to solve complex problems. To be
congruent with its education goals and resulting instructional principles and prac-
tices, the assessment of the application of knowledge in solving problems is at the
heart of the matter in PBL. Therefore, one could expect students in PBL to perform
better at this level of the knowledge structure. The effect of PBL is larger when
assessment appeals to the understanding of principles that link concepts. In only 8
of the 40 studies did the assessment focus on the third level of the knowledge struc-
ture. Most of the studies (N = 31) reported assessment at the level of understand-
ing of concepts. These results present an implicit challenge for PBL and comparative
research on PBL: It is important to pay more attention to this third level of the
knowledge structure. If PBL aims to educate better problem solvers, more atten-
tion should be paid to the third level, both during the learning activities that take
place and during students’ assessment in PBL. The aim of educating graduates who
can solve complex problems in an efficient way is a general goal in higher educa-
tion. This concern accounts for all learning environments in the context of higher
education and probably beyond.

The evaluation of the practical significance of an effect size is a subject of dis-
cussion between researchers in education and other fields (Springer et al., 1999).
As Glass et al. (1981, p. 104) note, “There is no wisdom whatsoever in attempting
to associate regions of the effect-size metric with descriptive adjectives such as
‘small,’ ‘moderate,’ ‘large,’ and the like.” Cohen (1988) and Kirk (1996) hesitantly
suggested general guidelines (ES = 0.20, small effect; ES = 0.50, moderate effect;
and ES = 0.80, large effect), stating that “there is a certain risk inherent in offering
conventional operational definitions for those terms for use in power analysis in as
diverse a field of inquiry as behavioral science” (Cohen, 1988, p. 25). In general in
the field of education research, an effect size of 0.33 is seen as the minimum nec-
essary to establish practical significance (Gall, Borg, & Gall, 1996). Considered in
this light, the results of the present meta-analysis are of practical significance (ES =
0.339) for the assessment of the organization of the knowledge structure, and they
certainly are of practical significance when assessment addresses the linking of
concepts and principles to application conditions and procedures (ES = 0.795). The
latter effect size comes closer to the desired level (ES = 1.00) for major curricular
interventions as assumed in the critical overview of Colliver (2000).
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From the homogeneity analysis, it is clear that the method of assessment has an
important influence in the reported effects of PBL, as stated above, but also that
other moderators of PBL play a substantial role when the effects of PBL are exam-
ined. Study design, scope of implementation, and year of study have been shown
to be possible moderating variables in the reporting of the effects of PBL (Dochy
et al., 2003). However, the scope of this review was to investigate the assessment
of the three levels of the knowledge structure as main independent variable. In con-
nection with the influence of assessment as a moderator variable, it would also be
interesting for future research to take into account the context of assessment (for
licensure and grading purposes, or for research purposes alone). Nevertheless, it
became clear from this study that the implications of assessment and the levels in
the knowledge structure being measured must be considered when one examines
the effects of problem-based learning, and probably should be considered in all
comparative education research.

Note

The authors are grateful to Dan Hickey and Rachel Lewis, University of Georgia;
Eduardo Cascallar, Assessment Group International; the late Alicia Schmid, of the
Educational Testing Service; and Neville Bennett, University of Exeter (UK), for their
comments on earlier draft of this article.
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APPENDIX
Studies measuring the knowledge structure

Subjects Method of Level of 
Result

Study PBL/conv assessment assessment ES p value

Aaron et al., 
1998

Albano et al., 
1996

Antepohl & 
Herzig 1997

Antepohl & 
Herzig 1999

Baca et al., 
1990

Barrows & 
Tamblyn, 
1976

Bickley et al., 
1990

Block & 
Moore, 1994

Boshuizen 
et al., 1993

Distlehorst & 
Robbs, 1998

113/121
17/12
17/12

110/110

55/57

37/41

10/10

23/
24/
20/
24/
20/
62/63

62/63

4/4

47/154
47/154

MCQ
MCQ
Essay questions
Progress test

Short answer

MCQ
Short answer

questions
Total
NBME Step 1

Standardized
patient simula-
tion + MCQ

NBME Step 1
Pathology

NBME Part 1
Behavioral 
science subtest

NBME Part 2
Public health

1 case

USMLE Step 1
USMLE Step 2
Performance 

rating

Standardized
patient simula-
tions:

Overall case
score

Post station
encounter

Patient
checklist
ratings

1
1
3
1

1

1

1
1
1

3

1

1

2

2

1
2
2

3

3

3

�0.440
�0.769
0.0
=

�0.603

−0.125

+0.424
�0.167
�0.919

�1.409

−
+
+
−
+
=

+
/
+
�2.268

�0.18
+0.390
+0.5
�0.445

+0.3

+0.33

+0.14
�0.26

p < .05
p > .05
p > .95

p = .0013

p = .4

p = .07
p = .43
p < .0001

p < .005

n.s.

sign.
n.s.
sign.
p = .024

p = .6528
p = .0518
p = .0028

p = .0596

p = .0742

p = .1669

(continued)
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APPENDIX (Continued)

Subjects Method of Level of 
Result

Study PBL/conv assessment assessment ES p value

34/29
21/26

32/58

40/40

21/26
21/26
72/501

12/12
15/13
36/297

12/12
15/13
20/20

39/37

First try pass rate
NBME Part 1
MCQ (40 items)
Key feature prob-

lem examina-
tion (28 cases)

MCQ (traditional
exam)

MCQ

NBME Part 1
Anatomy
Physiology
Biochemistry
Pathology
Microbiology
Pharmacology
Behavioral

MCQ (60 items)
Essay questions
NBME Part 1

Pathology
Oral in 1985
Oral in 1987
NBME Part 2
Oral (problem

solving)
In 1985
In 1987

1 case
Length 

reasoning
Use scientific

concepts
6 cases

Accuracy
Length 

reasoning
Number of 

findings
Use scientific

concepts
Progress test

1
1

2
1

1

1

1
2
1
1
1
1
2
2

2
2
2

2

1

=
�0.434

�1.293
−8.291

−2.211
�5.251
−
+
+
+
−
−
−
+

+1.904
�0.044
−0.242
0.0
−0.667
−0.133

�0.071
�0.769
�0.7305

+0.883

+0.578
�0.768
+0.521

+0.762

+0.547

+1.241
=

p = .05

p = .001
p < .001
p < .001

n.s.
n.s.
n.s.
n.s.
n.s.
p < .05
n.s.
n.s.
p > .05
p < .0005
p = .40
p = .01
p = .97
p = .06
p = .73

p = .89
p = .04

p < .01

p < .1

p < .05

p < .005

p < .05

p < .001

Donner et al., 
1990

Doucet et al., 
1998

Eisenstaedt 
et al., 1990

Farquhar 
et al., 1986

Finch, 1999

Goodman 
et al., 1991

Hmelo et al.,
1997

Hmelo, 1998

Imbos & 
Verwijnen, 
1982
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APPENDIX (Continued)

Subjects Method of Level of 
Result

Study PBL/conv assessment assessment ES p value

63/138

170/331

60/142

Anatomy
(progress test)

NBME Part 1
Overall
Anatomy
Physiology
Biochemistry
Pathology
Microbiology
Pharmacology
Behavioral

Subject matter
part of “clerk-
ships exams”
(pretest)
Obstetrics
Pediatrics
Surgery
Medicine

FLEX weighted
average

NBME Part 1
in 1983
1984
1985
1986
1987
1988
1989
1990

NBME Part 2
in 1983
1984
1985
1986
1987
1988

Overall 3rd-year
Clerkship
in 1983
1984

1

1

1

1

1

2

3

Years 1
to 4:

Years 5
and 6:

+
−
+
+
−
−
+
+

−
−
−
−
+

−
−
−
−
−
−
−
−
−
+
−
−
+
+
+
+

/
−
−

=

+

n.s.
n.s.
p < .05
p < .05
n.s.
n.s.
n.s.
p < .004

n.s.
p < .01
n.s.
p < .05
n.s.

p < .0001
p < .05
p < .01
p < .1
n.s.
p < .1
n.s.
p < .05
p < .01
p < .01
n.s.
n.s.
p < .1
p < .1
n.s.
n.s.

n.s.
n.s.
n.s.

Imbos et al., 
1984

Jones et al., 
1984

Kaufman 
et al., 1989

(continued)
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APPENDIX (Continued)

Subjects Method of Level of 
Result

Study PBL/conv assessment assessment ES p value

22/20
22/20

1651/818

1651/818

167/508
144/447
103/313
60/61

60/61

1985
1986
1987
1988
1989

Clinical sub-
scores of clini-
cal rotations
in 1983
1984
1985
1986
1987
1988
1989

MCQ (100 items)
Clinical perfor-

mance
Short answer
Short answer
Essay questions

NMBE Part 1
NBME Part 2
NBME Part 3
NBME Part 1

Anatomy
Behavioral
Biochemistry
Microbiology
Pathology
Pharmacology
Physiology
Total

Free recall 
(preventive
medicine and
biochemistry)

Diagnostic and
clinical tasks
in 1989

1990

1
3

2
2
2

1
2
3
1

1

1

−
+
+
+
+

+
−
+
/
+
+
+
+
�0.24
�0.234

+
−0.15
+0.15
0.00
�7.908
�0.046
�0.307

−0.257
+0.455
−0.138
+0.323
+0.029
−0.037
−0.159
�0.01

=

No differ-
ence

n.s.
n.s.
n.s.
n.s.
n.s.

signif.
n.s.
n.s.
n.s.
n.s.
p < .1
n.s.
n.s.
p = .479
p = .2265

p < .001
p < .00003
p < .00003

p < .0001
p = .29
p < .001

p = .16
p = .01
p = .50
p = .10
p = .89
p = .71
p = .43
p = .96

Lewis & 
Tamblyn,
1987

Martenson 
et al., 1985

Mennin et al., 
1993

Moore et al., 
1994
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APPENDIX (Continued)

Subjects Method of Level of 
Result

Study PBL/conv assessment assessment ES p value

15/82
15/76
16/81

12/12
12/12
12/12
88/364

88/364

41/78

39/71
43/70

45/243
47/242

45/240
44/243

Subjects 2nd year
NBME Part 1
NBME Part 1
NBME Part 1
First-try pass rate

Exam Medical
Council of
Canada

Canadian spe-
cialty board
examinations

1 case

Clinical rating
scale:

(1) Amount of
factual knowl-
edge

Clinical rating
scale:

(1) Take history
and perform
physical;

(2) Derive differ-
ential diag-
nosis;

(3) Organize and
express infor-
mation.

NBME Medicine
Shelf Test 
(Part 2)

Rating 
(supervisors)

Rating (nurses)
Rating (self)

MCQ
MCQ

MEQ1
MEQ2

1

1

1
2

1

2

2

2

2

3
3
3

1

3

+
+
+

−

+
−
−
−

�0.5

+0.426

+0.425

+0.462

+0.390

�0.3375
+0.073

+0.257
−0.446
+0.525
�0.112
−0.716
−0.476
�0.596

−0.066
+1.017
�0.4755

/
/
/

p = .0001

p = .002

p = .0005

p = .004

p = .80

p = .21
p = .09
p = .05

p < .001
p < .01

n.s.
p < .001

Morgan, 1977

Neufeld & 
Sibley,
1989

Patel et al.,
1991

Richards 
et al., 1996

Santos-
Gomez 
et al., 1990

Saunders 
et al., 1990

(continued)
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APPENDIX (Continued)

Subjects Method of Level of 
Result

Study PBL/conv assessment assessment ES p value

Schmidt 
et al., 1996

Schuwirth 
et al., 1999

Schwartz 
et al., 1997

Son & Van 
Sickle,
2000

Tans et al.,
1986

Van Hessen & 
Verwijnen, 
1990

Verhoeven 
et al., 1998

Total =
612

30/32
30/30
30/30
29/30
27/30
32/25

72/68

72/80

74/45

6/5
/179

190/124
146/104
135/87
188/151
144/140
135/122

30 cases

60 short cases

MCQ Test 1
MCQ Test 2
MCQ Test 3
MCQ Final exam

Standardized
patient 
simulation

MEQ
NBME II

Surgery 
subsection

Knowledge
acquisition

Instrument:
16 MCQ
8 correct/

incorrect
1 short answer

Knowledge struc-
ture instrument:
modified order
tree technique

MCQ (60 items)

Free-recall test
Progress test

Progress tests

2

3

1

3
3
2

1

2

1

2
1

1

�0.310

�0.06
�0.25
�0.114
�0.238
�0.732
�1.254
−
/
−
/

+
+
/

+

�0.381

�0.384

�2.583

�2.171
−

�0.203
�0.211
�0.288
�0.193
�0.037
�0.385

/

p < .01
p < .001

/
/
n.s.

sign.

p = .05

p = .05

p = .0013

p < .005
p < .05

n.s.
n.s.
n.s.
n.s.
n.s.
p < .01
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APPENDIX (Continued)

Subjects Method of Level of 
Result

Study PBL/conv assessment assessment ES p value

Verwijnen 
et al., 1990

266/1253

471/894

565/1234

565/167

MCQ 
(64 questions)

MCQ 
(70 questions)

MCQ 
(64 questions)

MCQ 
(264 questions)

1 −

−

/

Note. Effect sizes in bold refer to results from hypothesis tests with independent samples
that are coded as if they were independent events. Study outcomes resulting from the
same sample are aggregated within the separate categories of the influencing variable
(level of assessment) and are also marked in bold. Subjects PBL/conv = number of sub-
jects in the problem-based learning condition / number of subjects in the conventional
instruction condition; ES = effect size; MCQ = multiple-choice questions; NBME =
National Board of Medical Examiners; n.s. = not significant; sign. = significant; USMLE
= United Nations Medical Licensing Examination; FLEX = Federated Licensing Exam-
ination; MEQ = modified essay question. The sign of the ES indicates whether the PBL
result is greater (+) or smaller (−) than the result for conventional instruction conditions.
If it was not possible to compute an ES, then only the sign of the results is given. A slash
(/) indicates that no effect was found.
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