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Abstract- Enhanced Just-in-Time (E-JIT) is a new one-way 

resource reservation protocol for optical burst switching (OBS) 
networks. This paper investigates the effect of control packet 
(setup message) processing time and optical switch configuration 
time on the performance of OBS mesh networks for E-JIT 
protocol. A performance assessment of E-JIT is presented in 
comparison with Just-in-Time (JIT) protocol for the following 
mesh optical burst switching networks: degree-three and degree-
four chordal rings, Mesh-torus, NSFNET, ARPANET, and the 
European Optical Network (EON). Among those topologies, for 
topologies with nodal degree around three D3T(1,19,7) leads to 
the best performance, while the worst performance is observed 
for ARPANET. For network topologies with nodal degree 
around four, D4T(1,19,3,9) leads to the best performance and the 
worst is presented by EON. It was shown that the network 
performance is almost independent of the optical switch 
configuration time for values smaller than 0.1ms. It was shown 
that the burst loss probability increases with the increase of the 
control packet processing time and it was observed that E-JIT 
may lead to a better performance than JIT. 

 
Index Terms—Computer network performance, Optical 
burst switching, Resource reservation protocols 
 

I. INTRODUCTION 

 
Optical burst switching (OBS) [1-5] appears as a feasible 

solution to overcome technical limitations of optical packet 
switching, namely the lack of optical random access 
memory and the problems with synchronization. OBS is a 
technical compromise between wavelength routing (optical 
circuit switching) and optical packet switching, since it does 
not require optical buffering or packet-level processing as in 
optical packet switching and it is more efficient than circuit 
switching if the traffic volume does not require a full 
wavelength channel. 

In OBS networks, incoming IP (Internet Protocol) packets 
are assembled into basic units, referred to as data bursts. 
These bursts are transmitted over the optical core network 
after a burst header packet, with a delay of some offset time. 
Each burst header packet is transmitted in a specific 
channel, and contains routing and scheduling information 

and is processed at the electronic level, before the arrival of 
the corresponding data burst. The burst offset is the interval 
of time, at the source node, between the transmission of the 
first bit of the setup message and the transmission of the 
first bit of the data burst. 

In order to transmit a burst over the OBS network, a 
resource reservation protocol must be implemented to 
allocate resources and configure optical switches for that 
burst at each node [6]. This paper assumes that a resource 
reservation protocol implements signaling and scheduling 
tasks at each node. Several optical burst switching 
mechanisms were proposed in the literature, such as Just-in-
Time (JIT) [3], JumpStart [4],[5], JIT+ [7],[8], Just-Enough-
Time (JET) [1] and Horizon [2]. Therefore, after studied 
these protocols, a new resource reservation protocol, called 
Enhanced Just-in-Time (E-JIT), was proposed in [9]. 

The proposal of E-JIT is based on the relative 
performance evaluation of JIT, JumpStart, JIT+, JET, and 
Horizon resource reservation protocols (presented in [10-
14]) and its relative complexity (where JIT is the simplest to 
implement). E-JIT improves and optimizes the JIT protocol, 
keeping all the advantages of its simplicity in terms of 
implementation. Optimization is achieved by the 
improvement of data channel scheduling. The period of time 
in which data channel remains in “reserved” status is 
reduced, and it results in the optimization of the channel 
utilization and potentially reduce the burst loss probability. 

E-JIT assumes an out-of-band signaling and the signaling 
channel is best-effort link by link. It implements the same 
resource reservation protocol functions that usually are used 
in one-way OBS reservation protocols such as it is described 
for JumpStart [4],[5],[15]. E-JIT protocol uses estimate (or 
implicit) release to set free the switch fabric resources. The 
setup message carries the information of burst length and 
burst offset length, allowing each node to predict the latest 
time the resources are no longer assigned to a burst 
transmission. Under E-JIT, an output data channel is 
reserved for a burst immediately after the arrival of the 
corresponding setup message, if (i) this data channel is free 
or (ii) if it is reserved, the end time of the last switched burst 



is smaller than the actual time to process the setup message 
(≤TSetup). If a channel cannot be reserved immediately, 
then the setup message is rejected and the corresponding 
burst is lost. In [9], a detailed description of E-JIT is 
provided. 

As E-JIT is a JIT based protocol, this paper studies the 
influence of control packet (setup message) processing time 
and optical switch configuration time on the performance of 
OBS mesh networks with E-JIT protocol in comparison with 
JIT. The importance and the motivation for this study is that 
E-JIT accepts new bursts when a data channel is reserved 
and the end time of the last switched burst is smaller than 
the actual time to process the setup message (≤TSetup). 
Concerning the optical switch (cross-connect - OXC) 
configuration time (TOXC), we aim to evaluate its influence 
on the performance of E-JIT because this protocol uses 
immediate resources reservation, where the OXC is 
configured immediately after the processing of the 
corresponding setup message. 

JIT resource reservation protocol was proposed by Wei 
and McFarland [3]. Under JIT, an output channel is reserved 
for a burst immediately after the arrival of the corresponding 
setup message. If a channel cannot be reserved immediately, 
then the setup message is rejected and the corresponding 
burst is lost. JIT uses explicit releases to set free the switch 
resources. This message is sent either by the source node or 
the destination node, to tear down all switches along the 
path on an existing connection trail. Whenever any network 
element detects a setup failure, it sends a release message to 
all network elements along the path to the source node. 

The remainder of this paper is organized as follows. In 
section II, we present an overview of the main OBS 
parameters under study in this paper. In section III, we 
describe the model of the OBS network analyzed and the 
corresponding simulation parameters. Section IV discusses 
performance evaluation of E-JIT in comparison with JIT for 
OBS networks with mesh topologies, and main conclusions 
are presented in section V. 

 

II. CONTROL PACKET PROCESSING TIME AND OPTICAL 
SWITCH CONFIGURATION TIME IN OBS NETWORKS 

 
In this section, control packet (setup message) processing 

time (TSetup) and optical switch (cross-connect - OXC) 
configuration time (TOXC) are described. 

The setup message processing time (TSetup(X)) represents 
the amount of time that is needed to process the setup 
message in an OBS node according to a format defined by 
the resource reservation protocol X; X can be JIT or E-JIT. 
The time is not necessarily the same for both protocols, but 
it is assumed that it is equal in every node in the network 
because all of them use the same protocol. In this study, 
taking into account that E-JIT is a JIT based protocol, we 
assume the same value of TSetup for both protocols. 

The TOXC is the time an OXC needs to configure its 
switch fabric to establish a connection between an input port 

and an output port. This may also be viewed as the time the 
OXC takes, after interpreting the command in the setup 
message, to position correctly the micro-mirrors (micro-
electro-mechanical systems - MEMS - switch [16]) in the 
matrix to switch a burst. 

This paper evaluates the changing of TSetup in function of 
the variation of TOXC according to a linear interpolation. 
Therefore, the value of TSetup for JIT and E-JIT protocols, 
where X is the correspondent resource reservation protocol 
is given by: 
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Another analysis considered in the paper assumes that the 
change of TOXC is a function of the variation of TSetup. It is 
obtained solving (1) regarding TOXC. Therefore, the value 
of TOXC for JIT and E-JIT protocols, where X is the 
correspondent resource reservation protocol is given by: 
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III. NETWORK MODEL 

 
This paper evaluates the performance of E-JIT in 

comparison with JIT, considering OBS networks with the 
following mesh topologies: degree-three and degree-four 
chordal rings, mesh-torus with 16 and 20 nodes, the 
NSFNET with 14-node and 21 links [17], the NSFNET with 
16 nodes and 25 links [18], the ARPANET with 20 nodes 
and 32 links [17],[19], and the European Optical Network 
(EON) with 19 nodes and 37 links [20]. These topologies 
have the following nodal degree: degree-three chordal ring: 
3.0 degree-four chordal ring: 4.0; mesh-torus: 4.0; NSFNET 
with 14-node and 21 links: 3.0; the NSFNET with 16 nodes 
and 25 links: 3.125; the ARPANET with 20 nodes and 32 
links: 3.2; and the EON: 3.89. We calculated the nodal 
degree for each topology because the network topologies 
with high nodal degree do not have better performance, as 
we will see later in the next section. 

Chordal rings are a well-known family of regular degree 
three topologies proposed by Arden and Lee in the early 
eighties for interconnection of multi-computer systems [21]. 
A chordal ring is basically a bi-directional ring network, in 
which each node has an additional bi-directional link, called 
a chord. The number of nodes in a chordal ring is assumed 
to be even, and nodes are indexed as 0, 1, 2, …, N-1 around 
the N-node ring. It is also assumed that each odd-numbered 
node i (i=1, 3,…,N-1) is connected to a node (i+w)mod N, 
where w is the chord length, which is assumed to be a 
positive odd, and N the number of nodes.  

In [22], a general topology for a given nodal degree was 
introduced. It is assumed that a topology with a nodal 
degree of n (with n chords), where n is a positive integer. It 
is also assumed that each odd-numbered node i (i=1,3,…,N-
1) is connected to the nodes (i+w1)mod N, (i+w2)mod N, 



…, (i+wn)mod N, where the chord lengths, w1, w2, … wn 
are assumed to be positive odds, with w1≤N-1, w2≤N-1, …, 
wn≤N-1, and wi≠wj, ∀i≠j ∧ 1≤i,j≤n. Now, a new notation is 
presented: a general degree n topology is represented by 
DnT(w1, w2,…,wn). In this new notation, a chordal ring 
family with three connections per node (nodal degree-three) 
and a chord length of w3 is represented by D3T(1,N-1,w3), a 
bi-directional ring is represented by D2T(1,N-1), and a 
degree-four chordal ring with two chord lengths w is 
represented by D4T(1,N-1,w3,w4). 

A major concern in OBS networks is resource contention 
resolution that leads to burst loss. The two main sources of 
burst loss are related with the contention on the outgoing 
data burst channels and on the outgoing control channel. In 
this paper, we consider bufferless networks and we 
concentrate on the loss of data bursts in OBS networks. 

We assume that each OBS node supports F+1 channels 
per unidirectional link in each direction, considering one 
channel for signaling (that carries setup messages) and the 
other F channels carry data bursts. As above-mentioned, it is 
assumed that each OBS node requires [8]: i) an amount of 
time, TOXC, to configure the switch fabric of the OXC in 
order to set up a connection from an input port to an output 
port, and requires ii) an amount of time, TSetup(X) to 
process the setup message for the resource reservation 
protocol X, where X can be JIT and E-JIT. The offset value 
of a burst under protocol X is Toffset(X). 

In terms of setup message arrival process (and in 
consequence data bursts), a Poisson point process with rate 
λ is assumed (where 1/λ is the mean duration of the burst 
interarrival time) and the burst length follows an exponential 
distribution with an average burst length of 1/µ. Therefore, 
in the simulation tool, taking into account the average of 
burst length distribution (1/µ) and the setup message arrival 
rate λ, the burst generation ratio is represented by λ/µ. It is 
also assumed that bursts are sent uniformly to every core 
node in the network, with the exception that a core node 
cannot send messages to itself and, one core node may 
generate, at the most, one message per time-slot or time 
period. Edge nodes are responsible for the burst generation 
process, i.e., neither the ingress core node nor any other core 
node creates or processes bursts. 

Concerning the number of wavelength converters in each 
OBS node, it is assumed that each OBS node supports full-
optical wavelength conversion. For simulation effects, the 
number of edge nodes connected to each core node is 
uniformly distributed, each core connecting 64 edge nodes. 
Between core nodes it is assumed that the geographical size 
is large so the typical link delays are in the order of 10ms 
[23] and the value of the edge to core node propagation 
delay is small, i.e., 0.5µs. 

In the simulation, to select a free channel for an incoming 
burst (with equal probability), for the two resource reservation 
protocols, the random wavelength assignment policy is used 
[24]. 

For current available technology, using the existing 

Micro-Electro-Mechanical Systems (MEMS) switches [16], 
the time to configure the OXC is TOXC=10ms, and the time 
to process the setup messages using JITPAC controllers [25] 
is TSetup(JIT)= TSetup(E-JIT)=12.5µs. 

Details about the simulator used to produce results can be 
found in [26]. 

 

IV. PERFORMANCE EVALUATION 

 
This section presents a study of the effect of the setup 

message processing time (TSetup) and the optical  
cross-connect (OXC) configuration time (TOXC) on the 
performance of OBS networks with degree-three and  
degree-four chordal rings, mesh-torus (with N=16 and 
N=25), the NSFNET (with N=14 and N=16), the 
ARPANET, and the EON for E-JIT and JIT protocols. The 
topologies with smallest diameter selected for degree-three 
chordal rings is D3T(1,19,7) and for degree-four chordal 
rings is D4T(1,19,3,9). 
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Fig. 1. Burst loss probability, as a function of OXC configuration time 

in the last hop of NSFNET (N=14), NSFNET (N=16), ARPANET (N=20), 
and D3T(1,19,7) (N=20) for JIT and E-JIT; F=64; λ/µ=32; 
TSetup(JIT)=TSetup(E-JIT)=12.5µs. 

 
Figure 1 shows the burst loss probability as a function of 

OXC configuration time in the last hop of NSFNET (with 
N=14 and N=16), ARPANET, and D3T(1,19,7) for F=64 
and λ/µ=32. In this figure, a fixed value of TSetup time is 
defined for JIT and E-JIT taking into account the current 
available technology (JITPAC controllers [25]). TOXC is 
assumed to range from the value estimated for a near future 
scenario (TOXC=20µs) up to ten times the value defined for 
currently available technology, i.e. 
TOXC=10*10ms=100ms. As may be seen, degree-three 
chordal ring topology has better performance than other 
networks, mainly, for TOXC≤10ms. It may also be observed 
that for TOXC≤1ms, the performance of the two protocols is 
more or less constant. However it is possible to conclude 
that despite the improvement and development of new 
technologies, the network performance does not present 
enhancement, and TOXC (for values less than 1ms) does not 
influence the performance of those networks. Although 



ARPANET have the great nodal degree (more connections 
per node), it presents the worst performance. It is a very 
important result because it expresses the importance of the 
way of connection between nodes in the design of network 
topologies. E-JIT performs slightly better than JIT in every 
network topologies. 

Figure 2 confirms observations made for Figure 1 as it 
illustrates burst loss probability as a function of OXC 
configuration time in the last hop of NSFNET (with N=14 
and N=16), ARPANET, and D3T(1,19,7) for JIT and E-JIT 
protocols, with F=64 and λ/µ=32. TSetup is assumed to 
change with TOXC, according to (1) for both protocols. This 
figure shows that the performance of NSFNET with N=14 is 
close to the performance of the chordal ring. For values of 
TOXC less than 10ms, the best performance of E-JIT is 
more significant. 
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Fig. 2. Burst loss probability as a function of OXC configuration time in 

the last hop of NSFNET (N=14), NSFNET (N=16), ARPANET (N=20), 
and D3T(1,19,7) (N=20) for JIT and E-JIT; F=64; λ/µ=32; with changing 
TSetup according to (1) for each protocol. 

Figure 3 plots burst loss probability as a function of setup 
message processing time in the last hop of the same network 
topologies shown above in Figures 1 and 2 for JIT and E-
JIT protocols, with F=64 and λ/µ=32. TSetup assumes the 
value ranging between 1µs and 12.5µs, considering 5µs and 
10µs as intermediate times. TOXC is assumed to change 
with TSetup, being computed according to (2). As may be 
seen, for values of TSetup between the first and last value 
considered, the burst loss probability increases more than 
one order of magnitude for NSFNET with N=16 and chordal 
ring. When the value of TSetup increases, the correspondent 
burst loss probability also increase. 
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Fig. 3. Burst loss probability versus TSetup in the last hop of NSFNET 

(N=14), NSFNET (N=16), ARPANET (N=20), and D3T(1,19,7) (N=20) for 
JIT and E-JIT; F=64; λ/µ=32, with changing TOXC according to (2) for 
each protocol. 

 
Next figures (Figures 4, 5, and 6) illustrate the same 

network conditions as previous Figures 1, 2, and 3 for 
network topologies with nodal degree around four, changing 
the value of λ/µ to 44.8. Network topologies under study are 
mesh-torus (with N=16 and N=25), EON, and the degree-
four chordal ring D4T(1,19,3,9). As may be seen in Figures 
4 and 5 the degree-four chordal ring has the best 
performance and the worst is presented by EON. Mesh-torus 
presents a similar performance for both number of nodes 
considered. This result is explained by the same nodal 
degree (four) and the same way of connections between 
their nodes. For values of TOXC less than 1ms, the 
performance of each network does not improve. This 
observation confirms previous results where the 
performance of the networks is independent of the change of 
the TOXC. Additionally, it may also be observed that the 
relative performance of the both resource reservation 
protocols is a little similar, being E-JIT better than JIT. 
However, the best performance of E-JIT is more evident for 
degree-four chordal ring when TOXC≤10ms. These results 
are confirmed in Figure 6. As may be seen in Figure 6, when 
the performance of these protocols is better (for 
D4T(1,19,3,9)), the better performance of E-JIT in 
comparison with JIT is clearly evident. 
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Fig. 4. Burst loss probability as a function of OXC configuration time in 

the last hop of D4T(1,19,3,9) (N=20), Mesh-torus (N=16), Mesh-Torus 
(N=25), and EON (N=20) for JIT and E-JIT; F=64; λ/µ=44.8; 
TSetup(JIT)=TSetup(E-JIT)= 12.5µs. 
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Fig. 5 Burst loss probability as a function of OXC configuration time in 

the last hop of D4T(1,19,3,9) (N=20), Mesh-torus (N=16), Mesh-Torus 
(N=25), and EON (N=19) for JIT and E-JIT; F=64; λ/µ=44.8; with 
changing TSetup according to (1) for each protocol. 
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Fig. 6 Burst loss probability versus TSetup in the last hop of 

D4T(1,19,3,9) (N=20), Mesh-torus (N=16), Mesh-Torus (N=25), and EON 
(N=19) for JIT and E-JIT; F=64; λ/µ=44.8, with changing TOXC according 
to (2) for each protocol. 
 

V. CONCLUSION 

In this paper, we presented an analysis of the influence of 
setup message processing time and optical switch 
configuration time on the performance of OBS mesh 
networks for E-JIT protocol in comparison with JIT. In this 
study, the following mesh topologies were considered: 
chordal rings, Mesh-torus, NSFNET, ARPANET, EON. It 
was shown that the network performance is almost 
independent of the optical switch configuration time when 
this time is smaller than 0.1ms. It was also shown that setup 
message processing time does not have a significant impact 
on the network performance. It was shown that when the 
value of TSetup increases, the correspondent burst loss 
probability also increase, being the performance of E-JIT 
better than JIT, mainly when burst loss probability is smaller. 
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