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Abstract

This paper studies optimal bandwidth and power allocatiora icognitive radio network where
multiple secondary users (SUs) share the licensed spectramprimary user (PU) under fading channels
using the frequency division multiple access scheme. The egodic capacity of all the SUs is taken
as the performance metric of the network. Besides all coatluins of the peak/average transmit power
constraints at the SUs and the peak/average interferengerpmnstraint imposed by the PU, total
bandwidth constraint of the licensed spectrum is also takEnaccount. Optimal bandwidth allocation
is derived in closed-form for any given power allocationeTtructures of optimal power allocations are
also derived under all possible combinations of the aforgineed power constraints. These structures
indicate the possible numbers of users that transmit aterongower but below their corresponding
peak powers, and show that other users do not transmit csrhidiat their corresponding peak power.

Based on these structures, efficient algorithms are degdlégr finding the optimal power allocations.
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I. INTRODUCTION

Cognitive radio is a promising technology for improving spam utilization in wireless
communications systems|[1]. A secondary user (SU) in a ¢twgniadio network is allowed to
access the licensed spectrum allocated to a primary useif(Bg spectrum is not utilized by the
PU. Such a spectrum sharing strategy, which is referred gpastrum overlayr opportunistic
spectrum acces§OSA) [2], requires correct detection of spectrum oppdties by the SU.
Existing works on spectrum overlay have mainly studied spet sensing and access policies
at the medium access control (MAC) layer [3]¢ [6]. An alteiva strategy, which is known as
spectrum underlay/]— [12], enables the PU and the SU to transmit simultankppsovided
that the received interference power by the PU is below acptexd threshold level. A number
of works have recently studied information theoretic Igrfior resource allocation in the context
of spectrum underlay.

In [13], the optimal power allocation which aims at maximigithe ergodic capacity achieved
by an SU is derived for various channel fading models sulifg¢he peak interference power
(PIP) constraint or average interference power (AIP) camst imposed by a PU. In_[14],
the authors derive the optimal power allocation for the digaapacity, outage capacity, and
minimume-rate capacity of an SU under both the PIP and AIP tcaimss from a PU. The ergodic
capacity, delay-limited capacity, and outage capacityroB8 is studied in [15] under different
combinations of the peak transmit power (PTP) constrainav@rage transmit power (ATP)
constraint at the SU and the PIP constraint or AIP constrfioth a PU. However, all the
papers mentioned above consider the setup of a single SUmbise recent work/[16] studies
a cognitive radio network of multiple SUs under multiple @s€ channel and broadcast channel
models, where the optimal power allocation is derived toi@@hthe maximum sum ergodic
capacity of the SUs subject to various mixed transmit andriatence power constraints. The
optimality conditions for the dynamic time division muli&access scheme are also derived.

In this paper, we focus on a cognitive radio network wheretiplel SUs share the licensed
spectrum of a PU using the frequency division multiple as¢E®MA) scheme. The sum ergodic
capacity of the SUs, which is a relevant network performanetric for delay-tolerant traffics, is
studied. Besides the transmit power constraints at the 8dghe interference power constraint

imposed by the PU, which are also considered_ in [13]* [16].ae® take into account the total

June 29, 2010 DRAFT



bandwidth constraint of the shared spectrum. Such studyoisvated by the fact observed for
a number of different applications that joint bandwidth graver allocation can significantly

improve the performance of systems with limited both indiaal (power) and public (bandwidth)

resources|[17]—- [23]. Thus, in this paper, instead of cotwaal fixed and equal bandwidth

allocation used in FDMA, we investigate dynamic and uneceidwidth allocation, where

the bandwidth allocation varies for different SUs at difier channel fading states. Moreover,
different from the existing works [13]4 [16], all combinatis of the transmit power constraints
and the interference power constraints are consideretlidimg both PTP and ATP constraints
combined with both PIP and AIP constraints.

We first derive the optimal bandwidth allocation for any giygwer allocation in any channel
fading state, which results in equivalent problems thaty anVolve power allocation. Using
the convexity of the resultant power allocation problems, apply dual decomposition which
transforms these problems into equivalent dual problenngreveach dual function involves a
power allocation subproblem associated with a specific mblaiading state. The dual problems
can be solved using standard subgradient algorithms. Ferptwer allocation subproblem
under all combinations of the power constraints, we derngedtructures of the optimal power
allocations. These structures indicate the possible ntesnbkeusers that transmit at nonzero
power but below their corresponding peak powers, and shawadther users do not transmit or
transmit at their corresponding peak power. Based on thegetwes, we develop algorithms
for finding the optimal power allocations in each channeirfgdstate.

The rest of the paper is organized as follows. Sedfibn Il sanmes the system model and
formulates corresponding sum ergodic capacity maxinonatiroblems. Section 1l derives the
optimal bandwidth allocation for the problems formulatadSectiori 1l subject to the bandwidth
constraint. Sectioi_IV obtains the optimal power allocagidrom the resultant problems in
SectionIl under all combinations of the transmit power stoaints and interference power
constraints. Numerical results for the maximum sum ergedjacity under different combina-
tions of the power constraints and the bandwidth consteimtshown in SectionlV. SectignlVI

concludes the paper.
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II. SYSTEM MODEL

Consider a cognitive radio network &f SUs and one PU. The PU occupies a spectrum of
bandwidthl¥ for its transmission, while the same spectrum is shared &ysths. The spectrum
is assumed to be divided into distinct and nonoverlappingfflding channels with different
bandwidth, so that the SUs share the spectrum through FDMevaal interferences with each
other. The channel power gains betweenheSU transmitter (SU-Tx) and thigh SU receiver
(SU-Rx) and between théh SU-Tx and the PU receiver (PU-Rx) are denotedibyand g;,
respectively. The channel power gains, i@.= [g1 g --- gy] andh = [hy hy --- hy], are
assumed to be drawn from an ergodic and stationary vectdomarprocess. We further assume
that full channel state information (CSI), i.e., the joimbpability density function (PDF) of the

lﬁlSThe

noise at each SU-Rx plus the interference from the PU tratem{PU-Tx) is assumed to be
additive white Gaussian noise (AWGN) with unit power spaicttensity (PSD).

We denote the transmit power of thiln SU-Tx and the channel bandwidth allocated to the

channel power gains and the instantaneous channel powes, gae known at the S

ith SU-Tx asp;(g, h) andw;(h, g), respectively, for the instantaneous channel power ggins

and h. Then the total bandwidth constraint can be expressed as

N
> wi(h,g) <W, ¥ h,g. (1)

=1
The PTP constraints are given by

where P"* denotes the maximum peak transmit power of #teSU-Tx. The PIP constraint is

given by

N
Zgzpz(h’vg) S ka7 \V/ h7g (3)
i=1

where QP* denotes the maximum peak interference power allowed at thé® The ATP
constraints are given by
E{pi(h.g)} < P, Vi (4)

INote that the full CSI assumption is typical in the contexicofnitive radio and is also made in other works sucH as [13]-

[16]. Indeed, under this assumption we aim at investigatireginformation-theoretic limits on the sum ergodic capaci
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where the expectation is taken overand g, and P/¥ denotes the maximum average transmit
power of theith SU-Tx. The AIP constraint is given by

N
E {Zgz-pxh,g)} <Q™ (5)
=1
where @ denotes the maximum average interference power allowdueaPty-Rx.

The objective is to maximize the sum ergodic capacity of thks,Svhich can be written as

a hipi(h, g)
max E w;(h,g)log [ 1+ —~222 6
{wi(h.g),pi(h.g)}eF {; (hg)log ( w;(h, g) )} ©)

whereF is a feasible set specified by the bandwidth constraimtsr(d)eaparticular combination
of the transmit power constrain{€?), (4)} and the interference power constraifi(8), (5)}. Note
that the constraints on nonnegativity of the bandwidth aomgy allocations, i.eaw;(h,g) > 0
andp;(h,g) > 0, Vi, h, g, are natural and, thus, omitted through out the paper forityre

It can be shown that the objective function of the problémn ig6roncave with respect to
{w;(h,g),pi(h,g)}, Vi, h,g. It can also be seen that the bandwidth and power consti@ts
(®) are linear and, thus, convex. Therefore, the sum ergmpecity maximization problenl(6)

under different combinations of the constraints ([I)—(5 isonvex optimization problem.

IIl. OPTIMAL BANDWIDTH ALLOCATION

Given that the power allocation(h, g), Vi, h, g, is fixed, the maximum sum ergodic capacity

can be expressed ag i(h,g)}, where fy(h, g) is given by

N
A . .
fo(h,g) = max 2 G (wi(h, g)) (7a)
N
st. > wi(h,g) <W (7b)
=1

(7c)

whereG;(w;(h, g)) = wi(h, g)log (1 + hip;(h, g)/wi(h, g)) is an increasing and concave func-
tion of w;(h, g). The problem[(7a)E(7b) is similar to the classical watdinfil power allocation
problem. Thus, the optimal solution of the problem]|(7@)}(fenoted by{w;(h,g)}, must

satisfy
09Gy(wi(h.g)) _ 9G;(w;(h.g)) Vi) ®
0wz(h, g) wi(h,g)=w!(h.,g) awj (h’7 g) wj(h,g)zw} (h.9) ’
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Since we have
9Gi(wi(h,g)) — log <1+hipi<hug)) _ hipi(h. g) —y (hipi(h>g>)
8’(1]@(’1/,9) wq(h,gFw](h,g) wl’(h,g) wz,<h7g>+thz<hvg) wz,(h'ag)
9)
whereY (z) £ log(1 + z) — z/(1 + z) is a monotonically increasing function, we can obtain
from (8) that

thz<hvg) _ hjpj(h7g> i .
g ~ wihg) 77 (10)

J
It follows from (7B) that at optimality we havgfil wi(h,g) = W. Furthermore, usind (10),

we can obtain that
Zizl hipi(h> g)
Substituting the optimalv;(k, g) given by [11) into[(6), we can equivalently rewrifg (6) as

max E{Wkg(b%zgﬁwﬂmgv} (12)

(11)

{pi(h,g)}eF’ |14
where F' is a feasible set specified only by a particular combinatibthe power constraints
{@), ), @), B)}. Therefore, the optimal power allocation obtained from pineblem [6) and
denoted by{p;(h,g)}, can also be obtained by solving the equivalent problem. (IBgn the
optimal bandwidth allocation obtained from the problém &6) denoted byw;(h,g)}, can be

found as

hip; (h, g)
Zi]\il hipi(h,g) .
V. OPTIMAL POWER ALLOCATION

wi(h.g) =W (13)

In this section, we study the optimal power allocation atedi from the problem(12) with
F' specified by different combinations of the power constgint

A. Peak transmit power with peak interference power coirsisa

Consider?’ = {the constraintd (2) andl(B)Then the optimal value of the problem{12) can
be expressed as{H(h, g)}, where f;(h, g) is given by

N
1 hipi(h, g)
h,g) = Wlog | 1 Lot : 14a
fi(h.g) Jnax Wlog ( + W (14a)
st.pi(h,g) < P, Vi (14b)
N
> gipi(h.g) < Q™. (14c)
=1
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For brevity, we drop the dependencefandg that specifies instantaneous channel power gains.
Also let {p:} denote the optimal solution of the problem (14&)={14cyolhtcingg; = g;p;, the

problem [(14h)(14c) can be equivalently rewritten as
N

h;
max y» —gq; 15a
{q:} ; g; 4 ( )
st.g < giP*, Vi (15b)
N
> g < Q. (15c)
=1

Let {¢;} denote the optimal solution of the problem_(158)={(15c) &ndss,-- -, sy) denote

a permutation of the SU indexes such that/gs, > hs,/gs, > -+ > hsy/gsy- It iS assumed
thath;/g; # h;/g;, Vi # j, sinceh;, g;, h;, andg, are drawn from a continuous-valued random
process. Then the following lemma is in order.

Lemma 1: There exists:, 1 < k < N, such thatg} = g, P**, Vi, 1 <i<k—-1,0<g; <
g5, PPE, and gt =0, Vi, k+1<i < N.

Proof: Let q;, >0 for some;j and letl < j for somel. First we prove thay; = gsng;’C by
contradiction. Ifg;, < gsng;’“, then we can always find\g > 0 and define a feasible solution
{q.,} of the problem[(I5a)=(Tba),, £ ¢;, — Aq, ¢}, = ¢, + Aq, ¢}, = 3, Vi, i # j,i # | such
that the objective function ir_(15a) achieves larger vatue{f;; } than for the optimal solution

{q’}, since we have

N N

| | he,
> i =Y hsf Gs, = (h— - —J) Agq > 0. (16)

i=1 gSi gsl gSj

Therefore, it contradicts the fact thég; } is the optimal solution of the problerh (154d)—(1L5c).
Letq;, < gssz’;k for somej and let! > j for somel. Using the result obtained above, it can
be proved also by contradiction thgt = 0. This completes the proof. O
Lemma 1 shows that for the optimal power allocation undercthestraints[(2) and {3), there
exists at most one user that transmits at nonzero power dow lits peak power, while any
other user either does not transmit or transmits at its peakep
Note that either the constraints (15b) or the constrdint¥fust be active at optimality.

Using the structure ofq} given in Lemma 1% can be found by Algorithm 1.
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Algorithm 1 Algorithm for finding £ in Lemma 1
Initialize: £k =1

while 3% | g, PP* < Q" andk < N — 1 do
k=Fk+1

end while

Output: k

Sincep;, = q: /gs,,» We obtain

PPk 1<i<k—1
Py, = 4 min{PP* (Q — 35 g, PP*) /g }, i=k (17)
0, k+1<i<N.

Note that for brevity, we say in this paper thai: , z; = 0 if n = 0 with a little abuse of

notation.

B. Average transmit power with average interference povegrstraints

Consider?’ = {the constraintd (4) andl(p) Then the dual function of the problem {12) can

be written as

N
LA} ) 2 E{fi(h, @)} + ) NP + pQ™ (18)

=1
where{\;|1 <i < N} andy are the nonnegative dual variables associated with thespond-

ing constraints in[{(4) and5) anfi(k, g) is given by

{ri(h

hipi(h
fi(h.g) £ max Wlog <1+Z“ pilh.g ) Z%pmg (19)

with v; = \; + pg;. Let {p;} denote the optimal solution of the problem](19), where wepdro
the dependence oh and g for brevity. Also let F'({p;}) denote the objective function if_([19).
If pf > 0 for somet, the following must hold

OF({pi})
Ip;

hi
= N »
=ty L+ > izt hipi /W
Then the following lemma is of interest.

-7 =0. (20)

Lemma 2: If h; < ~; for some:, thenp; = 0.
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Proof: If pj =0, Vj, thenp; = 0. If p} # 0 for somej, it can be seen thaf (R0) can not be
satisfied sincé; < v,. Thus,p! = 0. O
If pf =0 for somes, the following must hold
OF({pi}) _ hi
i gy 1+ Sy bl /W
Then the next lemma is in order.

-7 < 0. (21)

Lemma 3: p; =0, Vi, if and only ifh; < ~;, Vi.

Proof: It can be seen from Lemma 2 that/if < ~;, Vi, thenp; = 0, Vi. Moreover, it can
be seen from[(21) that i = 0, Vi, thenh; < ~;, Vi. O

Let (s1,$92,---,sn) denote a permutation of the SU indexes such thaty,, > hs,/vs, >
-+ > hs\/7sy- Then we can also prove the following lemma.

Lemma 4: There exists at most oriesuch thatp; > 0. Moreover,k = s;.

Proof: We prove it by contradiction. It can be seen frdml(20) that;if> 0 andp} > 0 for
somei # j, the following must hold

== (22)

Since h;, i, h;, and~; are independent constants given in the problem (19), (22)nca be
satisfied. Lep; > 0 andp; = 0, Vi, i # k. Then it follows from [(20) and_(21) that the following
must hold

—2%,V¢7ék. (23)

Therefore, we must have = s;. O
Lemma 4 shows that for the optimal power allocation undercthestraints[(4) and {5), there
exists at most one user that transmits at nonzero powerewshy other user does not transmit.
Case 1: Consider the case when < v;, Vi. It follows from Lemma 3 thap; = 0, V.
Case 2: Consider the case whely < v; does not hold for someé Using Lemma 4, let
p; > 0andp; =0, Vi, i # k. Substituting{p;} into (20), we havep:, = W (1/v,, — 1/hs,).
Therefore, we obtain

W (1/ (Mg, + pgs,) — 1/hg,), i=1
yo o WO ) 1/ i o
0, 2<¢<N.
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10

C. Peak transmit power with average interference power tairgs
ConsiderF’ = {the constraintd (2) andl(p) Then the dual function of the problem {12) can
be written as
f3(n) = E{f3(h, g)} + Q™ (25)
wherey is the nonnegative dual variable associated with the canst{3), andf;(h, g) is given

by

' N Z,]il hipi(h, g) X

fs(h.g) = {pr_r(lg?)}Wlog 1+ % — 1> gipi(h.g) (26a)
(2 ’ Z:1
st.pi(h,g) < PP, Vi (26b)

Let {p;} denote the optimal solution of the problem (P6a)—(26b)raftepping the dependence
on h and g for brevity. The following cases are of interest.

Case 1: Consider the case whely < ug;, Vi. Since the problem (26a)—(26b) without the
constraints[(26b) has the same form as the problein (19)pand), Vi, satisfies the constraint
(26D), it can be seen from Lemma 3 th&t= 0, Vi.

Case 2: Consider the case whén < ug; does not hold for somé The problem[(26a)E(26b)

is equivalent to

Z 1 h qz/:ugz
max Wlog [ 1+ Z— ; 27a
e g ( Z qi (27a)

st.g < pgPr*, Vi (27D)

where ¢; = pgip;. Let {¢'} denote the optimal solution of the problefn (27&)={27b) and
(s1, 82, ,sy) denote a permutation of the SU indexes such thatigs, > hs,/ugs, > -+ >
hsy/1gsy- Then the following lemma is in order.

Lemma 5: There exists:, 1 < k < N, such thatg} = g, P?*, Vi, 1 <i<k—1,0<g; <
gs, P ,anqu—O Vi, k+1<i<N.

Proof: Consider the following intermediate problem
N

h:
max “qi (28a)
{a} < pg;
st.g < g PP, Vi (28b)
N
=0 (28c)
i=1
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11

where Q = Zf\il g; and it is unknown sinc€q;} is unknown. Let{q;} denote the optimal

solution of the problem(28a=(28c). {i}} # {q:}, we have> N | hiq/ug; > SoN | hiq? [ ug;
since{q;} is a feasible solution of the problem (28&)=(28c). Then weha

N N
22:1 qz//’l/g ) o W log (1 4 22—1 ql //’Lg

F({g}) - F({q}) =Wlog (1 + % v ) >0 (29)

whereF'({¢;}) denotes the objective function in the problém (27a)J(23bjce{q.} is a feasible
solution of the problem[(2TaJ=(2[7b), it contradicts thet fdwat {¢}} is the optimal solution of
the problem[(27a)E(2Yb). Therefore, it must be true gt = {¢'}.

It can be seen from the constraints (27b) that, ¢/ = >, ¢F = Q < 32V, g P’*. Then
the problem[(28a)E(28¢) is equivalent to the following peob

N

h:
max “qi (30a)
{a} < pg;
st.g < g PP, Vi (30b)
N
Y a<Q (30¢)
i=1

since the constraint (3Dc) is active at optimality. Therefdthe problem(27a)=(2I7b) is equivalent
to the problem[(30a)=(3Dc). Since the problém [30a)}(3s)milar to the probleni (15aj—(15c)
in Section_IV-A, we conclude thaflg’} has the same structure as that given in Lemma [

The result of Lemma 5 is similar to that of Lemma 1. Specificallshows that for the optimal
power allocation under the constrainis$ (2) and (5), theist®at most one user that transmits
at nonzero power and below its peak power, while any other eitleer does not transmit or
transmits at its peak power.

Using Lemma 5, ley?, = pug, PP*, Vi, 1 <i < k—1,0 < ¢i, < pg, PP*, andg;, =0, Vi,
k+1<i < N.Then we only need to finé andq; to determine{q;}.

Consider the case when< ¢;, < ugskaf, 1 <k < N. Then the following must be true

_ fisi/ 119 1=0  (31)

N
e =az, 1+ (21217#]@ hsiq;;/ugsi + hsquk /,Ugsk) /W

where

(32)

N *
Zi:l,i;ﬁk hsz‘qsi/:ugsi + hSquk /:ugs;C N "
W - Z qsi - QSk

i=1,i#k
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12

Substituting{q;, } into (31), we obtaing’, = W (1 — ugs,/hs,) — 1s, Soney hs, PP* /D, Since
¢; must satisfy0 < ¢}, < pg,, PP¥, it must be true that

k—1
h,, PPF < W < ) hs, PP". (33)
; ‘ Mgsk Z

Consider the case whepj, = ugSkPP’f 1 <k < N —1. Then the following must hold

0H (qs,) _ hey /195, 130 (34)
o Ngomas, 1+ (ZLM he @5,/ 1gs, + hs, @5,/ ugsk) /W
and
OH (gs, ) _ fsiir /G114 ~1<0. (35
Wi o,y =0z, ,, I (ZZ Vithit P @5 s +h5k+1qsk+1/ugsk+l) /W

Substituting{¢;} into (34) and [(3b), we obtain
ey i hy
w - ZthP5<W 1), 1<k<N-1. (36)
ugsk+1 ’ :ugsk
If ¢ = pgs, PP¥, k= N, then only [(3%) must be true and it follows that

ihsng’f<W(h —1), k= N. (37)
P [gs

Lemma 6: There exists only one set of values {qf } that satisfies only one of the necessary
conditions(31), (34) or (35).

Proof: It is equivalent to prove that there exists only anéhat satisfies only one of (B83),
38) or [37). LetL; £ >7_, h,,PP* and M; £ W (hy,/ugs, — 1) for brevity. Then it must be
true thatly < Ly < --- < Ly, My > My > --- > My and Ly < M;. It can be seen that if (87)
holds, i.e., ifL; < M;, Vi, 1 <i < N, then [38) and(36) do not hold.

If (87) does not hold, then these exists sudhat L; < M;, Vi, 1 <i <[l —1andL; > M;,
Vi, 1 < i < N. The following two cases should be considered. (iLlf; < M, < L;, (33)
holds fork = [. SinceL; < M;, Vi, 1 <i <1 —1, (33) does not hold fok < [ as well. Since
M; < M; < Ly < Lj_1, Vi, | +1 < i, (33) does not hold fok > [. SinceL; < L; ;1 < M;,1,
Vi, 1 <i<1[—2, (368) does not hold fok <[ — 1. Sincel,_; < M;, (36) does not hold also
for k =1 — 1. Moreover, sincel; < L;, Vi, | <1, (38) does not hold fok > [ — 1. Therefore,
only (33) holds for onlyk = [. (i) If M; < L,y < M;_;, (38) holds fork = — 1. Similar to
the case (i), it can be proved that only(36) holds for ohbs [ — 1. O
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13

Algorithm 2 Algorithm for finding £ in Lemma 5
Initialize: k=0, c=0

while ¢ = 0 do
k=k+1
if 300 B PPE < W (hy, /ngs, — 1) < S0, o, PPF then
c=1
end if
it {W (hoy,\ /1G5y, — 1) < o8 he, PPE < W (hy, /ugs, —1) andk < N — 1} or
(8 h, PP < W (hg, /ugs, — 1) andk = N} then
c=2
end if
end while
Output: &, ¢

Using Lemma 6, Algorithm 2 is developed to find the uniquén Lemma 5. Note thak
satisfies [(3B8) and (36) of (B7) if the output of Algorithih 2cis= 1 and ¢ = 2, respectively.

Sincep;, = q; /1gs,, whenc = 1, we obtain

Prr, 1<i<k-—1
s =9 W(/pgs, —1/hs) = S5 he PP [hy, i =k , I<i<N - (38)
0, k+1<i<N

and whenc = 2, we obtain

1< <
pi = % » 1<i<N. (39)

D. Average transmit power with peak interference power tramgs

ConsiderF’ = {the constraintd (3) andl(}¥)Then the dual function of the problem {12) can

be written as

fi{N}) 2 E{fi(h,g)} + Z AP (40)
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where {)\;|]1 < i < N} are the nonnegative dual variables associated with thesmonding
constraints[(4) and;(h, g) is given by

hipi(h
fi(h,g) = {pn(lag)}Wlog <1+ X p - > Z&pz (h.g) (41a)

N
S.t. Zgipi(h7g> < QM. (41b)

i=1
Let {p;} denote the optimal solution of the problem (¥1&a)-{41b) whte dependence di
andg is dropped for brevity. The following three cases are ofresé

Case 1:Consider the case when < )\;, Vi. Similar to Case 1 in Sectidn IVIC, it can be
seen from Lemma 3 that = 0, Vi.

Case 2:Consider the case when < \; does not hold for someé and the constraint (41b)
is inactive at optimality. Letsy, so, - -, siy) denote a permutation of the SU indexes such that
hsy /sy > hsy/Asy > -+ > hgy [/ Asy. Since the problem(4lla)—(41b) without the constraintf41b
has the same form as the problem](19), it can be seen from fa#yt = W(1/\,, — 1/hs,)
andp; =0, Vi, 2 <i < N, if it satisfies the constrainf (41Lb), LS, Gs:Ds, = 9 W(1/ g, —
1/hg,) < QP*.

Case 3:Consider the case whéen < \; does not hold for someand the constraint_(41b) is
active at optimality, i.e.g,, W (1/),, — 1/hs,) > QP*. The dual function of the problem (41a)—

(418) can be written ag/' (1) = fi” + uQP*, wherey is the nonnegative dual variable associated
with the constraintl(41b), and” is given by
" & maxWlog | 1+ ==L 2 Z’ 1 hap: Z AiDi — ,ngZp, (42)
{pi}

Let x* denote the optimal dual variable. Also 81 {p;}) denote the objective function in the

problem [(42). Ifp; > 0 for somes, the following must hold

OF ({pi hi %
—é{ 2 -~ A~ =0, (43)
Pi lpy=tmry 1+ 220 hapf /W
If pf =0 for somei, the following must hold
—é{p ) - ———— A1 <0, (44)
Pi lpay=tpry 1+ 200 hapi /W

Note that since the problerh (41d)—(#1b) is convex, the secgsonditions[(43) and (44) for

the optimal solution{p;} are also sufficient conditions.
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Lemma 7: There exists at most twp+ & such thatp; > 0 and pj, > 0.
Proof: We prove it by contradiction. It can be seen from](43) thagjif> 0, p; > 0, and
p; > 0 for somei # j, j # k, i # k, the following must hold
h; B h; B hy,
NioF g NF g A+ ptgr
Since h;, A, giy by, Aj, g4, ki, A, @nd g, are independent constants given in the problem
(413){(41b), and only:* is a variable,[(45) can not be satisfied. O
Lemma 7 shows that for the optimal power allocation undercthestraints[(3) and {4), there

(45)

exists at most two users that transmit at nonzero powergvanly other user does not transmit.
Then Case 3 can be further divided into the following two siges.
Case 3.1:Consider the subcase whgh> 0 andp} = 0, Vi # k. Since the constraint (4ILb) is
active at optimality, i.e.Y_~ | gipf = gip = QP*, we obtain thap; = Q"% /g,. Then substituting

{p:} into (43) we have
. 1 M
: g/ +QPF /W g
Note thatu* given in (46) must satisfy.* > 0. Substituting{p:} into (44), we can see that*

(46)

given in (46) also must satisfy

hi/gi )\i ..
* > _ 2y k. 47
W T Qg g T 47

Then Algorithm 3 can be used to firid Note that{p;} does not exist in Case 3.1 if the output

Algorithm 3 Algorithm for finding £ in Case 3.1

_ hsQP® AiQPk
k= argmaxy;y Wlog <1 + !h—W> T

o1 M
K 9k /hi+QPF /W Ik

if < maxy;p % — % or u* < 0 then
k=0

end if

Output: &

of Algorithm[3 isk = 0.
Case 3.2:Consider the subcase wheh > 0, p; > 0, j # k andp; =0, Vi,i # j,i # k. It

follows from (43) that
h; hi

= : 48
Aj g5 Ak gk (48)
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Therefore, we obtain that
N by = N/ By,

g/ — gi/h;
Note that;* given in (49) must satisfy,* > 0. Using [43) and the fact that the constralnt (41b)

is active at optimality, we have

*

(49)

hip; + hipl, = Why[(A; + p*g;) = W (50)
gip; + grpy, = Q°F.
Solving the system of equatioh_(50), we obtain
. Q"% g —a/hy . a/h;—Q"/g; (51)

b= 95/ 9k — hj/ e’ b= hi/hj — gr/g;
wherea £ Wh;/()\; + u*g;) — W. Note thatp; andp; given in [51) must satisfy; > 0 and
p; > 0. Substituting{p;} and n* into (44), we can see thgtand £ must satisfy
Aifhy = M/l Al hy = Ai/ha
gi/h = gi/h; — gi/hi — g;/hy
Then Algorithm 4 can be used to findand k. Note that{p} does not exist if the output of
Algorithm[4 isj = 0 andk = 0.

Vi, i ik (52)

E. Combinations of more than two power constraints

Consider?’ = {the constraintd (2)[{4), andl(Bpr 7 = {the constraintd (3)[{4), andl(B)

It can be shown that the corresponding dual functions of tlublpm [12) under these two
combinations of the power constraints have the same fornh@setin Subsectioris TViC and
IV-D] respectively. Therefore, optimal solutions can berfd similarly therein and, thus, are
omitted here.

ConsiderF’ = {the constraints (2)[{3), andl@yr 7' = {the constraints (2)[3), andl(p)
or 7' = {the constraintd (2)[{3)[(4), andl (5)It can be shown that the corresponding dual
functions of the problem(12) under the first two combinasiar the power constraints have
the same form as that under the third combination. Thergfeeeonly focus on the case
F' = {the constraints{2)[(3)[(4), and] {5)Then the dual function of the problem_{12) can be

written as

N
Fs(A ) 2 E{fi(h,g)} + D NP + pQ™ (53)

i=1
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Algorithm 4 Algorithm for finding ;7 and % in Case 3.2
Initialize: 7 = &

forj=1,---,N—1do

for k=5+1,---,N do

e _ Ai/hi=di/hy
Gr/hi—g;/h;

if 1 > 0 then

a=Wh;/(A +wg;) =W

ph= Qv fgk—a/hy s« _ a/h;—Q"*/g;
J g5/9k—hs/hi * Tk hi/hj—gi/9;

if p7 >0 andp; >0 then

I=7U{(k)}
vix = Wlog (1 n %) — \jpt = Mep}
end if
end if
end for

end for

(4, k) = argmaxy; ez} ViJ
X Jhy =i [
9r/he—gj/h;j

j=0,k=0
end if
Output: 7, k

Aj/hj-)xi/hi then

< Xk G, a5y

where{\;|1 <i < N} andy are the nonnegative dual variables associated with thespond-

ing constraints in[(4) and5) anftl(h, g) is given by

fi(h.g) 2 max Wlog <1+Zi21 hip ’(h’g)> =S A, g) 1Y gmilh.g) (54a)

{pi(h.g)} W pry i—1
N

s.t. Zgipi(hﬂ) < ka (54b)
=1

pi(h.g) < P, Vi, (54c)

Let {p;} denote the optimal solution of the problem (b4a)—(54c) whée dependence di

andg is dropped for brevity. The following cases are of interest.
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Case 1:Consider the case whén < \; + ug;, Vi. Similar to Case 1 in Subsections IV-C and
VD] it can be seen from Lemma 3 that = 0, Vi.

Case 2:Consider the case when < \; + uug; does not hold for somé and the constraint
(54B) is inactive at optimality. Since the problem_(54a¥dbwithout the constrainf (54b) has
the same form as the problein (26&8)=(26f);} can be found using Algorithmal 2 and (38) or
(39) if it satisfies the constraint_(54b).

Case 3:Consider the case when < \; + uug; does not hold for somé and the constraint
(B4D) is active at optimality. The dual function of the predol (54&)-£(54c) can be written as

7(B) £ f + BQP*, where 8 is the nonnegative dual variable associated with the cainstr

(54B8) andf!” is given by

N N
f/// A W1 ZZJ\;l thz _ . — M.
5 = max og |1+ —w g Yipi — E GiDi (55a)
i=1 1=1

{p:i}

s.t.p; < PP Vi (55b)

wherey; 2 \;+ug;. Let 3* denote the optimal dual variable afd{p;}) stands for the objective

function in the problem[(55a). lfb’f”‘C > pi > 0 for somei, the following must hold

OF ({pi h; i}
# = N " —% —p79:=0. (56)
Pi py=tpry 1+ 2 hapi /W
If pr = P"* for somei, the following must hold
% = N " —% — B9 > 0. (57)
Pi poy=to;y 1+ 2y hadf /W
Moreover, ifp; = 0 for somes, the following must hold
% = N " —vi— B9 <0. (58)
pi =ty L 2oimy i /W

Note that since the problerh_(84d)—(b4c) is convex, the sacgsonditions[(36)[ (57) and (58)
for the optimal solution{p}} are also sufficient conditions.

Lemma 8: There exists at most twoandk, j # k such thatPf”‘C >p; >0and P,fk > pp > 0.
Proof: We prove it by contradiction. It can be seen framl(56) thaPif' > p; > 0, P* >
p; >0, andP,fk > p; > 0 for some: # j, j # k, i # k, the following must be true

h; h; hy

= = ) (59)
Yi+ 8% v+ B9 v+ Bk
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Since hi, i, gi» hj, v, 95 bk, 7k @nd g are independent constants given in the problem
(544)(54k), and only* is a variable,[(59) can not be satisfied. O

Lemma 8 shows that for the optimal power allocation underdhestraints[(2),[(3),[{4) and
@), there exists at most two user that transmit at nonzewepand below their peak power,
while any other user either does not transmit or transmittsgieak power.

Then Case 3 can be further divided into the following two siges.

Case 3.1:Consider the subcase whét{* > p: > 0 andp: € {P"*,0}, Vi # k. Let N; and
N, denote the sets of SU indexes such that= P™*, Vi ¢ N7 andp! = 0, Vi € N. Since
the constraint[(54b) is active at optimality, i.657, g:pf = gpf + Ssen, 9P = QPF, we
obtainp; = (Q"* — 3", 9:PF*)/gx. Note thatp; given here must satisfyy* > p; > 0. Then
substituting{p;} into (56) we obtain

g — b/ gr Ok (60)

L (@ = iens 06PP) g1+ Sien, hiPPY) /W 9
Note that5* given by [60) must satisfy* > 0. Substituting{p:} into (54) we can see thait*

given by [60) must satisfy

B < hi/kg" n ~lvieN. (61)
1 (@ = Ciens 06P7) o1+ Siens PP ) W 9

Substituting{p;} into (58), we can see that* given in (60) also must satisfy

5> /kg -1 YieN,.  (62)
1+ (hk(Q”k = D ien: 9iPT) gk + 2 ien, MY ) /W i
Let SV, 8P ... . S*" denote all the subsets of the skf\{i} where\ denotes the set

difference operator. Then Algorithm 5 can be used to findV;, and \;. Note that{p;} does
not exist if the output of Algorithnal5 ig = 0.

Case 3.2:Consider the subcase whe?f* > p5 > 0, PP* > pi > 0 andp; € {P*,0},
Vi # j.k. Let N7 and A, denote the sets of SU indexes such that= P"*, vi € N; and
pi =0, Vi € Ny, respectively. It follows from[(56) that

h; hi

- . 63
vt B9 e+ Bk (63)

Therefore, we obtain that
« _ ilhg =/l (64)
9/ b — g;/h;
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Algorithm 5 Algorithm for finding k&, N, A} in Case 3.1
Initialize: 7 = &

for k=1,2,---,N do
for [ =1,2,---,2""1do
N =8V
Pr = (Q" =Y ien, 9P/ gn
if PP* > pr >0 then

Z=TU{l}
xS PPk
r =W log (1 4 Herit L W ) — WPk = Dien; WP
end if
end for

Up = MaX{er} I, = aArgmaxyezy 15
S;=38"
IT=0

end for

k = argmaxg; v;

Ny = S
No = N\WN1\{k}
B = hi/gk Mk

1+ (hi (P =S e, i PPF) 96+ D se s, hi/Pfk)/W I
H * * hi/gi _ i ;

* hi/gi =
k=0

end if

Output: k, N7, N

Note thats* given in (64) must satisfy3* > 0. Following (56) and the fact that the constraint

(540) is active at optimality, we have

hip’s + hiply = Whi /(v + B°g;) = W — 3 cns hi PP

(65)
gjp; + ngZ - ka - ZiE/\/l giPipk'
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Solving the system of equatioh _(65), we obtain

. a/gr—b/hg . b/hj—alg,
- e bhi—alg; 66
P 9i/ 9k — hj/hg Pr hi./h; — gk/g; (%)

wherea 2 Q¥F — 7. g:PP* andb £ Why/(v;+ Bg;) = W — > icn, i PP*. Note thatp’ and
p;, given in [66) must satisfy?”* > p* > 0 and P/* > p; > 0. Substituting{p;} and 3* given
by (64) into [57), we obtain

i/l =/ _ i/ hy = /b :
< , VieN. (67)
9r/hk = gi/h; ~ gi/hi — g;/h; 1
Moreover, substitutingdp;} and 5* given by [64) into[(5B), we also obtain

Vilhi — /P vi/hi — i/l :
> , VieN. (68)
gx/h. = gi/h; — gi/hi — g/, "
Let 1), 8% ... 52" denote all the subsets of the s&t {7, j}. Then Algorithm 6 can be

used to findj, k, N1, and N,. Note that{p;} does not exist if the output of Algorithid 6 is
j=0andk=0.

V. SIMULATION RESULTS

Consider a cognitive radio network which consists of one d four SUs. For simplicity,
we assume that only Rayleigh fading is present in all linkse Variance of the channel power
gain is set tar?> = 1. We also setV = 1, Pf’k =10, Vi, P® =10, Vi, Q" = 1, andQ™ =1 as
default values if no other values are specified otherwise. AWGN with unit PSD is assumed.
We use 1000 randomly generated channel power gaingfand g in our simulations. The
results are compared under the following five combinationthe power constraints: the PTP
with PIP constraints (PTP+PIP), the PTP with AIP constei®TP+AIP), the ATP with PIP
constraints (ATP+PIP), the ATP with AIP constraints (ATRPH the PTP and ATP with PIP
and AIP constraints (PTP+ATP+PIP+AIP).

First, we aim at showing by Fid.] 1 that the information-thedir limit for the sum ergodic
capacity is indeed significantly higher when bandwidth Iscted optimally as compared to the
case when it is allocated equally among SUs. In this figureR®Btands for optimal bandwidth
and power allocation, while EBPA stands for equal bandwatid power allocation. The case
of PTP+PIP is only depicted in Fi¢l 1, but the conclusion dkthe superiority of optimal

bandwidth and power allocation holds true for other comtidms of power constraints. Then
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Algorithm 6 Algorithm for finding j, k&, N7, N in Case 3.2

Initialize: 7 = @
for j=1,2,---,N—1do
for k=j5+1,--- ,N do
for [ =1,2,---,2" 2 do
Ni= 50

B = 0L TAC S (ALY
gk/hik—g;/h;

if 5* >0 then

a2 QP =3 v g b EWhy /(v + Brgy) = W = S ien, PP

pt = a/gk=b/hx_ + _ _b/hj—a/g;
J 7 gi/gk—hj/he’ TR T hi/hj—gi/g;

it PP* > p* >0 andP" > p; > 0 then

IT=TuU{l}
r = Wlog (1 + hjp;JrhkpZer%:iENl hipipk) — VP = VP — Dien v PP*
end if
end if
end for

Vjk = MaXyie7) I, = argmaxyery 1
Sk =S
I=0
end for
end for
(4, k) = argmaxy(; ;) viy
Ny =85,
No = N\N1\{j, k}

Yi /P =Yk /I vi/hi=vi/hi o vi/hj=k/Pr vi/hi=vi/hi o
f 9k/hr—9;5/h; > gi/hi—gj/h;’ Ji € NI or 9k/hr—g;/h; < gi/hi—gj/h;’ Ji € '/Vb then

j=0k=0
end if
Output: 7, k, N7, Ny

June 29, 2010

DRAFT



23

Fig.[2 shows and compares the maximum sum ergodic capaditgr i P+PIP, PTP+AIP and
PTP+ATP+PIP+AIP constraints versu®* where PP* = PP* Vi is assumed. It can be seen
from the figure that the maximum sum ergodic capacity achiewaler PTP+AIP is larger than
that achieved under PTP+PIP for any giveff. This is due to the fact that the AIP constraint
is more favorable than the PIP constraint from SUs’ perspecsince the former allows for
more flexibility for SUs to allocate transmit power over dint channel fading states. It is also
observed that the performance under PTP+ATP+PIP+AIP ig elese to that under PTP+PIP
that is because the PTP constraint dominates over the AR, dAld AIP constraints for all
values of PP,

Fig.[3 shows the maximum sum ergodic capacity under ATP+®RIP+AIP and PTP+ATP+
PIP+AIP constraints versuB®’ where P* = P, Vi is assumed. The maximum achievable
sum ergodic capacity achieved under ATP+AIP is larger tihan achieved under ATP+PIP for
all values of P*v since the PIP constraint is stricter than the AIP constrdihe sum ergodic
capacity under PTP+ATP+PIP+AIP is much smaller than thateurATP+PIP and ATP+AIP
due to the fact that the PTP constraint is dominant over atbastraints for all values aP®.

Fig.[4 shows the maximum sum ergodic capacity under PTP+dIP}+PIP and PTP+ATP+
PIP+AIP constraints versugr”. It can be seen from the figure that the maximum sum ergodic
capacity achieved under ATP+PIP is larger than that actieweler PTP+PIP for any given
QP*. This is because the power allocation is more flexible for Sildder the ATP constraint
than under the PTP constraint. The sum ergodic capacityrup@ie+ATP+PIP+AIP saturates
earlier than that under PTP+PIP and ATP+PIP, because isigated by the AIP constraint.

Fig.[8 shows the maximum sum ergodic capacity under PTP+HIP+AIP and PTP+ATP+
PIP+AIP constraints versug®’. Due to the same reasons as for the results in[Fig. 4, the sum
ergodic capacity achieved under ATP+AIP is larger than #wtieved under PTP+AIP. The
sum ergodic capacity under PTP+ATP+PIP+AIP saturateseedHan that for PTP+AIP and
ATP+AIP because of the presence of the PIP constraint.

Finally, Fig.[6 shows the maximum sum ergodic capacity ufdgP+PIP, PTP+AIP, ATP+PIP,
ATP+AIP and PTP+ATP+PIP+AIP versd&. Similar performance comparison results as in the
previous figures can be observed. One difference is thatutiessgodic capacities do not saturate

with the increase ofV.
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VI. CONCLUSION

A cognitive radio network where multiple SUs share the Igmshspectrum of a PU using the
FDMA scheme has been considered. The maximum achievablessymdic capacity of all the
SUs has been studied subject to the total bandwidth constrathe licensed spectrum and all
possible combinations of the peak/average transmit poargstraints at the SUs and interference
power constraint imposed by the PU. Optimal bandwidth alion has been derived in each
channel fading state for any given power allocation. Usimg $tructures of the optimal power
allocations under each combination of the power conssaaigorithms for finding the optimal

power allocations have been developed too.
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