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Abstract— The increase in complexity of network management 

systems and a consequent lack of association to business 

requirements has driven the need for autonomic 

communications. By integrating context information, autonomic 

computing can provide more efficient means to counter technical 

problems found in complex network systems and at the same 

time address associated business requirements. In this paper, we 

propose an autonomic communications architecture that 

manages complexity through policy-based management where we 

incorporate a shared information model integrated with 

knowledge-based reasoning mechanisms to provide self-

governance behavior.    
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I.  INTRODUCTION  

In recent years, there has been a significant increase in 
business, system, and operational complexity [14]. 
Fundamentally, complexity is an inherent problem of doing 
business. Two examples of increasing complexity are the 
manual management of network functionality (which is 
inherently error prone) and the probability of losing revenue if 
the operation of a business cannot dynamically adjust in 
response to the changing environment. Moreover, efforts such 
as Motorola’s Seamless Mobility initiative [15] require the 
ability of a system to dynamically adjust the services that it 
provides based on a number of factors, including the 
introduction and removal of new and existing components, 
environmental conditions, security threats and permissions, and 
so forth. In short, the needs of the business (as codified by 
policies) must drive the resources and services that the network 
provides. 

Autonomic computing [13] addresses managing and 
controlling complexity through the application of policy to 
govern adaptive behavior. This is based on three important 
concepts: (1) the sharing and reusing of common information 
and knowledge, (2) the application of machine learning and 
knowledge-based reasoning to guide the changes in behavior of 
the system, and (3) an extensible and flexible governance 
model that forms a closed control loop that learns from its 
decisions. Most of the current research work in autonomic 

computing is focused on the IT environment. Hence, much is 
not applicable to a wide range of applications. For example, 
current solutions for routing mechanisms used for ad hoc 
networks are only limited to static network layer routing 
mechanisms. Hence, they cannot be used to optimize Quality 
of Service (QoS) required by a given set of applications that all 
use the same (converged) or different (seamless mobility) 
network infrastructures. Autonomic communications can 
address the business as well as the technical problems inherent 
in network management by considering a variety of contextual 
information (e.g., the business requirements of service 
providers, user application and billing profile requirements, and 
the traffic conditioning capabilities of participating network 
interfaces) to provide a holistic solution that can adapt to 
changes in the technical and/or business environment. 

This paper proposes an autonomic networking and 
communications architecture suitable for next generation 
networks. Our architecture is based on an information model 
that represents the managed environment and the entities 
within it. This information model includes a policy 
management model; hence, all managed entities can be 
managed using policy rules. This paper will focus on the policy 
framework as well as the functionality of their elements, which 
includes the capability to refine high-level business policies to 
low-level network element policies through the use of machine 
learning and knowledge-based reasoning mechanisms.  

The structure of the paper is as follows. Section 2 presents 
the current work on autonomic computing and policy 
management as well as their limitations. Section 3 will describe 
our architecture, while section 4 will discuss the policy 
framework and its functionality. Section 5 will provide a 
scenario of our prototype and section 6 the conclusions. 

II. RELATED WORK 

We separate the related work into three sections: autonomic 
systems, policy management, and policy refinement.  

A. Autonomic Enviroments 

Prehofer and Bettstetter [1] have defined self-organization 
as a system-wide adaptive structure with no external or central 
dedicated control entity, where individual entities interact with 



each other in a peer-to-peer fashion. They outlined four design 
paradigms for achieving self-organization, which includes 
defining local rules to achieve global properties by distributing 
responsibility among individual entities, incorporate current 
information to deduce new information, avoid maintaining 
long-lived state information, and use protocols that are 
adaptable to changes within the environment. Yagan and Tham 
[3] proposed a self-optimizing, self-healing architecture for 
QoS provisioning in Differentiated services. The architecture 
employs a model free Reinforcement Learning (RL) approach. 
However, test results have shown this methodology is not 
suitable for dynamic networks. IBM has defined an autonomic 
computing architecture [16], which focuses on enabling self-
management functionality. This shifts the burden of managing 
systems from people to technologies based on an enterprise 
view of appropriate policies. The architecture is based on an 
intelligent control loop that monitors, analyzes, plans and 
executes based on a perception of the current environment. It 
describes an evolutionary approach wherein the ways in which 
an IT infrastructure evolves. Lanfranchi et al [2] proposed an 
autonomic monitoring system based on the resource model 
concept where the monitoring tool models and implements the 
aspect of the entities as objects, and predicts and corrects any 
abnormal behavior. However, the monitoring tool is limited to 
single machine fault detection rather than network system 
environments. At the same time, manual intervention is 
required in the design and deployment phase. 

B. Policy Management 

Policy-based management (PBM) is a concept developed 
originally for reducing the administrative complexity of 
reconfiguring the network whenever the behavior of the 
network needed to be changed. The manual process of 
reconfiguring the network is enormous, because of the vast 
amount of different devices that make up the network [13]. 
Policy-based management addresses this complexity using 
abstraction. Since there are multiple constituencies (e.g., 
business analysts, system architects and network engineers) 
that use policy, the notion of a “single” policy is erroneous. 
The policy continuum [17] was defined to address this concern. 
However, this does not solve the problem of detecting policy 
conflicts and resolving them. Early solutions for conflict 
detection were based on providing general rules, as in 
obligations and prohibitions. Meta-policies were suggested to 
resolve conflicts in distributed environments, including 
mechanisms for dynamic policy conflict detection and 
resolution. Dunlop et al [12] proposed the use of a policy type 
to explore the varying semantics associated with different 
policy conflicts. However, this database is statically defined 
offline, and is therefore centralized. Chadha et al [10] proposed 
a management architecture for mobile ad-hoc networks, based 
on the IETF PCIM policy model [18]. However, this model 
does not take into account context information that may 
improve policy decisions in different network environments. In 
addition, autonomic functionality could improve the ability of 
the network to function under harsh network conditions, but 
none is proposed. Zhuang et al [11] propose a policy-based 
management architecture to manage QoS in an integrated 
UMTS and WLAN environment. However, the SID policy 

model allows for better abstractions across divergent networks 
as it is a shared information and data model. The addition of 
autonomic functionality would improve divergent network 
crossover with the abilities of self-configuration and self-
learning of network, service and user requirements. 

C. Policy Refinement 

While the importance of policy refinement for large 
distributed systems has been acknowledged, it is still a largely 
overlooked research domain. In 1999, researchers at Hewlett-
Packard Laboratories published a report on a practical 
approach for policy refinement called the Policy Wizard 
Engine for Refinement or POWER prototype [7]. However, the 
POWER prototype requires significant interaction and system 
knowledge from a human operator to set up the refinement 
templates for a specific system and to translate the policy from 
one level of abstraction to another. This refinement protocol 
does not include analysis capabilities and is more of a guide for 
policy refinement than an automated policy refiner, which is 
not suitable for autonomic management. Bandara [8] describes 
a goal-based approach to policy refinement. The system uses 
event calculus in conjunction with abductive reasoning to 
derive the sequence of events that achieve the desired goal. 
However, the system is not suited for autonomics since it 
expects the users to provide a representation of the system 
description, in terms of the properties and behavior of the 
components and the goals that the system must satisfy. The 
user is also expected to define the pre and post conditions of 
the operations supported by components using state charts.  

III. ARCHITECTURE 

Our proposed autonomic communication architecture is 
illustrated in Figure 1. It is organized using four distinct 
architectural constructs: shared information, virtual software, 
infrastructure, and policy. 

A. Shared Information 

The Information model is based on the Shared 
Information/Data model (SID) of the TeleManagement Forum. 
The SID is a subset of the Directory Enabled Network – next 
generation (DEN-ng) initiative, which is a unified model that 
integrates the information model and associated policies [6]. 
Note that it uses abstraction mechanisms and software patterns 
to provide an extensible structure that can integrate other 
models or modeled information as appropriate. The SID is a 
key part of the NGOSS initiative; it represents information to 
be managed at each stage of development of a BSS/OSS. The 
SID is used as a reference model and common language for 
representing the business purpose and technology-neutral 
definition of the entities involved in the processes of a service 
provider. As such, it can be used to translate and refine high 
level business policies to low level network element policies, 
and supports the formation of the context model for the virtual 
software layer. DEN-ng defines the notion of a software 
contract, based on extensions to the Design by Contract 
paradigm of Bertrand Meyer. This codifies the interaction 
between entities exchanging information and communicating 
with each other. 



 

B. Virtual Software 

The purpose of the virtual software is to support autonomic 
functionality for different heterogeneous networks and 
components. Autonomics achieves governance through 
(intelligent) decision-making. Hence, this software contains a 
model of the desired behavior as well as the deduced current 
behavior of the system or component being managed. In 
essence, a novel combination of information modeling and 
ontological engineering [19] enables us to attach semantics to 
facts; knowledge-based reasoning processes, such as abduction 
and machine learning, are then used to develop a representation 
of behavioral orchestration (including what actions to perform 
if a problem occurs). The context model holds information 
relevant to the current activities, including device- and vendor-
specific managed elements and user profiles/preferences. The 
context of a situation can model both static and dynamic 
contextual environments. The predicted behavior context 
information is inferred from the static as well as the dynamic 
environment context information. Due to space limitations, we 
will not elaborate on our context model. The situation context 
information is then evaluated by the active working set of 
policies that are required in response to environmental, 
business, and/or technological changes. Changes from the 
environment are monitored by various sensors and agents. 

C. Infrastructure 

The infrastructure includes network elements and other 
computing devices as well as software that manages them. The 
type of protocols and adaptability mechanisms used depend on 
the current context as well as the type of behavior that is being 
orchestrated. For example, ad hoc networks may dynamically 
change or combine routing protocols (e.g., link state routing 
and distance vector routing), to suit the computing 
environment.  

D. Policy 

This component is based on the DEN-ng policy model, 
which enhances the IETF and DMTF policy architecture. It 
separates the functionality of a Policy Enforcement Point into a 
Policy Execution Point (PXP – for carrying out specified 
policy actions) and a Policy Verification Point (PVP – for 
ensuring that the policy actions executed correctly and, more 
importantly, did what was expected). A Policy Decision Point 
(PDP) distributes various levels of decision-making amount 
global and local scopes. A Policy Broker enables multiple 
Policy Servers (consisting of at least one PDP, PXP, and PVP) 
to negotiate and exchange policies. It is important to note that 
Policy doesn’t belong to any one particular “layer”, but rather 
spans and interconnects the other three components. 

IV. POLICY FRAMEWORK 

The policy framework is the foundation for decision-
making in our autonomic communication environment. This 
section will describe the mechanisms for policy refinement, 
policy optimization techniques, and mechanisms for conflict 
detections. 

A. Policy Refinement 

Policy plays a central role in an autonomic architecture, as 
it formalizes the concept of decision-making. This means that 
the concepts and vocabulary for each constituency must be 
reconciled. Our policy framework uses the DEN-ng policy 
continuum to enable policies to be written for different 
constituencies using vocabularies native to each constituency. 
The resulting set of policies are then reconciled into a common 
policy language in the Policy Refinement module. There are 
several types of policies used in our autonomic framework. The 
policy continuum defines five sets of policies (business, 
system, network, device, and instance (low-level 
configuration)). Autonomic communications defines a sixth, 
called a self-functioning policy. The different levels of 
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Figure 1.  Proposed Autonomic Architecture 



abstraction of the Policy Continuum are refined using a 
combination of information modeling, ontological engineering, 
and knowledge-based reasoning for each level of the 
continuum. The information model is used for two distinct 
purposes: (1) to represent policies of all levels using the same 
set of building blocks, and (2) to explicitly define which set of 
managed entities are the subject and target of the policy. 
Ontological policy specifications are used to represent 
meanings and some semantics for policy as used by each 
constituency involved in the management of the entity and/or 
system. A dynamic mapping between the ontological aspects of 
each level of the policy continuum is then used to relate the 
different semantic information together. This gives the added 
advantage of alleviating system administration from requiring 
knowledge of policies specific to each constituency. 

The self-functioning policies are responsible for performing 
functionality required in an autonomic communication 
environment. Kephart and Walsh [5] pointed out that the 
common definition of policies does not cover the spectrum of 
autonomics, and must be extended to define any formal 
behavior desired. We take a similar approach towards defining 
autonomic policies by employing optimization and knowledge-
based reasoning techniques, and mapping these techniques to 
the transformation of policies at each level of the continuum. 
At the same time, a key requirement of autonomics is the 
ability for each network element to establish cooperative role 
with peer elements and work towards a common goal. In order 
to provide this mechanism, we define self-functioning 
negotiation processes between different architectural elements 
to reach the optimized goal specified by the self-functioning 
policies. 

B. Policy Conflict and Detection 

Since each element may contain multiple self-functioning 
policies, policy conflicts may arise. A policy conflict occurs 
when the conditions of two or more Policy Rules that apply to 
the same set of managed entities are simultaneously satisfied, 
but the actions of two or more of these Policy Rules conflict 
with each other. Therefore, a distributed approach towards 
providing a dynamic policy conflict detection and resolution 
process is essential. The approach we have taken is to 
aggregate the different policies by policy type, and determine 
the policy conflict probability between different policy types. 
This will provide a mechanism to sequence policies that may 
be triggered without leading to conflict situations. However, if 
the number of policy types increases, this calculation could 
become computationally difficult. Hence, we incorporated 
Reinforced Learning (RL) mechanisms to detect and learn the 
various conflicts that may occur between policies. The benefits 
of RL is its ability to support decision strategies for unknown 
systems with large dimensions that constantly change. This 
also enables new policies to be added safely. This is achieved 
by creating a virtual simulation space scoped by the network 
element, and examining how the new policy would execute in 
the virtual space. Our system provides the ability to self-learn 
the resulting behavior of this policy without having to deal with 
real conflicts. Once enough test results can ensure that the new 
policy has established its own definitive policy type and 

executes safely in simulations, the policy is then permitted to 
execute in the system. 

V. SCENARIO 

The proposed architecture is part of our ongoing work 
toward building an autonomic communication framework. We 
have developed a prototype to test the efficacy of the different 
architectural constructs for a service provider to test the 
offering of new service bundles. The scenario assumes a 
change in pricing structure from the service provider for an IP 
network that employs Differentiated Service (Diffserv) for 
QoS. In this scenario, the service provider has a total 
bandwidth capacity of 1Gb and offers three types of service 
classes: EF (Expedited Forwarding), AF1 (Assured 
Forwarding), and AF2. The types of applications for each 
traffic classes are as follows: class EF is suitable for high 
quality multimedia (256Kbps), class AF1 is suitable for low 
quality multimedia (64Kbps), and AF2 is for web applications 
(33Kbps). The scenario demonstrates the ability of the Policy 
Continuum to refine high-level business policies to control the 
changing of router QoS configurations by combining an 
optimization technique with the Information model. The 
approach we have taken to perform the optimization process is 
Analytic Hierarchy Process (AHP) [4]. The benefits of the 
AHP process are in its ability to vary weights between the 
importance of the objectives and also vary the weights between 
the choices with respect to the objectives. In this particular 
scenario, there are two objectives for the service provider. 
Objective 1 achieves maximum resource for the traffic class, 
and objective 2 maximizes the number of users for the traffic 
class. This advantage gives the ability to define the relational 
importance between different business objectives as well as the 
choices during the decision making process. The AHP 
calculation is a three-step process, and is as follows (due to 
space limitations, only a summary of the calculation procedure 
will be presented; for further information please refer to [4]).  

Step 1) Calculating the objective weights: For n objectives, 
an n x n pair-wise comparison matrix is constructed. The value 
of an entry in the matrix will be determined by the importance 
between objectives, and is measured between 1-9. (This is part 
of the Business policy where the service provider will list the 
importance between each objective). After normalizing the 
matrix, where the weights are then calculated from the row 
average of the matrix. In this particular case, the corresponding 
weights for each object are: wobj1=0.75, wobj2=0.25. 

Step 2) Calculate the choice score with respect to the 
objective. Construct a pair-wise comparison matrix for each 
objective and calculate the score of the choice (e.g. different 
services – EF, AF1, AF2) with respect to the objectives of the 
service provider. This will result in choice weights (WEF-obj1, 
WAF1-obj1, WAF2-obj1), which are presented in Table 1 and 2. 

Step 3) Determine the final traffic class score by 
calculating the sum of product of weights and choice score for 
each class. 

The initial charges for each service was set at EF - $5/Mb, 
AF1 - $3/Mb, and AF2 - $1/Mb. This resulted in the choice 
score shown in Table 1. 



TABLE I.  CHOICE SCORE FOR INITIAL PRICE STRUCTURE 

 WEF WAF1 WAF2 

Objective 1 0.68 0.25 0.07 

Objective 2 0.64 0.18 0.17 

After performing the calculation in step 2, this resulted in 
the final traffic class score of EF=0.67, AF1=0.233, and 
AF2=0.09. Calculating the ratio of 1 Gb bandwidth, this results 
in EF - 670Mb, AF1 - 233 Mb, and AF2- 90Mb. Once the 
bandwidth ratio is determined, the self-configuring policies are 
used to configure the network elements with the calculated 
bandwidth for each traffic class. After reviewing the 
performance for a period of time, it was determined that the 
multimedia application customers were under their desired 
target, but the web application customers were above their 
desired target. Therefore, the service provider decided to 
allocate more resources to AF2 class by lowering the resources 
from the EF class. The service provider retained the importance 
between objectives and just changed the pricing structure. The 
service provider, however, noted that since the AF2 class is 
attracting a large number of customers, they could increase the 
price for AF2 to gain higher revenue. Therefore, the new price 
structure is set at EF - $4/Mb, AF1 - $3/Mb, AF2 - $2/Mb. This 
triggers the self-optimizing policy to optimize the current 
bandwidth to suit the new price structure, which resulted in 
weights for score choice shown in Table 2. 

TABLE II.  CHOICE SCORE AFTER PRICING STRUCTURE CHANGE 

 WEF WAF1 WAF2 

Objective 1 0.54 0.29 0.16 

Objective 2 0.68 0.2 0.12 

The final class score after recalculation was EF=0.58, 
AF1=0.27, and AF2=0.15. From calculating the ratio of 1 Gb, 
the new bandwidth ratio that is configured at the routers are EF 
– 580 Mb, AF1 – 270 Mb, and AF2 – 150 Mb. Therefore, the 
scenario has demonstrated the capability of policy refinement 
to transform business policies to network level policies. This is 
achieved by embedding optimization techniques that accurately 
determines the correct bandwidth for each class with respect to 
pricing structure, importance of objectives, as well as the 
importance of each traffic class with respect to the objectives 
business policies. 

VI. CONCLUSION 

We have presented a policy-based autonomic framework 
suitable for next generation networks. The proposed solution 
employs the DEN-ng model, which provides an extensible 
means to represent both, the policy continuum as well as 
appropriate technology-neutral characteristics and behavior of 
managed entities, in a single unified framework. We have 
concentrated on the policy framework that is required to satisfy 
adaptive functionality (e.g. self-configuring, self-optimizing, 
self-healing, and self-protection). This policy framework 
provides the capability to refine high level business 
requirements into various forms suitable for different 
constituencies, including instance-specific policies to govern 

network element configuration changes. We have used a 
similar combination of information modeling, ontological 
engineering, and knowledge-based learning and reasoning 
techniques to perform conflict detection and resolution. Future 
work will concentrate on producing simulation and test results, 
along with refining our algorithms.  
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