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A Network Version of The PumpMyong H. Kang, Ira S. Moskowitz, and Daniel C. LeeNaval Research LaboratoryWashington, D.C. 20375�AbstractA designer of reliable MLS networks must considercovert channels and denial of service attacks in additionto traditional network performance measures such asthroughput, fairness, and reliability. In this paper weshow how to extend the NRL data Pump to a certainMLS network architecture in order to balance the re-quirements of congestion control, fairness, good perfor-mance, and reliability against those of minimal threatsfrom covert channels and denial of service attacks. Weback up our claims with simulation results.1 IntroductionIn a MLS system, a low subject (Low) should be ableto send information to a high subject (High), but Highshould not be able to send information to Low. Onthe other hand, acknowledgements (ACK) to Low thatHigh has received its messages are necessary for relia-bility and performance. This is especially true for dis-tributed systems in which the communication channelsmay not always be reliable. High, however, can manip-ulate the times that ACKs arrive in order to covertlysend unauthorized messages to Low.The Pump, developed at NRL [3, 4], solves thedilemma of simultaneously assuring reliability, perfor-mance and security. We will refer to this as the basicPump. The basic Pump allows High to send ACKs toLow, but requires that Low receive them at probabilis-tic time intervals. The basic Pump bases these proba-bilistic times on past High activity, and moderates theACK times through the use of a communication bu�er.Since computer systems are becoming more open andinterconnected, denial of service problems are receivingmore attention [12]. Hence, security devices should alsoprovide protection against such attacks.�Respective addresses of the authors are (mail code 5540,mail code 5540, mail code 8140) Naval Research Labo-ratory, Washington, D.C. 20375. Respective e-mail ad-dresses are mkang@itd.nrl.navy.mil, moskowit@itd.nrl.navy.mil,lee@kingcrab.nrl.navy.mil
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I Low inputs J High outputsFigure 1: The Pump in a network environment.This paper addresses how to adapt the basic Pumpfor use in a network environment, where we have mul-tiple Lows and multiple Highs. We will refer to thisas the \network Pump." As we move from a dedi-cated data and copper world to the B-ISDN1 world ofATM2, the issues of congestion control, fairness, andreliability become extremely important and extremelycomplicated. The network community itself has notworked all of these issues out yet. Our problem is evenmore complex because we are coupling security (i.e.,covert channels and denial of service) with the above.1.1 Assumptions and TerminologyThe network environment that is considered is shownin �gure 1.There are many Lows and Highs, and they are un-trusted processes. The network Pump is a trusted pro-cess which mediates tra�c from Lows to Highs. Eachmessage that will be routed from a Low to a High hasa message number, and input and output addresses as-sociated with it. For simplicity, we assume that allmessages have the same length. We do not considermulticasting in this paper. Lows (Highs) do not com-municate among themselves.A session is a communication channel between anyLow and any High. In �gure 1 there are I � J distinctsessions. During each sessionij , a message leaves Lowi,travels over linki, goes into the network Pump, and1Broadband Integrated Services Digital Network.2Asynchronous Transfer Mode.144



after processing leaves the network Pump over linkj,and arrives at Highj. We assume that all propagationdelays are zero for conceptual simplicity3. The minimalprocessing time of the network Pump is a set overheadvalue Ov, which is small enough so that the networkPump itself never becomes a performance bottleneck.The input rate �ij is the rate of inputs from Lowidestined for Highj. Hence, 1�ij is the mean interarrivaltime of inputs. Each Highj behaves as a server withservice rate �ij. This is the inverse of the mean timeof service by Highj for messages from Lowi.1.2 ObjectivesMost network resources are dynamically shared for e�-ciency reasons. If this dynamic sharing is not carefullycontrolled then ine�ciency and delays occur [1]. Themain functions of congestion control in a network are:� To prevent inputs from sending messages fasterthan the outputs can handle them.� To prevent throughput degradation and loss of ef-�ciency from overloading the network.� To prevent unfair allocation of network resourcesfrom competing inputs.Since the network Pump is a shared resource amongmany sessions, it should provide the congestion con-trol mechanism. Let us discuss the speci�c objectivesrequired of the network Pump.Reliability / HandshakingThe reliability requirement can be simply stated as noloss of messages and no duplication of messages. Tosatisfy this requirement ACKs and message numbers(ID) are necessary. The network Pump has a reliabilityprotocol that works as follows:If a Low has not received ACK by time outafter sending a message, it will retransmit thesame message. If a High receives the samemessage then it will keep only one copy.Further, a Low does not send the next message toa speci�c High until its previous message to that Highhas been ACKed (handshake protocol).3This assumption can be easily relaxed.
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Demand Rate Allocated RateFigure 2: fairnessPerformanceWe desire good performance. The network Pump is de-signed to achieve this by exercising congestion control.The network Pump controls the rates into itself (inputrates) by attempting to slave the input rates to the av-erage rates out (service rates) of the network Pump bymoderating the ACK rate to a Low, since this Low willnot send a new message until it receives an ACK fromthe previous (session) message.If the service rates are greater than the input rates,then the network Pump should not hurt performance.If service rates are less than the input rates, then theoutputs cannot handle their inputs. Therefore, the net-work Pump by slowing the input rate, alleviates con-gestion, and at the worst, does not lessen total through-put.FairnessBandwidth of communication links, transmissionspeed, and processing speed are all limited. Therefore,if the load of data tra�c o�ered to the network Pumpexceeds its capability, some of the load must be cut.The load must be cut fairly for all the sessions thatshare the network Pump. The idea is shown in �gure2 where the output limitation is due to limited outputlink capacity.Fairness can be de�ned in di�erent ways. One fair-ness policy is max-min fairness. This policy says allsessions should get bandwidth according to the follow-ing criterion | the smallest allocated rate is as largeas possible and, given this, the second-smallest allo-cated rate is as large as possible, etc.[2]. For example,if there are three sessions whose demand rates are 0.4,0.5, 0.6 and the output capacity equals 1 then all threesessions will be allocated rates of 1/3, 1/3, 1/3 undermax-min fairness. If one session demands less thanwhat it can get, the leftover bandwidth will be equallyshared among the rest of the sessions. For example,if there are three sessions whose demand rates are 0.2,145



0.5, 0.6 and the output capacity equals 1 then thosesessions will be allocated 0.2, 0.4, 0.4, respectively un-der max-min fairness.The advantages of this policy are (1) there is a simpleway to implement this policy (i.e., round-robin schedul-ing [2]) and (2) the scheduling scheme does not needto know the demand rates of sessions which may notalways be known. Since this policy gives preference tosessions that have lower demand rate, it does not al-low a session to take the entire bandwidth if there ismore than one session. One disadvantage of this policyis that a heavily demanded session is penalized morethan a lightly demanded session (i.e., not sensitive todemand rates).There are other fairness policies such as the propor-tional policy [11]. This policy allocates bandwidth inproportion to each input demand. The network com-munity does not have a \best" fairness policy. Thenetwork Pump uses max-min fairness because of theabove advantages.Covert ChannelsIt is well known that the ACK stream that is requiredto satisfy the reliability requirement introduces covertchannels. This was the motivation for developing thebasic Pump over the conventional store and forwardbu�er type of communication. We will show in section3.2, as we did in [3, 4] that the capacity of the covertchannels can be made negligible.Denial of ServiceWe interpret the denial of service attack in a broadsense in the network environment:If a session cannot achieve its intendedthroughput due to the misbehavior of othersessions then the session is under a denial ofservice attack.Since the network Pump is a shared resource amongseveral sessions, services for other sessions can be po-tentially disrupted if too much resource is allocated toone particular session. The design of the network Pumpshould prevent such a situation.2 Background | The BasicPumpIn the basic Pump our concern is sending messagesfrom (one) Low to (one) High. In [3, 4], we re-viewed why traditional communication protocols (in-
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bufferFigure 3: The Basic Pumpcluding read-down and blind write-up) cannot satisfythe needs for reliability, performance, and security si-multaneously. As a solution, the basic Pump was in-troduced as shown in �gure 3.The basic Pump [3] places a bu�er (size n) betweenLow and High, and gives ACKs at probabilistic timesto Low based upon a moving average (MA) of thepast m High ACK times. A High ACK time is thetime from when the bu�er sends a message to Highto the time when High sends an ACK back. This hasthe double bene�t of keeping the bu�er from �lling upand having a minimal negative impact upon perfor-mance. The actual ACK time to Low is, if there wasspace on the bu�er when Low sent the message, anexponential random variable with mean equal to MA,shifted by an amount of time equal to the minimumprocessing time of a message. When Low must waitfor space on the bu�er the shift is equal to max(waittime for space, minimum processing time). (In [4] wehave slightly modi�ed this over the �rst exposition ofthe basic Pump [3] to introduce extra noise. However,for the network Pump we stay with the simpler formu-lation.)At present, the basic Pump has been built by HFSIto run on a XTS-300 platform. Also the basic Pump isbeing built as a device by the prototype laboratory ofNRL's Center for High Assurance Computer Systems.Early results, along with the simulation results of Kangand Moskowitz [4], show a proof of concept for thebasic Pump. Based upon this and the need for a securenetwork congestion mediator we feel the extension tothe network environment is warranted.3 An Architecture of theNetwork PumpThe architecture of a network Pump is shown in �gure4.Each component of the network Pumpworks as follows:Lows and Highs: (Exterior to the network Pump)Lows (Highs) is the set of inputs (outputs) to the146
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moving average is that Highj may have di�erent ser-vice times for messages from di�erent Lows. Through-out this paper we assume the message service time isnot a performance bottleneck in the benign case. Inother words, the bottleneck is output links, not servers,unless the system is under denial of service or covertchannel attacks.Since there is potentially more than one input, themethod of computing moving averages is di�erent fromwhen there is only one input. When there is only oneinput, the moving average is computed based on theinterval from the time the message is sent to the timethe ACK arrived from High. However, if there is morethan one input then the message is ready to be sentbut cannot be sent because the output link is not avail-able. This additional waiting time must be taken intoaccount or else the input messages will ood the outputbu�ers.MAij of the network Pump is the moving average ofthe last m Highj ACK times of messages from bu�erij .A Highj ACK time is the di�erence between whenHighj ACKs a message from a bu�erij and max(timethat message arrived in bu�erij , time that the previ-ous message from bu�erij was ACKed by Highj). Inother words, if the bu�erij is not empty then previousACK time by Highj is used to compute the moving av-erage. However, if the bu�erij is empty when a newmessage arrives then we use the arrival time instead ofthe previous ACK time.3.1.2 Output Bu�ersThe number of messages in bu�erij is important toachieve fairness [2] (the bigger the number of mes-sages in bu�erij the fairer). This is because our round-robin scheduler does not take burstiness into account.The way to handle bursts is to have enough messagesqueued in bu�erij so that times of abundance and star-vation (with respect to message arrivals) are balancedout. In fact, it is desirable to keep the queue length insessionij positive so that max-min fairness is preserved.However, if the queue length is too big we have covertchannel and denial of service problems. Therefore, itis desirable to keep the queue length at a certain level,which is referred to as the Fair size, and which we leaveas a design parameter (of course the burstier the inputthe larger the fair size must be). Figure 6 shows bu�erijwhere the number of messages in the bu�er uctuatesaround the Fair size.Since the network Pump has a built-in mechanismto share output bu�ers fairly among di�erent sessions(i.e., moving average construction to control input rateswhich will be discussed in section 3.1.3), all output

Fai r  S izeFigure 6: A closer view of bu�erij .bu�ers are dynamically shared among di�erent ses-sions.3.1.3 Trusted Low ProcessWhen routing requests arrive from receivers, the TLProutes messages to the proper output bu�ers and readsthe current moving average value. Once the mes-sage is delivered, the TLP is ready to send an ACK.However, this ACK will be delayed depending on themoving average of the session and the randomizationscheme. The network Pump uses a similar random-ization scheme as the basic Pump whose details arepresented in [3, 4]. In simple terms, the TLP of thebasic Pump delays ACK based on the exponential ran-dom distribution whose mean is the moving average ofthe session. This ACK rate controls the input rates ifthe input rate is higher than the service rate due to thehandshake protocol.As we discussed in section 3.1.2 we wish to makesure that the number of messages in an output bu�eructuates around the Fair size. To achieve this, wemodify the ACK scheme from the basic Pump. Theway the basic Pump controls the ACK time to Lowcan be written as follows:ACK time =� Tr if MA� Tr � 0min( Tr + fr(MA� Tr) ; time out ) otherwisewhere Tr is routing time, fr(x) is a draw from an expo-nential random distribution with mean x, and MA isthe moving average of the ACK time from High to thebasic Pump. (Note that there is only one session in thebasic Pump.) Recall that Tr is the time between whenthe a message is sent from Low to when the messageis placed in the output bu�er. Hence, a random delayis included in the ACK time in addition to the routingtime if MA � Tr > 0.We now describe the way the Network Pump con-trols ACK times to Lowi for a message in each session.De�neQ � fr(MAij � Tr) + k � (N � Fair size)where N is the number of messages in bu�erij at thetime the message is placed in bu�erij , and k is a designparameter that can be varied. Note that the movingaverage of the ACK times from Highj to the network148



Pump is computed separately for each session. Forsessionij , the ACK time to Low for each message is:ACK time =� Tr if MAij � Tr � 0 or Q � 0min( Tr +Q; time out ) otherwise.We now elaborate the rationale of the extra termk � (N � Fair size) in Q. As long as Lowi has mes-sages to send to Highj, the network Pump wants tokeep bu�erij nonempty. The reason is to prevent miss-ing the round-robin turn, and thus to give each sessionthroughput close to max-min fairness. Therefore, whenthe number of messages in bu�erij is less than the Fairsize, the network Pump reduces its ACK time to Lowin order to accelerate the input rate, as seen in the ex-tra term. On the other hand, if bu�erij is often full, wehave covert channel problems (see section 3.2). Hence,the network Pump decreases the input rate by increas-ing the ACK time to Low when the number of messagesin bu�erij is larger than the Fair size. Both k and theFair size are design parameters that can be chosen.In the simulation that is described in section 4, weuse k =MAij=(Fair size). ThusQ = fr(MAij � Tr) +MAij( NFair size � 1).Therefore, we haveavg(ACK time) � Tr + avg(Q) =MAij( avg(N)Fair size).Note that avg(N ) is close to the Fair size due to thesecond term of Q. Thus we have avg(ACK time) �MAij.3.1.4 ReceiversReceivers receive messages from Lows and request rout-ing to the TLP. Each receiver contains J temporary(size one) bu�ers so that the inputs from one sessiondo not interfere with inputs from other sessions. Mes-sages in the temporary bu�ers will either be routed ordiscarded after time out (if there is no output bu�eravailable).3.2 Design ReviewIn this section, we review the design of the networkPump and explain how the objectives in section 1.2 aresatis�ed. We back our claims on performance, fairness,and denial of service by the simulation results presentedin section 4.ReliabilityDue to the reliability protocol requirement that wasspeci�ed in section 1.2 (i.e., ACK, retransmission ofthe same message after time out, and message ID),

the network Pump provides a higher level of reliabilitythan TCP/IP.PerformanceThe network Pump does not hurt performance(throughput). Consider the following two cases:� Input rate is faster than the service rate: The net-work Pump's ACK rate which is tied to the mov-ing average of the server will slow down input tomatch the servers. However, this will not degradeperformance because the throughput will be deter-mined by the service rate which is the performancebottleneck.� Input rate is slower than the service rate: The net-work Pump's ACK rate will not slow down the in-put rate in this case. Hence, there is no e�ect onperformance.Hence, the network Pump does not a�ect the through-put unless the network Pump itself is the bottleneck.FairnessThe network Pump uses a round-robin schedulingscheme which enforces max-min fairness at THPjs ifall inputs can accumulate enough messages at outputbu�ers. The network Pump's modi�ed moving averageconstruction that was described in section 3.1.3 encour-ages all inputs to send as many messages as possibleup to the Fair size. Hence, the network Pump achievesmax-min fairness.Covert Channel AnalysisIn [4] we discussed how ACKs can cause a communi-cation channel from High to Low in the basic Pump.Obviously we have the same concern with the networkPump. Let us review the full bu�er channel (FBC)from the basic Pump and see its impact upon the covertcovert channel analysis of the network Pump. We thendiscuss how a Trojan horse might use ACKs to form astatistical channel (exploitation strategy 3 in [3, 4], seealso [9] ).The basic Pump was designed as a secure version ofa standard store and forward bu�er (SAFB). The ba-sic Pump without probabilistic delay is the same as theSAFB. In a SAFB the High service rate can slow downso that it is less than the Low input rate. This willcause the bu�er to become full. Low now attempts toinsert a message into the bu�er and must wait until ei-ther a time out or until High �nally ACKs a message149



to the basic Pump | thereby creating space on thebu�er so that Low can insert its message and thereforereceive an ACK. High and Low can now play this gameof High ACKing a message whenever it wants (withinthe limits of the smallest amounts of manipulable time)and this time being exactly reected to Low (modulooverhead times). This forms the FBC from High toLow. In [3, 4] we analyzed the capacity of this covertchannel. The FBC capacity is simply the logarithmof the root of certain polynomials [7, 8]. However, ifwe use the basic Pump, the probabilistic arrival timesof the ACKs introduce noise into the communicationchannel. Also, the basic Pump prevents the bu�er frombecoming/staying full. These two e�ects, the noise andthe fact that the bu�er is hardly ever full, severelydiminish the capacity4 of various exploitations of theFBC. Bounds on the capacity reductions are discussedin [3] and exactly given in [4]. In brief, a relationshipbetween the bu�er size n and the moving average MAwas given with respect to the desired percent reductionof the covert channel capacity.In the network Pump our Trojan horse scenario isthat one particular Highj and one particular Lowi arein cahoots via cooperating Trojan horses (recall that weare looking at the situation where the Lows (Highs) donot communicate among themselves). In the networkPump we have even more noise introduced into thechannel by the multiple users. Also, in the networkPump instead of just attempting to keep the bu�erfrom become full we attempt to keep the bu�er aroundthe Fair size | this further reduces the usefulness of theFBC. Therefore, we can use the capacity bounds from[4] as a rough upper bound (we can very conservativelyreplace n by the Fair size). This bound becomes evenrougher as I and J increase.In the basic Pump there is a statistical channel [9]fromHigh to Low, when the bu�er is not full, caused byLow attempting to correlate the ACK times to High'sactions. As the number of terms making up the movingaverage grows this correlation, and hence the channelcapacity, decrease. The same holds as well for the net-work Pump and again the multiple users introduce spu-rious noise which further serves to confound any mean-ingful interpretation of the ACK times. Also, the Fairsize further frustrates correlation attempts by Lowi.Therefore, the bounds from the basic Pump again hold.Finally, the network Pump (as well as the basicPump) is sensitive to the small message criterion [10].By this we mean even if one has a channel with small,or even zero, capacity it might still be possible to send4Here, unlike the rest of the paper, we use the term capacityin Shannon's information theoretic sense [13].

small, possibly noisy, messages in relatively quick time.The network Pump is designed to thwart such a covertcommunication attempt. We will not go into furtherdetails here.Denial of ServiceIn the network environment denial of service can occurin the following two cases:1. A server slows down.2. An input sends messages faster than the rate thatthe intended server can handle.In these cases, the shared resources will be monopolizedby this speci�c session so that other sessions cannot userequired resources.The above cases will not happen if the network Pumpmediates between the Lows and Highs because the net-work Pump monitors the servers' activities and deter-mines service rates. The service rate will be reected tothe ACK rate to Lowi through the moving average con-struction. Due to the network Pump's handshake pro-tocol and moving average construction, inputs (Lows)cannot send any more than the servers (Highs) can han-dle. 4 Simulation ResultsTo substantiate our claims on performance, fairnessand denial of service, simulation experiments have beenconducted.4.1 Simulation Set UpIn our simulation scenario, there are three Lows(L1; L2; L3) and three Highs (H1;H2;H3); hence 9 ses-sions. The capacities of all input and output links are1.0. All inputs have Poisson arrival distributions5. In-put rates from L1 are �11 = 0:5; �12 = 0:3, �13 = 0:2,the input rates from L2 are �21 = 0:4; �22 = 0:4,�23 = 0:2, and the input rates from L3 are �31 =0:4; �32 = 0:5, �33 = 0:1 (see �gure 7).All Highs have 2-Erlang distributed service rates [5].For the benign case all service rates are set to 2.0. Fordenial of service simulation, service rates are �i1 = 2:0,�i2 = 0:1, and �i3 = 2:0 for i = 1, 2, 3.5This is an idealized input rate. Since we have congestioncontrol this is not achieved. In our simulation we generate, in aPoisson manner, a certain number of messages which accumulatein a queue. When this queue is �lled the generation stops andstarts up again when this queue again has space in it.150
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IdealFigure 9: Throughput of session22.sharing of resources and degrades performance. Thise�ect will be magni�ed under the denial of service at-tack. Figures 8, 9, and 10 show the performance andfairness among sessions that send messages to H2.Since session12 has less input rate than it is entitledto (1/3), it achieves its demand rate as allocation rate.A little jitter in �gure 8 is from the probablistic na-ture of the input rather than any e�ects from routingdevices6. This probabilistic jitter slightly a�ects thethroughput of other sessions (�gures 9 and 10).Figures 9 and 10 also show the e�ect of the sched-uler, and the size of the output bu�er and the Fair sizeto the fairness and throughput of each session, since0.4 and 0.5 are both greater than 0.35. As the size of6The rate of 0.3 is less that 1/3 (the max-min rate). Thesimulator never exactly generates a rate of 0.3, hence the jitter.151
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IdealFigure 10: Throughput of session32.output bu�er grows the throughput approaches to itsideal fairness rate.Even though we do not show the performance ofother sessions due to space limitations, the networkPump performs very well (basically the same as in �g-ures 11-16).4.3 Simulation Results under Denial ofService AttackTo show the e�ect of denial of service attack, we slowdown the service rate (i.e., �i2 = 0:1) of one High,namely H2. Figures 11 through 16 shows the perfor-mance and fairness comparison between the networkPump and the Nonpump. The performance of the net-work Pump is hardly a�ected by the attack. However,the performance of the Nonpump is greatly a�ected.The main reason for the degradation of performanceis that all output bu�ers are occupied by sessions thatsend messages to H2 so that the rest of sessions haveto wait a long time to obtain them.Figures 11, 12, and 13 show the throughputs of ses-sions to H1.These �gures (11, 12, and 13) show no jitter ofthroughput as the size of bu�er increases. This showsthat the probablistic nature of inputs are all hiddenbecause all input (demand) rates to H1 are greaterthan its allocation rate and messages are always wait-ing for their turn at the output bu�er7 (the round-robinscheme takes a message from each bu�er in turn anddoes not pass any bu�er because they always have a7For example a uctuation around a rate of 0.5 is not sig-ni�cant when the (e�ective) allocated rate is actually much lessthan 0.5 .
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Figure 14: Throughput of session13.
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Figure 15: Throughput of session23.message ready to send).Figures 14, 15, and 16 show the throughputs of dif-ferent inputs to H3. Again the jitter of throughput isfrom the probabilistic nature of inputs rather than thee�ect of di�erent bu�er sizes.We do not show throughputs of session12, session22,session32 because under the denial of service attack allcases have throughput values around 0.033.5 SummaryThis paper describes the need for a secure device thatcan route messages from (multiple) Lows to (multiple)Highs. Even though abstract composition problemshave been well studied [6], this paper shows that the ac-tual design of such a device is quite complicated. This
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