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Abstract: Hydrogen fuel cells (FC) are considered essential for
a sustainable economy based on carbon-free energy sources,
but a major impediment are the costs. First-principles quantum
mechanics (density functional theory including solvation) is
used to predict how the energies and barriers for the
mechanistic steps of the oxygen reduction reaction (ORR)
over the fcc(111) platinum surface depend on the dielectric
constant of the solvent. The ORR kinetics can be strongly
accelerated by decreasing the effective medium polarizability
from the high value it has in water. Possible ways to realize this
experimentally are suggested. The calculated volcano structure
for the dependence of rate on solvent polarization is considered
to be general, and should be observed in other electrochemical
systems.

Hydrogen fuel cells (FC) are considered as essential for
a sustainable economy based on carbon-free energy sources,[1]

but a major impediment are the costs. In these electro-
chemical devices, H2 (generated e.g. from solar energy
conversion) reacts with O2 to produce electricity via the
cathode oxygen reduction reaction (ORR)[2–5] and the anode
hydrogen oxidation reaction (HOR):

ORR ðcathodeÞ : 1=2 O2 þ 2 Hþ þ 2 e� ! H2O ð1Þ

HOR ðanodeÞ : H2 ! 2 Hþ þ 2 e� ð2Þ

Despite the large thermodynamic driving force (68.36 kcal
mol�1) associated with H2 combustion, hydrogen fuel cells
exhibit very slow kinetics, even on the best (platinum-based)
catalyst electrodes. Indeed the ORR rate, which is� 400 times
slower than the anode HOR,[1–5] is the critical bottleneck in
making Hydrogen FCs economic. On platinum-based cath-
odes, this is not due to paucity of catalytic sites, since the
catalytically active area for Pt and Pt-alloy nanoparticles
dispersed, say, onto high-surface-area carbon black support is
at least 20-30 m2 gPt

�1, reaching 100 m2 gPt
�1 on optimized

cells.[1] Rather, the abominably slow kinetics must be due to
a significant reaction energy barrier in the overall ORR
process.

Here we use first-principles quantum mechanics (density
functional theory including solvation) for the fcc Pt(111)
surface, a model of Pt-based catalysis. Building on the results
of several recent studies,[5–9] we investigate the effect of the
solvent environment on the ORR mechanism and energetics.
We show that the reaction energy barriers of the various
reaction steps involved in the ORR on Pt(111) depend
strongly on the solvent dielectric constant. This suggests that
properly tuning the solvent dielectric constant can lead to
a significant acceleration of the ORR kinetics. Indeed the
calculations suggest that achieving this optimum dielectric
constant could increase the ORR by a factor of � 600. Such
a dramatic increase in the rate for ORR could reduce the cost
of the current generation Hydrogen FC by a factor of 2, since
half the cost is due to the Pt used in the catalyst. We also make
some suggestions on how this might be realized in practice.
Our analysis shows that one can generally expect a volcano
curve[10] for the overall reaction rate as a function of the
solvent dielectric constant, suggesting that examining the
experimental kinetics as a function of the effective dielectric
constant provides an effective tool to optimize the kinetics for
such catalytic processes.

Our calculations are based on density functional theory
(DFT), employing the exchange-correlation functional pro-
posed by Perdew, Burke and Ernzerhof (PBE)[11] and the
solvation approach for periodic slabs developed recently.[9]

We use the SeqQuest[12] implementation with an optimized
double-z plus polarization Gaussian type basis set contracted
from calculations on the most stable unit cell of the pure
elements. Angular-momentum-projected norm-conserving
nonlocal effective core potentials[13–16] are used to replace
the core electrons. Thus, the Pt atom is described with 16
explicit electrons (six 5p, one 6s, and nine 5d in the ground
state). The real space grid density is 5 points/�, while the
reciprocal space grid is (5 � 5 � 0) for slab calculations. All
calculations allowed the up-spin orbitals to be optimized
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independently of the down spin orbitals (spin-unrestricted
DFT). The Pt(111) surface is modelled within a periodic
model using a slab made of four Pt layers, each containing 9
metal atoms in the unit cell (3 � 3 cells): the bottom two Pt
layers are frozen in the crystal positions using the exper-
imental equilibrium value of the bulk Pt lattice constant
(2.775 �), whereas the top two layers are free to relax
together with the adsorbed species. The calculation of
solvation effects employs a continuum model[17,18] based on
the Poisson–Boltzmann approximation (APBS).[19,20] Reac-
tion pathways are determined using the Nudged Elastic Band
(NEB)[21-23] method, and solvent effects are included a poste-
riori for each point along the path by using the continuum
model. When changing the dielectric constant of the medium
(e), we assume that cavitation and dispersion/repulsion
contributions to the solvation energy do not change,[17, 18]

and focus on the electrostatic polarization term only. Here
variations of e from 78 (appropriate for water in standard
conditions) to 1 (vacuum) are considered. In the Supporting
Information (SI) we validate the computational approach by
comparison against a completely different code[24] and
solvation model.[25–27] It should be noted that the solvent
dielectric constant at the interface may be different from its
bulk value.[28] However for the water/Pt(111) case we found
that the resulting effective dielectric constant is still sizable:
around 28 (unpublished work by T. Pascal and W. A. Goddard
III). Moreover, in realistic ORR conditions the massive
presence of diverse adsorbates on Pt(111) is expected to
disrupt self-organization of water at the interface with the
metal as predicted in idealized conditions, so that a bulk water
dielectric constant can be reasonably assumed. The Contin-
uum models used here provide an effective description of
solvation energetics that allow us to examine quickly the
overall effects. Having established that it is important to have
a low dielectric constant for the rate determining step, we set
the stage for carrying out more detailed atomistic studies
including explicit description of hydrogen bonding.

The basic reaction steps (A–G) by which the ORR is
realized on Pt(111) are shown in Figure 1, with each step
named by a self-explanatory label. As discussed in Ref. [9],
two mechanisms (as sequences of individual reaction steps)
are available to realize the ORR on Pt(111) (the nomencla-
ture of reaction steps is as in Figure 1):

ðIÞ ðAÞ, ðBÞ, ðGÞ, ðDÞ O2-diss-hydr ð3Þ

ðIIÞ ðAÞ, ðEÞ, ðFÞ, ðGÞ, ðDÞ HOO-form-hydr ð4Þ

These two mechanisms differ only in that the O2 activation
step (B) of (I) is replaced by the (E) + (F) steps of (II). Other
possible mechanisms such as H2O2 formation are not
favourable on Pt(111), being at high energy, see for example,
Figure 3 in Ref. [29] and experimentally accounting for at
most 5% of the total process even at high potential, see
Figure 6 in Ref. [30]. We also assume that the hydronium ion
H+ takes part to the reaction as an adsorbed H-adatom
(coloured white in Figure 1) in a Langmuir-Hinshelwood
mechanism rather than directly as a solvated species in a Eley-
Rideal mechanism.[5] This is computationally convenient,

simplifies our simulations by avoiding issues connected with
the description of charged species in periodic systems, and is
justified by the detailed analysis of Ref. [5] in which a Eley-
Rideal path is shown to be replaced by a Langmuir-Hinshel-
wood one at realistic values of the electrode potential.
Moreover, the energy difference between H-adsorbed and
the proton in solution (which is 0.40 eV experimentally and
�0.44 eV from our approach[31]) becomes more negative as
the polarizability of the medium is decreased, thus further
favouring a Langmuir-Hinshelwood mechanism. The crucial
point derived from the analysis in Ref. [9] is that in strongly
polarizable and high dielectric constant solvents (such as
water) the O2 dissociation step, Figure 1B, which is usually
assumed to be the rate-determining-step (rds), is instead
essentially barrier-less, due to the large energy gained by
hydrating the resulting oxygen adatoms. This annihilates the
barrier to break the strong oxygen-oxygen bond. In such
conditions the rds becomes the oxygen hydration step,
Figure 1G, which is the reverse of hydroxyl disproportiona-
tion. Thus the actual ORR mechanism switches from the
HOO-form-hydr mechanism (II) favored in the gas phase to
the O2-diss-hydr mechanism (I) favored in water. The
resulting energy barrier for the rds of ORR in water (e =

78) is � 0.5 eV, compared to � 0.3 eV for gas phase (e = 1).[9]

Here the gas phase is taken to represent the Teflon-Pt
interface for Nafion electrolyte or a three-phase surface. Of
course, this analysis for the gas phase neglects the necessity of
a diffusion medium to provide for H+ mobility while closing
the electrochemical cycle. It should be noted that the O2-diss-
hydr mechanism only depends on the electrode potential in
the H2O formation step (D). If—as usually assumed[3,5]—we
include the effect of the electrode potential by shifting by the
term + eV (with e the unit charge and V the potential) the
energy of intermediates following a one-electron reduction,
the fact that step (D) is thermodynamically favored by 0.8 eV
in our approach implies that it cannot be rate-determining up
to realistic values of the electrode potential (up to 1.1 V).

Figure 1. Basic reaction steps of the ORR on Pt(111), see Ref. [9] H, O,
and Pt atoms in white, dark gray, and light gray, respectively.
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In Figure 2a we report the behaviour of the energy
barriers for the rate-determining steps of the ORR as
a function of the logarithm of the dielectric constant of the
environment (e) for both mechanisms (I) and (II) as obtained
through our approach (more details can be found in the
Supplementary Information). This plot suggests that by
appropriate modifications in the solvent polarity one could
decrease the energy barrier of the ORR rds significantly from
the value in water (� 0.5 eV) to � 0.30 eV, which at the
current operating temperature of 85 8C would correspond to
a rate acceleration by a factor of � 650 as the solvent
dielectric constant is reduced from the high value it has in
water. At 27 8C (room temperature) the rate enhancement
would be � 2300 (see Figure 2b for a plot of the relative rates
for the two processes as a function of the logarithm of e). Thus
by changing the effective solvent dielectric constant, we
should be able to increase the ORR rate while reducing the
reaction temperature. This behaviour is consistent in general
terms with the Sabatier principle of catalysis,[32] which states
that optimizing the performance of any given catalytic system

requires a balance between conflicting requirements, so that
the optimal catalyst is a compromise between strong and
weak energetics, in our case achieved by adjusting the
dielectric properties of the environment (H+ formation at
the anode needs to be considered for obtaining the complete
volcano plot).

To translate these predictions into specific suggestions for
experimental testing we need to answer the question of how
to achieve a reduction in e without degrading other solvent
characteristics necessary for the electrochemical process to
occur efficiently such as ion and mass transport. It might seem
that an optimum dielectric constant of 2 or 3 is too low for
a practical system, but as suggested in Ref. [9], this might be
achievable for the case of Nafion by a precise engineering of
the Teflon-Pt interface distance at the nanoscale as to reduce
the H2O concentration to about 1/2 monolayer, which still
allows the proton migration to the Pt surface through the
hydrophilic channels of Nafion while allowing enough H2O in
the hydrophobic region to promote reaction G (hydration of
surface O). Alternatively we could mix water with other, less
polarizable solvents using empirical mixing rules for predict-
ing the resulting e[33, 34] so as to orient the choice of co-solvents
that would lead to the optimum dielectric constant. Indeed, by
modifying such co-solvent properties as molecular size,
polarizability and ability of creating H-bonds, we expect to
be able to choose the optimum co-solvent features to perturb
the network of H-bonds next to the metallic surface[35,36]

without destroying it. Thus we might simultaneously achieve:
1) a sizable H+ mobility and O2 diffusivity, and 2) beneficial
solvation/desolvation fluctuations in the electronic and libra-
tional polarization fields around the reactants to realize the
optimal compromise between the opposite behavior with e of
the energy barriers of the O2-dissociation (B or EF) and O-
hydration (G) steps. This subtle interplay of various factors
and phenomena makes the situation complex and sensitive to
the atomistic details of the solvent medium, so that mapping
of the experiments onto our volcano plot may provide the
guide sought for the ORR, opening pathways way for novel
combinations of materials.

A comparison of the energetics of the ORR using
a different code[24] and solvation model[25] , and the energy
barriers of the ORR reaction steps as a function of the solvent
dielectric constant can be found in the Supporting Informa-
tion.
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