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� we do not assume any particular language of considered logics, while the usualmodal versions of the �-calculus inherit the whole background of the underlyinglogic. We �nd this feature a disadvantage of those approaches.As mentioned earlier, Hilbert-like proof systems for considered logics are presentedin [10,11]. On the other hand, there is also another important method of de�ning proofsystems, so called natural deduction method for the �rst time proposed independentlyby G. Gentzen and S. Ja�skowski. It is worth emphasizing here that Hilbert style ofpresentation of proof systems is more suitable for humans, while natural deduction canbe much easier automated (cf. e.g. [3]). In what follows we shall present both completeand relatively complete natural deduction systems for �xpoint logics. As the logicswe consider are usually totally undecidable, they cannot be completely axiomatized bye�ective proof systems. However, the systems we present can be implemented directly,or at least suggest possible implementations. The non-e�ective parts of the systems canbe replaced by �nite formal systems of arithmetics (cf. e.g. [12]). The obtained imple-mentations are not as strong as the initial proof systems. However, taking su�cientlystrong �nitistic formal systems of the second-order arithmetics, one can obtain quitepowerful systems. The techniques of measuring the strength of such implementationscan be found in the literature (cf. e.g. [1]).2 Preliminary notionsLet us �rst establish a logical framework assumed in this paper. The logics we considerare extensions of classical �rst-order logic. By M we shall denote an enumerable set ofnonclassical connectives (or, in other words, modalities). For the sake of simplicity weassume that the connectives are unary. The presented approach can easily be extendedto nonclassical connectives that have more than one argument (cf. [10] and also example2:3). In the sequel we shall always assume that a �rst-order signature is �xed. By Lwe shall then denote the set of many-sorted classical �rst-order formulas.De�nition 2.1 Let M be an enumerable set of nonclassical connectives. We form anM-extension of classical �rst-order logic, M -logic in short, as triple L = hL(M); C; j=i,where:1. L(M) is the set of formulas obtained from L augmented with the following syntaxrule:� for any m 2M and A 2 L(M); m(A) 2 L(M)2. C is a class of admissible interpretations (we assume that C is a subclass of classical�rst-order interpretations in relational structures)3. j= is a satis�ability relation that agrees with the classical one for classical �rst-order formulas (forM 2 C; A 2 L(M) and valuation v of free variables,M; v j= Ameans that A is satis�ed by interpretationM and valuation v). 2In what follows we shall de�ne the notion of �xpoint logics, as understood in thispaper. First, however, let us consider two examples that illustrate the main idea (cf.also [10,11]). 2



Example 2.2 Let hP �iA be a modality of dynamic logic (cf. e.g. [4]) meaning thatthere is a nondeterministic iteration of program P , with results satisfying the formulaA, i.e.M; v j=DL hP �iA i� there is i 2 ! such thatM; v j=DL hP iiA;where by hP ii we mean hP i repeated i-times and j=DL denotes the satis�ability relationof the dynamic logic. Then for allM and v,� M; v j=DL hP �iA $ A _ hP ihP �iA� M; v j=DL hP �iA i� there is i 2 ! such thatM; v j=DL GihP �iA(false),where GhP �iA(x) = A _ hP ix.Observe that the �rst of the above propositions can be reformulated as follows:� M; v j=DL hP �iA $ GhP �iA(hP �iA). 2In the following example we consider atnext operator of temporal logic. The originaloperator is a two-argument one. Since we deal with unary modalities only, we introducein�nitely many operators atnextB, where B's are temporal formulas.Example 2.3 Let AatnextB be a modality of linear time temporal logic (cf. e.g. [7])meaning that there is a future time point satisfying formula B and in the �rst such apoint formula A is satis�ed, i.e.M; v j=TL AatnextB i� there is i 2 !�f0g such thatM; v j=TL 
i(A^B),and for all 0 < j < i,M; v j=TL 
j(:B);where by
k we mean
 repeated k-times, and j=TL denotes the satis�ability relationof temporal logic. Then for allM and v,� M; v j=TL AatnextB $ 
(A ^B) _
(:B ^AatnextB)� M; v j=TL AatnextB i� there is i 2 ! such thatM; v j=TL GiAatnextB (false),where GAatnextB(x) =
(A ^B) _
(:B ^ x).Note that the �rst of the above propositions can be reformulated as follows:� M; v j=TL AatnextB $ GAatnextB(AatnextB). 2The above examples show the most essential characterization of nonclassical connec-tives in considered logics. Namely, equivalences given above have the following commonform: x$ G(x):Moreover, each of the de�ned modalities is characterized as least upper bound of theset fGi(false) : i 2 !g of formulas.Let us now provide a more precise de�nition of de�nability of nonclassical connec-tives by means of �xpoint equations (where equality on formulas is interpreted as usual3



equivalence). Note that in the below de�nition we require some additional well-foundedrelation on nonclassical connectives. That is a bit technical point in the de�nition. How-ever, the required relation can usually be found in a natural way. In what follows weshall then assume that the set of nonclassical connectives, M , is always supplementedby a well-founded relation <M .De�nition 2.4 We say that set of formulas G(M) = fGm(A) : m 2 M;A 2 L(M)gde�nes set M of nonclassical connectives of M -logic L provided that the followingconditions hold:1. for any interpretationM of L and valuation v of free variables,(a) M; v j= m(A)$ Gm(A)(m(A))(b) M; v j= m(A) i� there is i 2 ! such thatM; v j= Gim(A)(false)2. there is a well-founded relation <M on M such that righthand sides of equiv-alences de�ning functionals Gm(A) contain (syntactically) only connectives less(w.r.t. <M ) than m.1 2For examples of functionals de�ning various logics see [11]. Let us now de�ne anotion of monotonicity that plays a key rôle in this paper. It is worth mentioning herethat we use two kinds of arrows, ) and !. The �rst one separates the two parts of asequent and the second one stands for the usual implication.De�nition 2.51. Given an M -logic, we shall say that set M of nonclassical connectives is monotonei� for any interpretationM, nonclassical connective m 2M , and formulas A;B:M j= A! B impliesM j= m(A)! m(B)2. Given an M -logic, we shall say that a functional G is monotone i� for any inter-pretationM and formulas A;B:M j= A! B impliesM j= G(A)! G(B)3. We say that an M -logic is monotone i� M is monotone and there is a set ofmonotone functionals de�ning connectives of M .To indicate the fact that set of nonclassical connectives of monotone M -logic is de-�nable by a set G(M) of monotone functionals we shall write (M;G)-logic instead ofM -logic. 2Observe that the condition 1(b) of de�nition 2.4 holds whenever we deal with thecontinuous functionals. It is also implied by monotonicity and partial computability offunctionals (cf. [5]).What now remains to de�ne is the natural deduction method.1As observed by the referee, it su�ces to assume that in Gm(A) can appear only smaller connectivesor arbitrary connectives, but with smaller formulas4



De�nition 2.6 Let L be an M -logic.1. By a sequent of logic L we shall mean any expression of the form � ) �, whereboth � and � are �nite sequences2 of formulas of L.2. ByM; v j= �) � we shall mean that M; v j= VA2�A! WA2�A.3. By a natural deduction proof system we shall mean any pair hAx;Ri such that(a) Ax, called the set of axioms, is any set of sequents of L(b) R is any set of derivation rules of the form � ` S, where � is a set of sequentsof L, and S is a sequent of L.4. We say that sequent S is indecomposable in a given natural deduction proof sys-tem i� it is an axiom or no rule of the system is applicable to S. A sequent isdecomposable i� it is not indecomposable. 2De�nition 2.7 Let P = hAx;Ri be a natural deduction system for logic L.1. By a decomposition tree of a sequent S in proof system P we shall mean a rootedtree with nodes labelled by sequents, such that(a) the root of the tree is labelled by S(b) all leaves of the tree are labelled by indecomposable sequents(c) any node n in the tree is either labelled by an element of Ax, or by sequentS for which there is a derivation rule S ` S in R such thati. S = ft : t is a label of a son of n in the treegii. the �rst decomposable formula (counting from left to right) of sequentlabelling n is decomposed.2. By a proof of sequent S in P we shall mean a decomposition tree of S satisfyingthe following additional conditions(a) the height of the tree is �nite(b) all leaves are labelled by axioms of Ax. 2Note that proofs are carried out top down and afterwards read bottom up. Notealso that, according to notational conventions used in the literature, by �;�;�;� weshall denote �nite sets of formulas. Similarly, by �; A;� we shall mean set �[fAg[�.Thus colon corresponds to set-theoretical union. Semicolon is used to separate sequentsfrom each other.It is worth emphasizing here that both proof systems we present are cut-free. Thismeans that the cut rule is not included in those proof system. This, of course, consid-erably simpli�es both the search for proofs and possible implementations of the proofsystems. (In fact, a weak form of cut rule appears in de�nition 4:1 (rule 50(a)). This,however, as we shall see, causes no further implementation problems.)2It is sometimes convenient to consider sets instead of sequences. We shall sometimes use thisconvention, too. 5



3 An in�nitary proof systemLet us now de�ne an in�nitary proof systems for �xpoint logics. For the sake of sim-plicity, in the classical part of the proof system we introduce rules for :;^ and 8 only.Other boolean connectives and the existential quanti�er 9 can be de�ned by the aboveones as usually. The corresponding rules can easily be derived.Observe that a natural deduction proof system for L!1! that could be used here isgiven in [8]. The one we de�ne is adapted to the formalism we deal with.In what follows we shall always assume that an enumeration of the set of terms isgiven. By ti, where i 2 !, we shall then denote the i-th term (w.r.t. the enumeration).For a sequent S labelling node, say n, in a decomposition tree T , by �Sn (or �Sn) weshall mean Sl2N �l (or Sl2N �l, respectively), where N is the set of all nodes on thepath from n to the root of the tree (including n) and �l, �l denote respective parts ofsequent labelling node l. In what follows we often write �S and �S instead of �Sn and�Sn.De�nition 3.1 Let L be an (M;G)-logic. By IPL we shall mean the following proofsystemI. axioms:` �) �, when � \� 6= ;II. rules:1. (a) A;�) �;� ` �) �;:A;�(b) �;�) A;� ` �;:A;�) �2. (a) �; A;B;�) � ` �; A ^ B;�) �(b) �) �; A;�; �) �; B;� ` �) �; A ^B;�3. (a) �; A(x t);�) �;:8x(A(x)) ` �;8x(A(x));�) �,where t is the �rst term (w.r.t. given enumeration) for which A(x t)does not appear in ��;8x(A(x));�)�, and A(x  t) denotes the formulaobtained from A by replacing x by t with renaming the free variables oft which are bound in A, if necessary(b) �) �; A(x);� ` �) �;8x(A(x));�,where variable x does not appear neither in �, nor in �4. for all m 2 M and formula A such that Gm(A)(x) is a constant functional(syntactically, i.e. functional containing no occurrences of x) we assume thefollowing rules:(a) �; Gm(A)(false);�) � ` �;m(A);�) �(b) �) �; Gm(A)(false);� ` �) �;m(A);�5. for all m 2M other than those above we assume the following rules:(a) �) �; Gim(A)(false);�;m(A) ` �) �;m(A);�,where i is the smallest natural number for which Gim(A)(false) does notappear in ��)�;m(A);�(b) f�; Gim(A)(false);�) �gi2! ` �;m(A);�) �: 26



Note that the rules 4(a) and 4(b) are special cases of rules 5(a) and 5(b). Weintroduced them in order to simplify the obtained proof systems. Constant functionalsappear in considered logic rather frequently but, on the other hand, need no in�nitarycharacterization.One can �nd some context conditions, referring to the path in decomposition tree(cf. rules 3(a) and 5(a)), somewhat unusual. We introduced them to be closer toimplementation of given proof systems. On can, however, reformulate them into theform of "pure" natural deduction method as follows:3(a) �; A(x ti+1);�) �;:8x(A(x));:A(x t0); :::;:A(x ti);:A(x ti+1)` �;8x(A(x));�) �;:A(x t0); :::;:A(x ti);5(a) �) �; Gim(A)(false);�;m(A); Gim(A)(false) ` �) �;m(A);�,where i is the smallest natural number for which Gim(A)(false) does not appear in� [ �.Observe that both A(x ti+1) and Gim(A)(false) appear in the premises twice, for thesecond time arti�cially, in a context where they can never be decomposed, since weonly allow the �rst decomposable formula to be decomposed (cf. de�nition 2.7). In ourcase, always :8x(A(x)) or m(A) is then to be decomposed before the latter occurrenceof :A(x t) or Gim(A)(false), respectively. That is a technical trick, due to which allsuitable formulas remain all the time inside of sequents so that, in a sense, a sequentremembers which formulas were used during its proof. This makes it possible to checkcontext conditions which are directly related to a sequent (but indirectly, of course,again to the whole path which is now stored inside of the sequent).Note also, that formula :8x(A(x)) appears at righthand sides of sequent in thepremises of both 3(a) and 3(a). This is again a technical trick, due to which sequentsremember that formula 8x(A(x)) can still be decomposed, but after the decompositionof formulas in �. (That is, of course, not necessary in case of rules 5(a) and 5(a), asrespective formulas already appear at the rightmost sides of sequents.)De�nition 3.2 Let P be a proof system for the logic L = hF; C; j=i: Then1. we shall say that proof system P is sound i� for any sequent �) � provable inP , j= �) �2. we shall say that proof system P is complete i� any sequent � ) � such thatj= �) � is provable in P . 2The following theorem provides us with a characterization of proof system IPL.Observe that the proof follows from that given by Lopez-Escobar [8] for L!1!.Theorem 3.3 For any (M;G)-logic L, proof system IPL is sound and complete. 24 A relatively complete proof systemIn this section we de�ne proof systems RPL which are obtained from the previous oneby replacing in�nitary proof rules. In what follows we shall always assume, that the7



�rst-order signature contains (at least) constant symbols 0 and 1, two binary functionsymbols + and �, and a binary relation symbol �.De�nition 4.1 Let L be an (M;G)-logic. By RPL we shall mean the proof systemobtained from the in�nitary system IPL (cf. de�nition 3.1) by replacing the proof rule5 by the following ones:5'. (a) Gm(A)(C)) C; �; C;�) � ` �;m(A);�) �(b) C(n n + 1)) Gm(A)(C(n)); C(n 0)) ;; �) �;9n(C(n));�` �) �;m(A);�;where n does not appear in m(A). 2Note that the presence of formula C in rules 50(a) and 50(b) seems to complicate thesearch for proofs or even make it impossible to automatize. However, as it will followfrom the proof of theorem 4:5, the search for a suitable formula can also in this casebe automated. The formula obtained from the proof, as a general one, is usually notthe simplest one. Some heuristics are then necessary to make the process of provingtheorems more e�cient.Let us now discuss the notion of relative completeness. It was for the �rst time con-sidered by Cook (cf. [2]) in context of Hoare logics. Cook separated the reasoning aboutprograms from reasoning about properties of data structures. He then restricted theclass of admissible interpretations to so called expressive interpretations only. Later itturned out, that one has to restrict himself to arithmetical interpretations when consid-ering logics more expressive than that of Hoare. Arithmetical completeness, re
ectingthis restriction, has then been derived from relative completeness by Harel in [4], incontext of dynamic logic. Harel gave �nitary proof rules for �rst-order dynamic logicthat allow us to eliminate programs from formulas of the logic. As �rst-order dynamiclogic is totally undecidable, there was of course price to pay, namely the set of axiomsforms now a totally undecidable set. On the other hand, those axioms, as classical�rst-order properties of data structures are supposed to be known by a programmer,who should never write programs based on unknown properties of data. Yet anotherrestriction of class of interpretations was considered in [10], where the only admissibleinterpretations are strictly arithmetical interpretations. Such a class of interpretationsis a proper subclass of arithmetical interpretation. It is, however, still large and worthinterest. For instance, domains of �nite stacks, queues, trees, arrays, symbols etc. withusual operations on them are all strictly arithmetical. More precise de�nition follows.De�nition 4.2 Let L = hF; C; j=i be an M -logic. Interpretation M 2 C is calledstrictly arithmetical (s-arithmetical, in short) provided that:1. M contains sort ! of natural numbers together with constants 0, 1, functions +,� and relation � (interpreted as usual)2. for each sort s of M there is an e�ective binary relation es encoding elements ofsort s, i.e. such that for each x of sort s there is exactly one i 2 ! with es(x; i)true in M. 2We are now ready to de�ne notions of relative and strictly arithmetical soundnessand completeness. 8



De�nition 4.3 Let P be a proof system for the logic L = hF; C; j=i: Then1. we say that P is sound (complete) for L relative to class I � C provided that forany interpretationM 2 I and any sequent �) � of L,`ThM �) � implies (is implied by)M j= �) �;where ThM denotes the �rst-order theory of interpretationM, i.e. the set fA 2L : M j= Ag, and `ThM denotes the syntactic consequence relation of proofsystem P augmented with the following set of axioms:f�) �1; A;�2 : A 2 ThMg2. we say that P is s-arithmetically sound (complete) provided that it is sound (com-plete) for L relative to the class of s-arithmetical interpretations. 2In order to simplify our considerations, in what follows we shall consider one-sorteds-arithmetical interpretations with sort !, operations 0; 1;+; � and additional functionsof signature ! ! !. In the presence of encoding relations this can be done without lossof generality. Namely, functions and relations on sorts other than ! can be representedby functions with signature ! ! ! or ! ! f0; 1g, respectively.Let us now brie
y discuss the notion of partial recursive functional, as it is neededin the proof of s-arithmetical completeness of proof system RPL. Namely, by a partialrecursive functional we shall mean any functional that, interpreted in s-arithmeticalinterpretation, is partial recursive (perhaps relative to some oracle). That is, to say, afunctional G is partial recursive whenever for each formula A and vector of variables x,given an oracle answering whether A(x) is true, the question whether G(A)(x) is true,is partial recursive. This notion of partial recursiveness is well known and its precisede�nition need not be quoted here. The de�nition of partial recursive functionals thatperhaps best serves our purposes is to be found in the book [5].Now we are ready to prove the main results of this section.Theorem 4.4 For any (M;G)-logic L, proof system RPL is s-arithmetically sound.ProofSoundness of rules 1 � 4 easily follows from their soundness in proof system IPL.Let us then �rst prove soundness of rule 50(a).Assume that the premises are true in some interpretationM. We shall then showthat for all i 2 !, M j= �; Gim(A)(false);�) �:Let us �rst show that for all i 2 !,M j= Gim(A)(false)) C:We proceed by induction on i. The case of i = 0 is trivial, for G0m(A) applied to anyformula, is, by convention, false. Assume that our claim is true for some i 2 !. We shallshow that it then remains true also for i + 1. Note that, by inductive assumption andmonotonicity of G (cf. de�nition 2.5), we have that M j= Gim(A)(false) ) C implies9



M j= G(Gim(A)(false)) ) Gm(A)(C). Since the �rst of premises, Gm(A)(C) ) C,is assumed valid in M, we also have that M j= G(Gim(A)(false)) ) C, i.e. M j=Gi+1m(A)(false)) C, which completes the proof of our claim.By the second of premises of the rule we now have that for all i 2 !,M j= �; Gim(A)(false);�) �:Now the rest of the proof of soundness of rule 50(a) can be carried out just like in thecase of rule 5(b) of proof system IPL.What now remains to prove is the soundness of rule 50(b). Assume that all premisesof rule 50(b) are true in interpretationM. We shall show that for all i 2 !,M j= C(i)) Gim(A)(false):We proceed by induction on i. The case of i = 0. is trivial for formula C(0) )G0m(A)(false) is just the second of premises. AssumeM j= C(i)) Gim(A)(false). Then,by monotonicity of Gm(A), M j= Gm(A)(C(i)) ) Gm(A)(Gim(A)(false)). From the �rstpremise of our rule we have M j= C(i + 1) ) Gm(A)(C(i)). Thus M j= C(i + 1) )Gm(A)(Gim(A)(false)), i.e. M j= C(i+ 1)) Gi+1m(A)(false).Now note that, by the third premise of our rule,M j= �) �;9n(C(n));�. Thus,by the above and de�nition 2:4,M j= �) �;m(A);�, which proves the result. 2Theorem 4.5 For any (M;G)-logic L, if all functionals of G are partial recursive thenproof system RPL is s-arithmetically complete.ProofThe proof of s-arithmetical completeness can easily be reduced to the proof of similartheorem shown in [10] for Hilbert-like proof systems. One can use lemma 4.4 of [10],where the reasoning about �xpoint formulas is reduced to reasoning about classical�rst-order ones. Namely, formula C required in rule 50 is constructed there and appearsto be a classical �rst-order one. Formula C that satis�es premises of rules 50(a) and50(b) can de�ned inductively as follows:C(n 0)$ falseC(n n + 1)$ Gm(A)(C(n)):(Note that M j= m(A)$ 9n(C(n))).The only (and, in fact, most di�cult) problem to be solved is that we still haveto eliminate the inductive de�nition of C and �nd a formula that explicitly de�nes C.There is, however, a theorem in recursion theory (cf. e.g. theorem 3:5 in [5], p. 92)that guarantees that such an elimination is indeed possible (cf. also [10]). Moreover,the required formula can be constructed automatically.Having a procedure of �nding suitable formula C one can step by step eliminatenonclassical operators from sequents. As there can be only �nitely many such operators,and Gm(A)(C) can contain only new operators that are less than m (w.r.t. ordering <Mrequired in de�nition 2.4), such an elimination terminates after �nitely many steps.Those steps are re
ected by application of suitable parts of rule 5.This completes the proof of s-arithmetical completeness of RPL. 210



The above theorems give us the following important characterization of proof systemRPL, where L is an (M;G)-logic with all functionals of G partial recursive:if interpretationM is strictly arithmetical, then the set of sequents provablein RPL augmented with set f�) �1; A;�2 : A 2 ThMg of axioms is equalto the set of all sequents �) � for whichM j= �) �. In particular, theset of all formulas A, for which sequent ; ) A is provable in RPL augmentedwith f�) �1; A;�2 : A 2 ThMg is equal to the set of all formulas validin interpretationM.5 Examples of applicationsLet us now show two examples of application of the theorems given in the previoussection.Example 5.1 Consider modality hP �iA of dynamic logic (cf. example 2:2). The fol-lowing axioms and proof rules (together with some other ones for other modalities ofdynamic logic, that can be easily derived from equations given e.g. in [10]) give soundand complete characterization of hP �iA.� axioms and rules 1� 3 given in de�nition 3:1� �) �; GihP �iA(false);�; hP �iA ` �) �; hP �iA;�,where i is the smallest natural number for which GihP �iA(false) does not appearin��)�;hP �iA;�� f�; GihP �iA(false);�) �gi2! ` �; hP �iA;�) �.After applying GihP �iA and making minor cosmetics, one can formulate the last two rulesas follows:� �) �; hP iiA;�; hP �iA ` �) �; hP �iA;�,where i is the smallest natural number for which GihP �iA(false) does not appearin��)�;hP �iA;�� f�; hP iiA;�) �gi2! ` �; hP �iA;�) �.After replacing the last two rules by� A _ hP iC ) C; �; C;�) � ` �; hP �iA;�) �� C(n n + 1)) A _ hP iC(n); C(n 0)) ;; �) �;9n(C(n));�` �) �; hP �iA;�,where n does not appear in hP �iAone obtains s-arithmetically sound and complete characterization of hP �iA.Both classical and s-arithmetical soundness and completeness follow, of course, fromtheorems 3:3, and 4:4, 4:5, respectively. 211



Example 5.2 Consider modality AatnextB of temporal logic (cf. example 2:3). Thefollowing axioms and proof rules (together with some other ones for the nexttime op-erator 
, that can be easily derived from equations given e.g. in [10]) give sound andcomplete characterization of AatnextB.� axioms and rules 1� 3 given in de�nition 3:1� �) �; GiAatnextB(false);�; AatnextB ` �) �; AatnextB;�,where i is the smallest natural number for which GiAatnextB(false) does not appearin ��)�;AatnextB;�� f�; GiAatnextB(false);�) �gi2! ` �; AatnextB;�) �.After applying GiAatnextB and making minor cosmetics, one can formulate the last tworules as follows:� �) �;V0<j<i
j(:B) ^
i(A ^ B);�; AatnextB ` �) �; AatnextB;�,where i is the smallest natural number for which GiAatnextB(false) does not appearin ��)�;AatnextB;�� f�;V0<j<i
j(:B) ^
i(A ^ B);�) �gi2! ` �; AatnextB;�) �,The last rule, after applying rule for conjunction, can be formulated as follows:� f�;
(:B); :::;
i�1(:B);
iB;
iA;�) �gi2! ` �; AatnextB;�) �.After replacing the last two rules by� 
(A ^ B) _
(:B _ C)) C; �; C;�) � ` �; AatnextB;�) �� C(n n+1))
(A^B)_
(:B_C(n)); C(n 0)) ;; �) �;9n(C(n));�` �) �; AatnextB;�;where n does not appear in AatnextBone obtains s-arithmetically sound and complete characterization of AatnextB.Both classical and s-arithmetical soundness and completeness again follow from the-orems 3:3 and 4:4, 4:5, respectively. 26 Final remarksAs mentioned in the introduction, our axiomatizations do not deal with the greatest�xpoints. Observe, however, that one can add axioms and proof rules that, in somecases, deal with greatest �xpoints, too. Namely, assume that some Gw(A) is downwardcontinuous (i.e. for allM and v,M; v j= w(A) i� for all i 2 !,M; v j= Giw(A)(true)).One can then add the following rules to our in�nitary proof systems (cf. de�nition3:1):6. for all w de�ned as above, 12



(a) �; Giw(A)(true);�; w(A)) � ` �; w(A);�) �,where i is the smallest natural number for which Giw(A)(true) does not appearin ��;w(A);�)�(b) f�) �; Giw(A)(true);�gi2! ` �) �; w(A);�.The proofs of soundness and completeness of the obtained calculus can now be carriedout as in the case of theorem 3.3.Similarly, one can easily add suitable proof rules to proof systems de�ned in de�ni-tion 4:1 in order to obtain s-arithmetically sound and complete proof systems:6'. (a) C ) Gw(A)(C); �) �; C;� ` �) �; w(A);�(b) ; ) C(n 0); Gw(A)(C(n))) C(n n + 1); �;8n(C(n));�) �` �; w(A);�) �;where n does not appear in w(A).Observe also that the technique of in�nitary proof systems we presented is appli-cable to the case of propositional �xpoint logics, too. In order to obtain sound andcomplete in�nitary axiomatizations of those logics one simply has to assume axiomsand rules 1; 2; 4 and 5 of proof systems IPL de�ned in de�nition 3:1. This also ap-plies to propositional �-calculus, as that has the �nite model property (cf. e.g. [6]).Thus, when considering validity of � formulas, one can restrict the class of models to�nite ones only. Then all monotone functionals become both continuous and backwardcontinuous and can thus be captured by our approach.References[1] H. Andr�eka, V. Goranko, S. Mikulas, I. N�emeti & I. Sain: E�ective TemporalLogics of Programs, in: Time and Logic - A Computational Approach (L. Bolc &A. Sza las, eds.), UCL Press Ltd., 1995, 51-129.[2] S.A. Cook: Soundness and Completeness of Axiom System for Program Veri�ca-tion, SIAM J. Comput., 7, 1, 1978, 70-90.[3] M.J. Gordon, A.J. Milner & C.P. Wadsworth: Edinburgh LCF, LNCS 78, Springer-Verlag 1979.[4] D. Harel: Dynamic Logic, in: Handbook of Philosophical Logic (D. Gabbay & F.Guenthner, eds.), vol. 2, D. Reidel Pub. Co., 1984, 497-607.[5] P.G. Hinman: Recursion Theoretic Hierarchies, Springer-Verlag, 1978.[6] D. Kozen: Results on the Propositional �-calculus, Theoretical Computer Science,27, 1983, 333-354.[7] F. Kr�oger: Temporal Logic of Programs, EATCS Monographs in Comp. Sci., 8,Springer-Verlag, 1987.[8] E.G.K. Lopez-Escobar: An Interpolation Theorem for Denumerably Long Formu-las, Fundamenta Mathematicae, LVII, 1965, 253-272.13
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