
Theory of speckles in di�ractive optics andits application to beam shapingHarald Aagedal, Michael Schmid, Thomas BethInstitut f�ur Algorithmen und Kognitive SystemeUniversit�at KarlsruheAm Fasanengarten 5D{76128 KarlsruheGermanyStephan Teiwes, Frank WyrowskiBerliner Institut f�ur OptikRudower Chaussee 5D{12484 BerlinGermanyAbstractThe paper considers the design of di�ractive phase elements (DPEs)for solving the general beam shaping problem where the signal waveis speci�ed by an intensity distribution on a continuous support ina �nite signal window. In this case serious design problems due tospeckles may arise.After introducing a mathematical de�nition and description ofspeckles, the inuence of the phase of the signal wave on the designprocess is examined. It turns out that depending on the application apseudo-random or a spherical phase should be used as an initial phaseof the signal wave for an iterative design procedure.Due to its smoothness the spherical phase prevents the occurrenceof speckles during the iteration process whereas the pseudo-randomphase is accompanied by speckle e�ects. For applications where theimaging properties of the spherical phase are undesirable a soft codingmethod is presented which signi�cantly reduces the number of specklesof the pseudo-random phase. For cases where speckles still remain we�nally present an approach for removing these in pairs.
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1 IntroductionBeam shaping with di�ractive elements is of great importance in variouslaser applications such as material processing, proximity printing or patternprojection. In literature beam shaping usually means the transformation ofa laser beam, e.g. a Gaussian beam, into a beam of di�erent shape. Froma general point of view beam shaping is the transformation of a speci�edillumination wave into a speci�ed di�racted wave|referred to as the signalwave in the following|by an optical component. When applying scalardi�raction theory, both the illumination wave and the signal wave can bedescribed by complex-valued functions de�ned on a continuous support.Methods of di�ractive optics can be successfully applied in the design ofdi�ractive elements (DEs) solving beam shaping problems. The computer-aided design of DEs o�ers a maximum in exibility to �nd a transmissionfunction ful�lling the speci�cations posed by the application. In some casesanalytical solutions based on geometrical optics can be derived by applyingthe method of stationary phase [1] to �nd the transmission function of a DE[2, 3] performing the desired wave transformation. However, we will considergeneral beam shaping problems for which no analytical solutions exist. Inthis case, well-known design algorithms such as iterative fourier transformalgorithms (IFTAs) [4, 5, 6], direct binary search (DBS) [7] and simulatedannealing (SA) [5] can be used to compute a transmission function ful�llingthe problem speci�cation.Some applications require the generation of a signal wave with a com-plex amplitude speci�ed in a �nite domain referred to as the signal windowWSignal. An algorithm for the design of a DE solving the beam shaping prob-lem is described in [8]. However, there are many applications where onlythe intensity of the signal wave is of interest. In this case the signal phaseis a parameter of freedom that can be used in the design of a DE to ful�lconstraints imposed on the signal wave and the transmission function of theDE. Thus, the quality of the intensity pro�le of the signal wave as well as thedi�raction e�ciency of the DE may be considerably improved. This paperconsiders the general beam shaping problem under the assumption that thesignal phase can be used as a free parameter in the DE design. In applica-tions in which a certain signal phase is required a second DE correcting thesignal phase could be introduced.In the iterative design a serious problem may arise because the complexamplitude of the signal wave may only be speci�ed and controlled on a �nitesampling grid. The corresponding physical wave �eld is determined by theinterpolation of the sampled signal due to the �nite size of the DE. Thus,2



the phase of the signal wave de�ned on the sampling grid clearly inuencesthe intensity of the signal between the sample points. Due to the discretede�nition of the signal strong intensity uctuations may occur in the physicalwave �eld. These uctuations are normally referred to as speckles.Figure 1 presents di�erent forms of intensity uctuations and their corre-sponding phase distributions. It shows the computer-simulated intensity ofthe physical signal wave generated by a DE (lower-left). The obvious inten-sity uctuations of the generated signal wave can be divided into two types,uctuations caused by spiral phase singularities (upper-right and upper-left)and uctuations originating from neighbouring sample points with a phasedi�erence close to � without forming a phase singularity (lower-right). Thelatter type consists of intensity uctuations only close to zero. As stated inthe next section, the �rst type is actually a zero location of the signal wave.This zero location lies on an optical vortex of the propagating EM �eld. Wewill refer to an intersection of an optical vortex with the observation planeas a speckle or phase singularity. It should be mentioned that in certaincases spiral phase singularities are needed in the design of DEs performingmap transforms on the incoming wave [9, 10].An approach based on an IFTA to avoid speckle problems in the design ofdi�ractive amplitude elements (DAE) of the Fourier type has been proposedin [11, 12]. In this paper we present an extended design concept which canbe used to determine transmission functions of DEs of the Fourier or Fres-nel type ful�lling almost any restriction to the modulation domain withoutspeckles in the physical signal wave. Because of their practical importancewe focus our methods on the design of di�ractive phase elements (DPE).These elements are characterized by perfect transparency and thus by opti-mal di�raction e�ciencies. In section 2 the theory of speckles is consolidatedto get a better understanding about the nature of speckles which turns outto be useful for the development of methods avoiding or removing specklesduring a design process. In section 3 the inuence of the signal phase on theDPE design is examined. A soft coding method avoiding speckles duringthe DPE computation is presented in section 4 and �nally an algorithm toremove pairs of speckles is introduced in section 5.2 Theory of SpecklesA point in the phase distribution of a wave front is called spiral phase sin-gularity if all phase values between 0 and 2� can be found in an arbitrarysmall surrounding around the point. Such a point must be a zero locationof the wave front. In the following a relation between the order of the zero3



location and a property called the order of the spiral phase singularity willbe derived.Let f(x) = fR(x)+ifI(x) with x = (x1; x2) be a complex-valued in�nitelymany times continuously di�erentiable function specifying a scalar wavefrontin a certain plane. The integralS(f; x0) := 12� Z�x0 (r arg f) (x) � dx = 12� Z�x0 fRrfI � fIrfRjf j2 � dx; (1)where �x0 is a su�ciently small positively oriented simple closed curvearound x0 with f(�x0(t)) 6= 0, de�nes the order of the spiral singularityof the phase of f(x) in the point x0. We will show that S(f; x0) is an integerand that x0 has to be an isolated zero location of f(x) if S(f; x0) is not equalto zero. We will call such a zero location a speckle of order k = S(f; x0) 2 Z.If S(f1; x0) and S(f2; x0) is de�ned for two functions f1 and f2 it is obviousthat S(f1f2; x0) = S(f1; x0) + S(f2; x0) and (2)S(a; x0) = 0 with a 2 C (3)hold.Because f(x) is in�nitely many times continuously di�erentiable in thepoint x0, f(x) may be developed in a bivariate power series around x0.Without loss of generality we let x0 coincide with the origin (otherwiseconsider f(x� x0)) and getf(x1; x2) = 1Xm=0 mXl=0 amlxl1xm�l2 (4)with complex coe�cients aml. The behaviour of f(x) in the vicinity of theorigin may now be described by considering only the monomials of the leastorder n with non-zero coe�cients, i.e. S(f; x0) = S(f̂ ; x0) withf̂(x1; x2) := nXl=0 anlxl1xn�l2 : (5)If n > 0, x0 is a zero location of order n and f̂ may be factorized uniquelyas f̂(x1; x2) = b0xp1xq2 n�p�qYm=1 (x1 + bmx2) (6)with complex constants bm 6= 0 and p; q 2 N0 . The point x = 0 is anisolated zero location of f(x) if and only if p; q = 0 and Im(bm) 6= 0 for all4



m 2 f1; : : : ; ng. Otherwise f(x) contains zero lines through the point x = 0as described in [13].It can be shown thatS(x1 + bmx2; 0) = sign(Im(bm)) = � �1 for Im(bm) < 01 for Im(bm) > 0; (7)holds whereas, as already mentioned, Im(bm) = 0 does not occur in the caseof isolated zero locations. With equation (2) we achieveS(f; 0) = nXm=1S(x1 + bmx2; 0): (8)Thus, a zero location x0 of order n is a speckle of order k = S(f; x0) withjkj � n. Figure 2 shows the amplitude and phase distribution of speckleswith order k = 1, k = 2, k = 3 and k = �1, respectively. The three leftmostspeckles are zero locations of order n = k, whereas the speckle to the rightis a 3rd.-order zero with a spiral phase singularity of order k = �1 6= n.One should be aware of the fact that a spiral phase singularity of order kleads to zero location of order n � jkj. On the other hand, an isolated zerolocation of order n does not necessarily lead to a spiral phase singularity.This is only true whenever n is odd. If n is even, the sum in equation (8)could add up to zero.As already stated in [14] speckles of order jkj � 2 are very rare. Thisis due to the fact that small perturbations of the wavefront tend to split ahigher order zero location into several zero locations of order 1, thus lim-iting the absolute value of the order of the corresponding speckles to 1.Likewise, zero lines tend to be split into isolated zero locations according toEisenstein's criterion [13].Considering the lines of a constant phase ' of arg(f(x)) it becomes clearthat every speckle of order 1 is connected to exactly one speckle of order�1 and vice versa under the assumption that f(x) does not possess anyzero locations of order n > 1. We refer to two corresponding speckles as aspeckle pair (top-left of �gure refrealspecs). These pairs are not unique, i.e.by choosing another ' other speckle pairs may be built. The lines of theconstant phase ' never intersect, but may touch one another. This leads tothe fact that there is always an equal number of speckles of order 1 (positivespeckles) and �1 (negative speckles).
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3 The inuence of the signal phaseAs mentioned above algorithms such as IFTAs, DBS or SA for the compu-tation of DEs generating desired intensity signals only control the intensityin discrete points of the generated continuous wavefront. The phase of thesesample points has an enormous inuence on the intensity distribution be-tween the points. If the phase di�erence of two neighbouring sample pointsis close to �, the intensity of the continuous distribution between these twopoints is likely to possess a minimum value close to zero. The way the sam-ple points have to be interpolated in order to describe the optical outputdepends on the form of the �nite sized element and whether the signal liesin the Fourier or Fresnel region of the DE.One possibility to control the intensity between the sample points is sim-ply to supersample the generated intensity signal and optimize the DE interms of this supersampled signal. This method works well for all inten-sity uctuations except for uctuations caused by spiral phase singularities.These zero locations cannot be removed by local changes of the intensity ofthe generated wavefront. Standard optimization techniques are all based onlocal changes of the sample points, i.e. the sample points are independentlyoptimized. One approach applying global changes was given in [15].Because IFTA cannot remove zero locations in the signal wave causedby spiral phase singularity the initial signal phase distribution has to becarefully chosen. Two requirements should be ful�lled by the chosen signalphase. First, the phase distribution should not possess phase singularitiesbecause these would induce zero locations in the physical signal wave ac-cording to section 2. Secondly, the signal phase should distribute the entiresignal energy as uniformly as possible into the region WDE in which theDE is located when applying the inverse wave propagation operator. Sucha signal phase is a well-chosen starting point for the iterative optimizationprocess because the amplitude of the inverse wave propagation of the com-plex signal is close to the constant amplitude of a DPE. These requirementswill in the following be examined for four di�erent signal phases; a constant,random, pseudo-random and spherical phase '(x) = exp(i�jxj2). The in-tensity distribution in �gure 1 is used as an illustrative example of a signalwave in the general beam shaping problem. Of course any other intensitysignal could be used.We combine the amplitude of the signal in �gure 1 with each of theabove phase distributions leading to four di�erent complex-valued signalwaves. Figure 3 shows the inverse wave propagation of the signal waves.Obviously, the constant phase does not distribute the energy of the signal6



wave uniformly into the DE window. Thus, the amplitude distribution inthe DE Window is very di�erent from the constant amplitude of a DPE.The other phase distributions show a much better uniformity of the energydistribution in the DE window and are thus better suited as initial phasedistributions in the design of a DPE. The initial phase may be further im-proved by a pre-iteration �nding an object-dependent initial signal phase[12].Because the constant signal phase distribution did not ful�l the secondrequirement we continue by using the signal waves with a random, pseudo-random and spherical phase for a DPE design for the general beam shapingproblem. We will in the following compute DPEs using an IFTA with equalcomputation costs for all three signal phase distributions. Figure 4 shows theow diagram of a general IFTA as described in [16]. The operators U and Xare applied in every step of the iteration process in order to ful�l constraintson the DE and the signal, respectively. These are normally projections ontothe desired subset, i.e. the set of \fabricatable" DEs and that of acceptablesignals.Without a signi�cant loss of generality, we consider a DPE design assum-ing a plane illumination wave and a Fourier propagation operator. For thecomputation of a continuous DPE F (u) which is de�ned in a window WDEand generates a desired intensity distribution js0(x)j2 in a signal windowWSignal the operators X and U may be de�ned as(X s)(x) := � �js0(x)j exp(i arg s(x)) for x 2WSignals(x) otherwise (9)(UhardF )(u) := � exp(i arg F (u)) for u 2WDE0 otherwise (10)with � being a free scale parameter as described in [16, 17].The amplitude of the signal waves of the computed DPEs are shownin �gure 5. The left image depicts the DPE and its signal wave in thecase of the random initial signal phase. This phase distribution de�nitelycontains spiral singularities. As can be seen from �gure 5, these could notbe removed by an IFTA. The middle image was computed with a specialobject-independent phase distribution designed by Br�auer et al. [12]. Thisis a non-deterministic phase distribution without spiral phase singularitiesbut at the same time a good di�user as shown in �gure 3. The numberof speckles could be signi�cantly reduced. However, the hard projectionoperator U tends to change the signal phase dramatically during the iterationprocess. This usually introduces spiral phase singularities which again leadsto speckles. In the right image of �gure 5 a spherical phase distribution7



was applied. The continuous spherical phase does of course not contain anyspiral phase singularities. This also holds for the sampled version unless thesampling criterion is violated. The smoothness of the spherical wave seemsto prevent the introduction of spiral phase singularities in the signal waveduring the iteration process.At �rst glance a suitably chosen spherical signal phase seems to be idealfor solving the general beam shaping problem. However, a spherical signalphase leads to often undesirable imaging properties of the DE. A conse-quence is the e�ect of perturbations of the DPE distribution due to damages,dust or a varying illumination wave. This e�ect is illustrated in �gure 6 fora pseudo-random and a spherical signal phase. It can easily be seen thatthe DPE computed with the initial pseudo-random signal phase spreads thelocal error over the entire signal window, whereas the DPE with the initialspherical signal phase rather images the error into the signal window.If the modulation constraints of the DPE are harder to ful�l than thoseof the above examples, e.g. if a quantized phase element is to be computed,speckles may occur even when the DPE was computed with an initial spher-ical signal phase. In this case, or if the imaging property of the sphericalphase is unwanted, the above method can be improved by introducing a softcoding operator.4 Soft codingThe hard projection U tends to change the phase of the signal wave ŝk = X skdramatically from one iteration step to the next. Such a hard operator thusleads to a lack of control of the signal phase initiated by the carefully choseninitial phase and may cause spiral phase singularities in ŝk. In the case ofa discrete intensity signal in which the phase is a complete parameter offreedom such changes are of no concern. However, when computing DPEsfor continuous intensity distributions only a restricted phase freedom may beused in the optimization process, i.e. the phase distribution of the signal maydevelop freely as long as no spiral singularities occur during the iterationprocess. One possible way to achieve this is to choose an appropriate initialsignal phase and apply a soft operatorUsoft := � Uhard + (1� �) I (11)where � is a parameter of progression going from 0 to 1 during the iter-ation process and I the identity operator. Usoft leads to minimal changesin the phase of sk, thus avoiding spiral phase singularities to arise. It isperfectly permissible to apply such a soft operator because Fk only has to8



ful�l the DPE constraint at the end of the iteration process and not afterevery iteration step. However, also soft operators cause changes in the phasedistribution of ŝk. Thus, it is important that the initial phase distributionallows minor changes without introducing spiral phase singularities.Figure 7 (left column) shows the generated signal wave of a DPE com-puted with an initial pseudo-random phase and the soft operator de�ned inequation (11). Other boundary conditions were the same as in the previ-ous section. Compared to �gure 5 the amplitude of the signal wave showsonly a few speckles. However, it may happen that they cannot completelybe removed by the iteration. Thus an additional method for removing theremaining speckles has to be developed.5 Removing pairs of specklesFrom section 2 we know that normally only speckles of order �1 occurin practice and that these build pairs of speckles. Hence, it is impossibleto remove a single speckle no matter how the amplitude, phase or bothof the phase singularity are smoothed because this violates the equality ofpositive and negative speckles. In the case of IFTA the removed speckle willde�nitely reappear in the next iteration step. The only way to overcomethis problem is to remove pairs of speckles. Therefore we need a method toidentify speckle pairs which will be derived from the following line integral.Let B be a simply connected region in R2 . We will callS(f; @B) := 12� Z@B(r arg f)(x) � dx (12)where @B denotes a positively oriented simple closed curve around B thespeckle number of f in region B. If the interior of B contains n isolatedzeros x1; : : : ; xn of f , it can be shown thatS(f; @B) = nXm=1S(f; xm) (13)holds. Thus, if x1; : : : ; xn are all �rst order zero locations of f , S(f; @B) issimply the di�erence between positive and negative speckles of f in B.The integral can be used to �nd a small region B containing speck-les which can be removed. If B only contains two speckles building apair, S(f; @B) must be zero. Such a pair can be removed with the fol-lowing procedure. First, the signal phase of region B has to be smoothed sothat B contains no spiral phase singularities. This is always possible when9



S(f; @B) = 0. We applied a simple smoothing algorithm setting the phase ofan inner point to the weighted sum of the phase values on @B with weightsdepending on the distance. Then a standard optimization algorithm|forinstance an IFTA|should be applied with no freedom of phase in B so thatthe forced phase alteration can be evenly distributed over the entire signaldistribution. One advantage of soft operators is to limit widely separatedspeckle pairs to a minimum which is very helpful for later removement ofspeckle pairs. A result of the above described procedure is shown in the rightcolumn of �gure 7. If a small region contains several speckles the specklecluster (larger circle) can be removed if the line integral is equal to zero.6 ConclusionWe have stated the point that the phase distribution of intensity signalscannot be used as a complete parameter of freedom for the optimizationprocess of DEs generating a signal wave speci�ed on a continuous supportin the Fresnel or Fourier region. A \restricted phase freedom" must howeverbe used in order to achieve a high quality element.A mathematical de�nition of speckles in wavefronts was given. Based onthis de�nition a speckle of order k could be described as an n-fold isolatedzero location of the wavefront with a spiral phase singularity of order k,where jkj � n holds. This theory turned out to be useful for creatingstrategies for avoiding speckles during an iterative design process. BecauseIFTA is not capable of removing speckles caused by spiral phase singularitiesin the signal wave, the importance of using an initial signal phase withoutphase singularities was emphasized. Di�erent signal phase distributions wereexamined and compared. An interesting result is that a spherical phase isa very good initial phase for the design of a DPE if imaging properties ofthe DPE are acceptable. The presented iterative design algorithm was usedto compute continuous DPEs generating continuous signal waves withoutspeckles if an initial spherical signal phase was applied. If an applicationdoes not allow the imaging properties introduced by a spherical phase aninitial pseudo-random signal phase should be used.A further improvement of the method was achieved by introducing asoft coding operator with which the signal phase can better be controlledduring the iteration process so that spiral phase singularities of the signalwave are not likely to appear. However, if speckles do appear these can beremoved by a proposed method based on a line integral which can be usedto �nd regions containing pairs of speckles. These pairs could be removedby applying a post-iteration with a restricted freedom of phase.10
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Figure 1: Simulated signal wave generated by a di�ractive phase elementand some examples of intensity uctuations. Each collection contains theamplitude (upper row) and phase distribution (lower row) as greyscale im-ages (left column) and 3D plots (right column).
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a) b) c) d)Figure 2: The amplitude pro�le, the amplitude distribution and the phasedistribution of (a) f(x; y) = (x+ iy)1, (b) f(x; y) = (x+ iy)2, (c) f(x; y) =(x+ iy)3 and (d) f(x; y) = (x+ iy)1(x� iy)2.

Figure 3: The capability of di�erent signal phase distributions (upper row)to distribute the signal energy uniformly into the DE Window WDE. Thephase distributions are (from left to right) a constant, random, pseudo-random and a spherical phase. The corresponding amplitude distributionsof the inverse wave propagation is shown in the lower row.13
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Figure 4: The ow diagram of a general IFTA (P: wave propation operator,I: illumination wave, Fk: DE distribution of step k, sk: generated signal ofstep k).

Figure 5: Amplitude distribution of the continuous signal wave generatedby DPEs computed with an initial random (left), pseudo-random (middle)and spherical (right) signal phase distribution with the same computationalcosts (120 iteration steps). 14



Figure 6: The e�ect of a perturbation of the transmission functions (upperrow) of DPEs computed with an initial pseudo-random signal phase (leftcolumn) and a spherical signal phase (right column) on the generated signalwave (lower row).
15



Figure 7: The amplitude and the phase of the signal wave generated by theDPE computed with the initial pseudo-random signal phase and the softoperator Usoft (left column). In the right column the speckles in the circum-scribed regions were removed by a method applying a restricted freedom ofphase.
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