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Foreword

The 14th International Conference on Human–Computer Interaction, HCI In-
ternational 2011, was held in Orlando, Florida, USA, July 9–14, 2011, jointly
with the Symposium on Human Interface (Japan) 2011, the 9th International
Conference on Engineering Psychology and Cognitive Ergonomics, the 6th In-
ternational Conference on Universal Access in Human–Computer Interaction,
the 4th International Conference on Virtual and Mixed Reality, the 4th Interna-
tional Conference on Internationalization, Design and Global Development, the
4th International Conference on Online Communities and Social Computing, the
6th International Conference on Augmented Cognition, the Third International
Conference on Digital Human Modeling, the Second International Conference
on Human-Centered Design, and the First International Conference on Design,
User Experience, and Usability.

A total of 4,039 individuals from academia, research institutes, industry and
governmental agencies from 67 countries submitted contributions, and 1,318
papers that were judged to be of high scientific quality were included in the
program. These papers address the latest research and development efforts and
highlight the human aspects of design and use of computing systems. The papers
accepted for presentation thoroughly cover the entire field of human–computer
interaction, addressing major advances in knowledge and effective use of com-
puters in a variety of application areas.

This volume, edited by Dylan D. Schmorrow and Cali M. Fidopiastis, con-
tains papers in the thematic area of augmented cognition (AC), addressing the
following major topics:

• Theories, models, and technologies for augmented cognition
• Applied neuroscience and brain monitoring
• Augmented cognition, social computing, and collaboration
• Augmented cognition for learning
• Augmented cognition and interaction
• Augmented cognition in complex operational environments

The remaining volumes of the HCI International 2011 Proceedings are:

• Volume 1, LNCS 6761, Human–Computer Interaction—Design and Devel-
opment Approaches (Part I), edited by Julie A. Jacko

• Volume 2, LNCS 6762, Human–Computer Interaction—Interaction Tech-
niques and Environments (Part II), edited by Julie A. Jacko

• Volume 3, LNCS 6763, Human–Computer Interaction—Towards Mobile and
Intelligent Interaction Environments (Part III), edited by Julie A. Jacko

• Volume 4, LNCS 6764, Human–Computer Interaction—Users and Applica-
tions (Part IV), edited by Julie A. Jacko

• Volume 5, LNCS 6765, Universal Access in Human–Computer Interaction—
Design for All and eInclusion (Part I), edited by Constantine Stephanidis
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• Volume 6, LNCS 6766, Universal Access in Human–Computer Interaction—
Users Diversity (Part II), edited by Constantine Stephanidis

• Volume 7, LNCS 6767, Universal Access in Human–Computer Interaction—
Context Diversity (Part III), edited by Constantine Stephanidis

• Volume 8, LNCS 6768, Universal Access in Human–Computer Interaction—
Applications and Services (Part IV), edited by Constantine Stephanidis

• Volume 9, LNCS 6769, Design, User Experience, and Usability—Theory,
Methods, Tools and Practice (Part I), edited by Aaron Marcus

• Volume 10, LNCS 6770, Design, User Experience, and Usability—
Understanding the User Experience (Part II), edited by Aaron Marcus

• Volume 11, LNCS 6771, Human Interface and the Management of
Information—Design and Interaction (Part I), edited by Michael J. Smith
and Gavriel Salvendy

• Volume 12, LNCS 6772, Human Interface and the Management of
Information—Interacting with Information (Part II), edited by Gavriel Sal-
vendy and Michael J. Smith

• Volume 13, LNCS 6773, Virtual and Mixed Reality—New Trends (Part I),
edited by Randall Shumaker

• Volume 14, LNCS 6774, Virtual and Mixed Reality—Systems and Applica-
tions (Part II), edited by Randall Shumaker

• Volume 15, LNCS 6775, Internationalization, Design and Global Develop-
ment, edited by P.L. Patrick Rau

• Volume 16, LNCS 6776, Human-Centered Design, edited by Masaaki Kurosu
• Volume 17, LNCS 6777, Digital Human Modeling, edited by Vincent G.

Duffy
• Volume 18, LNCS 6778, Online Communities and Social Computing, edited

by A. Ant Ozok and Panayiotis Zaphiris
• Volume 19, LNCS 6779, Ergonomics and Health Aspects of Work with Com-

puters, edited by Michelle M. Robertson
• Volume 21, LNAI 6781, Engineering Psychology and Cognitive Ergonomics,

edited by Don Harris
• Volume 22, CCIS 173, HCI International 2011 Posters Proceedings (Part I),

edited by Constantine Stephanidis
• Volume 23, CCIS 174, HCI International 2011 Posters Proceedings (Part II),

edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Pro-
gram Boards of all Thematic Areas, listed herein, for their contribution to the
highest scientific quality and the overall success of the HCI International 2011
Conference.

In addition to the members of the Program Boards, I also wish to thank
the following volunteer external reviewers: Roman Vilimek from Germany, Ra-
malingam Ponnusamy from India, Si Jung “Jun” Kim from the USA, and Ilia
Adami, Iosif Klironomos, Vassilis Kouroumalis, George Margetis, and Stavroula
Ntoa from Greece.



Foreword VII

This conference would not have been possible without the continuous support
and advice of the Conference Scientific Advisor, Gavriel Salvendy, as well as the
dedicated work and outstanding efforts of the Communications and Exhibition
Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution toward the organization of
the HCI International 2011 Conference the members of the Human–Computer
Interaction Laboratory of ICS-FORTH, and in particular Margherita Antona,
George Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George
Kapnas.

July 2011 Constantine Stephanidis
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national 2013, will be held jointly with the affiliated conferences in the summer
of 2013. It will cover a broad spectrum of themes related to human–computer
interaction (HCI), including theoretical issues, methods, tools, processes and
case studies in HCI design, as well as novel interaction techniques, interfaces
and applications. The proceedings will be published by Springer. More infor-
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will be announced through the HCI International Conference series website:
http://www.hci-international.org/
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Abstract. The brain can be very proficient in classifying images that are hard 
for computer algorithms to deal with. Previous studies show that EEG can 
contribute to sorting shortly presented images in targets and non-targets. We 
examine how EEG and classification performance are affected by image 
presentation time and the kind of target: humans (a familiar category) or 
kangaroos (unfamiliar). Humans are much easier detected as indicated by 
behavioral data, EEG and classifier performance. Presentation of humans is 
reflected in the EEG even if observers were attending to kangaroos. In general, 
50ms presentation time decreased markers of detection compared to 100ms. 

1   Introduction 

Recent technological developments have lowered the costs of gathering and storing 
high volumes of images. Enormous amounts of images are digitally available in fields 
ranging from internet search engines to security cameras and satellite streams. 
Finding an image of interest requires a system of image triage through which only a 
subset of images is selected for further visual inspection. However, in some cases, 
automatic analysis of image contents is difficult because computer vision systems 
lack the sensitivity, specificity and generalization skills needed for efficient image 
triage. The human brain, on the other hand, can be extremely apt at image 
classification and can recognize target images quickly and precisely. Participants in a 
study by Thorpe et al. [1] had to indicate whether a previously unseen photograph, 
flashed for just 20 ms, contained an animal or not by releasing or holding a button. 
Already 150 ms after stimulus onset EEG (electroencephalography) signals for target 
and non-targets started to differ reliably– a frontal negativity developed for non-target 
images. Similar results were found by Goffaux et al. [2] where observers had to 
categorize types of landscape. An image classification BCI (Brain Computer 
Interface) may provide us access to these very powerful brain mechanisms to interpret 
images and enable observers to reliably classify images at very high speeds. 

Several groups have already implemented image classification BCIs, usually based 
on a particular event related potential (ERP) present in the EEG, called the P3. The P3 
is a positive peak in EEG that occurs approximately 300 ms after a target stimulus (a 
stimulus that the observer is attending to) is presented [3]. Sajda, Parra, Gerson and 
colleagues [4-7] presented their observers with sequences of 50 to 100 images of 
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natural scenes, where each image was presented for 100 ms. Observers had to press or 
release a button right after detecting a natural scene containing people, or after the 
sequence had ended. Each sequence contained 1 or 2 of these targets. They found that 
both EEG and button presses contributed to correctly ordering images from more to 
less likely to be a target. Similarly, Huang, Pavel, and colleagues [8-10] presented 
sequences of 50 satellite images, where each image was presented for 60 to 200 ms. 
Targets were man-made objects such as ships, oil storage depots or golf courses. Half 
of the sequences contained 1 target, the other half none. Observers pressed a button 
directly after detecting the target or after the sequence had ended. They also found 
that both EEG and button presses contributed to correct classification. 

The previous studies show the feasibility of image classification BCIs. In our 
research we want to build a BCI to classify shortly presented images, but in line with 
virtually all real-life image classification situations and (partly) in contrast to the 
previous studies, observers are unaware of the number of targets. This may be an 
important factor. If observers know that one target will be present, they may quit 
paying attention after target detection, or, if they did not see the target yet, anticipate 
it towards the end of the sequence. Also note that few compared to many targets may 
enhance P3 size [3]. We here focus on the role of the image category of the target, or 
target type, within a fixed collection of context images. It may not be possible to 
generalize results of the studies mentioned before when other types of targets (within 
other types of contexts) are searched. When e.g. looking for a human in a natural 
environment, the observers’ expertise of human appearances can support 
performance. In this study we compare brain responses to attended or unattended 
images of humans to those of kangaroos. Thus, we compare between groups of 
images that are always the same, the only difference being which group attention is 
focused on. Since our European observers are more familiar with recognizing humans 
than kangaroos, detecting humans amongst other animals may be easier than detecting 
kangaroos and correspondingly, produce stronger P3s. In addition, specific ERP 
components that are associated with faces or other highly familiar stimuli such as the 
N170 may be present [11-13]. If so, and if in a particular image classification case the 
target of interest corresponds to such a familiar stimulus, these could be used in 
classifiers. Together with the effect of target type, we examine the effect of 
presentation time (100 or 50 ms). Interactions between target type and presentation 
time may occur, such as kangaroo images eliciting P3s when they are presented long, 
but not when they are presented for a short time. Besides examining the ERPs 
directly, we also look for effects of target type and presentation time on classifier 
performance. 

2   Methods 

2.1   Participants 

Twenty observers (10 men and 10 women) participated in the experiment. Their mean 
age was 38.9 years (SD= 16.6). As verified by a questionnaire, all participants were 
neurologically healthy and had normal or corrected to normal vision. Participants 
gave their informed consent before the start of the experiment and were given a 
monetary reward for their time. 
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2.2   Stimuli 

All images were obtained from the Caltech-256 Object Category Dataset [14]. Images 
that were not clearly recognizable or had written text on them were excluded from the 
experiment. Only images in portrait format were used. In total 952 images were 
selected for use in the experiment, including 55 images of humans and 40 images of 
kangaroos. Images were normalized in size and in luminance using Matlab. Their size 
was reduced to 280 x 420 pixels. They were then transformed to the CIELAB Lab 
color space, where the average and standard deviation of luminance (L-component) 
were set to 30 and 25.2 respectively. Then, the images were transformed back to 
sRGB. Custom built software presented sequence of 60 images on a Dell 1907 LCD 
flat panel display (19 inch, 60 Hz, 1280 x 1024 pixels) at a viewing distance of about 
70 cm. Each image was presented for 50 or 100 ms. In between image sequences, a 
white screen was shown for 1s followed by a white screen with a black fixation cross 
that was presented for a randomly chosen interval between 0.8 and 1.2 s. 

2.3   Design 

For each presentation time (50 and 100 ms), each participant completed 10 runs with 
target type human and 10 runs with target type kangaroo. Each run consisted of 5 
image sequences of 60 images each. Sequences could contain between 0 and 4 targets 
as well as 0 to 4 non-targets. Non-targets were images of kangaroos for the human 
target type and images of humans for the kangaroo target type. The resulting 25 
combinations of target and non-target numbers were randomly distributed across runs 
and occurred twice within each of the four conditions (four combinations of target 
type and presentation time). Image sequences were generated taking into account the 
following constraints. There were always at least six fillers (images of animals that 
were neither humans nor kangaroos) between targets and non-targets. Targets and 
non-targets were never among the first or last 4 images. Within one run, images were 
never shown more than once. Half of the participants first performed the task at 100 
ms/image and then at 50 ms/image, the other half the other way around. The order of 
target types was counterbalanced across participants. The 10 runs were order balanced 
using a latin square. 

2.4   Task and Procedure 

Participants were seated comfortably in front of a monitor in a shielded room. Before 
the experiment started, the complete procedure was explained to the participants. The 
participants were asked to blink as little as possible and to limit any other movements 
during image sequences. The task was to concentrate on target images and count the 
number of times they were presented in an image sequence. The participants were 
informed of the nature of the targets (either humans or kangaroos) before every new 
target type. Every time that the target type and/or presentation speed changed, 
participants were given a training run to get used to the target type they had to detect 
and the speed of presentation. Participants entered the number of targets they had 
counted on a keypad during a time window of about 2s in between image sequences.  
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2.5   EEG Recording 

EEG activity was recorded at the Fpz, Fz, Fp1, Fp2, Cz, Pz, P3, P4, Oz, POz, PO7 
and PO8 electrode sites of the 10-20 system [15] using Au electrodes mounted in an 
EEG cap (g.tec medical engineering GmbH). A ground electrode was attached to the 
scalp at the AFz electrode site. The EEG electrodes were referenced to linked mastoid 
electrodes. The impedance of each electrode was below 5 kΩ. Data were sampled 
with a frequency of 256 Hz and filtered before storage by a 0.1 Hz high pass-, a 60 Hz 
low pass- and a 50 Hz notch filter (USB Biosignal Amplifier, g.tec medical 
engineering GmbH). Additional electrodes (Kendall Neonatal ECG electrodes from 
Tyco Healthcare Deutschland GmbH) were positioned above and below the left eye, 
and close to the outer canthi of the eyes to monitor EOG (electro-oculography - blinks 
and eye movements). EOG electrodes were referenced to each other. Data recording 
was controlled by a combination of custom-built software and Matlab/Simulink tools.  

2.6   Analysis 

EEG Signal Analysis. The EEG/EOG data were processed using Brain Vision 
Analyzer 2.0 (BrainProducts). We started out with data from the interval between the 
first fixation cross to 2s after the last image of the run. All EEG channels were 
automatically inspected for bad episodes, using standard settings of Brain Vision 
Analyzer. This identified most of the eye blinks, which mainly occurred in between 
image sequences in accordance with experimental instructions. Bad episodes were 
excluded from the analysis. The remaining data were manually inspected for further 
irregularities to remove all eye blinks and other artifacts from the data. EOG data 
were not further used. Segments were then selected starting at 200 ms before image 
onset and 600 ms after image onset. Since there were many more filler segments than 
target and non-target segments, only every fourth of the filler segments was used. 
Segments were baseline corrected using an interval of 200 ms to 0 ms before stimulus 
onset. Averages were calculated for targets, non-targets and fillers per participant and 
condition. Visual inspection of these averages revealed that the N170 component 
appeared between 100 and 350 ms after stimulus onset. The P3 component appeared 
between 300 and 550 ms after stimulus onset. The area in μV*ms within these 
timeframes was taken as a measure for the magnitude of the respective components.  

For further P3 analysis, we selected data recorded at Pz because Pz is known to be 
a good location for measuring P3 [16] and these indeed distinguished well between 
targets and non-targets. More specifically, all electrodes distinguish well between 
targets and non-targets except for Fpz, Fp1 and Fp2. At these locations, paired t-tests 
on P3s per participant, electrode, targets and non-targets do not indicate significant 
differences between targets and non-targets (p-values > 0.11). For all other electrodes, 
p-values are <0.01.  

For further N170 analysis, we selected data from P4 since in our study, these 
appeared to distinguish best between images of humans and kangaroos. When target 
type is human, the N170 is larger for targets (human) than non-targets (kangaroo) at 
all electrodes (paired t-tests on N170 per participant, electrode, target and non-target 
resulted in p-values <0.03). When target type is kangaroo, the N170 tends to be larger 
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for non-targets (human) than targets (kangaroo) at all electrodes; significantly so for 
Pz (t19=2.60, p=0.02), P3 (t19=2.75, p=0.01), P4 (t19=2.88, p<0.01) and PO7 (t19=2.21, 
p=0.04). 

We computed dP3 as the difference between the P3 elicited by targets and the P3 
elicited by non-targets, separately for participants and conditions. A positive dP3 
reflects a larger P3 for targets than for non-targets. This is the part of the P3 that we 
are interested in and that we want to check for sensitivity to target type and 
presentation time. Similarly, we computed dN170 as the difference between the N170 
elicited by human images and the N170 elicited by kangaroo images, separately for 
participants and conditions. A positive dN170 reflects a larger N170 for human 
images than for kangaroo images. 

Classification. We performed a cross-validation using a type of discriminant analysis 
as described in [17] which, in short, works as follows. EEG data was segmented in 1 
sec epochs, starting at stimulus onset. EEG segments were normalized such that their 
average value was zero. For each participant and each run, segments following target 
stimuli were averaged across all electrodes. Segments following filler and non-target 
stimuli were averaged likewise. This was done using all sequences minus one. The 
difference between the two average responses (target minus filler/non-target) or 
‘template’ was multiplied by single segments from the sequence left out when 
constructing the template. If for a certain segment, the mean result exceeded a certain 
threshold, it was interpreted as a response to a target, and otherwise as a response to a 
filler/non-target. The threshold was chosen such that we had equal percentages of 
target responses that were wrongly classified as filler/non-target responses and 
filler/non-target responses wrongly classified as target responses. This prevented the 
problem of judging a classifier that labels all segments as filler/non-targets as a good 
classifier since it only makes an error about twice in a sequence. The percentage of 
wrongly identified responses that we get when applying the threshold as described 
above is termed Equal Error Rate (EER). It is a measure of classification 
performance, where an EER of 50 means that a target or a non-target/filler has a 50% 
chance of not being identified as such, thus reflecting chance performance, and an 
EER of 0 means perfect performance. 

Statistical analysis. Repeated measures ANOVAs were used to test for effects of 
target type (human or kangaroo) and presentation time (50 or 100 ms) on dP3, dN170, 
EER and counting error. Counting error was the absolute difference between the 
number of targets present in an image sequence and the number as reported by the 
participant. When appropriate, Tukey HSD post-hoc tests were performed to establish 
the nature of an effect. One sample t-tests were used to examine whether dP3 and 
dN170 were different from zero in all four conditions. 

3   Results 

3.1   ERPs 

General. Figure 1 gives a general impression of the ERPs. It shows Pz grand 
averages of EEG separately for targets and non-targets, and for human and kangaroo 
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images. Human targets appear to elicit both a negative component between 100 and 
350 ms after stimulus onset (N170) and a positive component between 300 and 550ms 
(P3). Non-target images of humans seem to elicit an N170 as well, but no P3. Images 
of kangaroos do not seem to generate a N170 or a P3, although the EEG seems 
slightly more positive for kangaroo targets than for kangaroo non-targets towards the 
end. 

 

Fig. 1. EEG grand averages recorded at Pz, separately for targets and non-targets, and for 
human and kangaroo images. Time 0 corresponds to stimulus onset. 

P3. Figure 2A shows dP3 (P3 at Pz for the target minus that for the non-target) for 
each target type and presentation time. The mean values are larger than zero, except 
for the kangaroo target presented at 50 ms, suggesting that generally an attention 
driven P3 is present. However, only for the human target presented at 100 ms the dP3 
is significantly larger than 0 (one sample t-test t19=3.78, p<0.01, other p-values 
>0.32). A repeated measures ANOVA indicates that the dP3 is affected by target type 
(F(1,19)=5.61, p=0.03) with the human target producing larger dP3s than the kangaroo, 
and presentation time (F(1,19)=7.04, p=0.02) with 100 ms producing larger dP3s than 
50 ms. There is no interaction between target type and presentation time (F(1,19)=0.04, 
p=0.84). 

N170. Figure 2B shows dN170 (N170 at P4 for the human image minus that for the 
kangaroo) for each target type and presentation time. An N170 is present as indicated 
by mean dN170 values being significantly larger than zero for the human target types 
(t19=3.08 for 100 ms presentation time and t19=3.12 for 50 ms, both p-values<0.01) 
and the kangaroo target type at 100 ms presentation time (t19=3.37, p<0.01). For the 
kangaroo type - 50 ms condition dN170 is not significantly larger than zero (t19=0.34, 
p=0.98). A repeated measures ANOVA indicates that there is no main effect of target 
type (F(1,19)=0.01, p=0.93) on dN170. There is an effect of presentation time 
(F(1,19)=5.59, p=0.03) and an interaction between target type and presentation time 
(F(1,19)=6.36, p=0.02). Tukey HSD post-hoc tests shows that for human target type 
conditions, presentation time does not affect the dN170 while for kangaroo target type 
conditions, dN170 is larger when presentation time is 100 ms compared to 50 ms 
(difference between the different presentation times for kangaroo target type 
conditions: p=0.02; all other comparisons p-values>0.28). 
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Fig. 2. dP3: P3 at Pz for the target minus that for the non-target (A) and dN170: N170 at P4 for 
the human image minus that for the kangaroo (B) for each target type and presentation time. 
Error bars represent standard errors of the mean. 

 

Fig. 3. Equal error rate for each target type and presentation time. Perfect classification 
performance would be at 0 and chance performance at 50. Error bars represent standard errors 
of the mean. 

3.2   Classification 

Figure 3 shows mean equal error rate (EER) for each target type and presentation time 
where 0 indicates perfect classification performance and 50 chance performance. A 
repeated measures ANOVA showed an effect of presentation time (F(1,19)=94.43, 
p<0.01), target type (F(1,19)=36.69, p<0.01) and an interaction (F(1,19)=42.34, p<0.01). 
Tukey HSD post-hoc tests indicated that the EER for human target at 100 ms was 
lower than the EER in all other conditions (p-values <0.01 for all comparisons) while 
there were no other significant differences between the EERs (p-values >0.11). 

3.3   Counting Error 

Figure 4A plots the number of targets reported against the number of targets 
presented, separately for each target type and presentation time. The figure shows a 
clear pattern of better performance for human compared to kangaroo targets, and for 
long compared to short presentation times. Better performance is reflected by stronger 
positive relations between counted and presented number of targets. Figure 4B shows 
the mean counting error for each target type and presentation time. Target type 
(F(1,19)=405.00, p<.01) and presentation time (F(1,19)=75.39, p<.01) both have an effect  
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on counting error. There is an interaction between presentation time and target type 
(F(1,19)=8.80, p<.01) that indicates that counting human targets benefits more from a 
longer presentation time than kangaroo targets does.  

 

Fig. 4. Counting performance for each target type and presentation time as indicated by the 
number of targets reported against the number of targets presented (A) and counting error (B). 
Error bars represent 95% confidence intervals. 

4   Conclusions 

Our results clearly indicate that target type (in combination with the type of fillers) 
can affect performance of image classification BCIs. Images of humans as targets 
elicit stronger P3s than images of a less familiar species, kangaroos. In line with this, 
classification performance was better for human targets (when images were presented 
for 100 ms) as well as counting performance. Detecting kangaroos in between animals 
appeared close to impossible with the short presentation times used and this was 
reflected in all dependent measures.  

Human images also elicited an N170 whereas kangaroo images did not. For the 
presentation time of 100 ms, this even held when observers focused on detecting 
images of kangaroos (in line with [18]). This means that besides the P3, the N170 can 
be used in classification algorithms when the goal of the image classification BCI is 
to find images of humans. Our finding that an electrode at the right hemisphere tended 
to display the N170 best is in line with previous findings (e.g. [19]). However, better 
N170 results are expected when EEG electrodes are placed more temporally than in 
the current study [20, 21].  

Besides target type, presentation time also affected the results. As demonstrated 
before, shorter presentation times (below 500 ms – [22]) result in smaller or harder to 
detect P3s and lower classification rates [4, 8, 23]. This is probably caused both by the 
fact that short presentation times limit processing time and because they increase 
overlap of ERPs resulting in noisier signals. Presentation time also interacted with 
target type. Presentation time did not affect the N170 with a human target, but when 
the target was a kangaroo, 100 ms presentation time produced a clearer N170 than 50 
ms (in which case dN170 was not significant). For classification, longer presentation 
time increases performance, though not significantly so for the kangaroo, perhaps 
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because this target type was just too difficult. Similarly, an interactive effect of 
presentation time and target type occurred for counting performance with longer 
presentation time increasing performance, but especially so for the human target. 

In the present study, we focused on targets and non-targets, leaving ERPs elicited 
by the fillers largely aside. In general we can say that for the P3, filler and non-target 
data are virtually indistinguishable. The fact that non-targets do not elicit larger P3s 
than fillers, indicates that observers succeeded in switching attention between target 
types. Fillers elicit N170s that are in between those elicited by human images and 
kangaroo images. This is probably caused by filler images that resemble humans, like 
images of other primates. Note that the N170 would probably have been stronger 
when only images of human faces had been used instead of the broader category of 
images of humans that also included whole body pictures. 

In conclusion, performance of image classification BCIs cannot simply be 
generalized to situations in which other types of targets are being searched. Image 
classification BCIs will probably be most successful when typical human expertise 
can be used, such as detecting human faces. In that case even unintentional detection 
could be tapped. In addition, future studies should take care not to design image 
classification BCIs for cases that can be effectively dealt with by computer 
algorithms.  

Acknowledgements. The authors gratefully acknowledge the support of the BrainGain 
Smart Mix Programme of the Netherlands Ministry of Economic Affairs and the 
Netherlands Ministry of Education, Culture and Science, and David van Leeuwen for 
the classification analysis. 

References 

1. Thorpe, S., Fize, D., Marlot, C.: Speed of processing in the human visual system. 
Nature 381, 520–522 (1996) 

2. Goffaux, V., Jacques, C., Mouraux, A., Oliva, A., Schyns, P.G., Rossion, B.: Diagnostic 
colours contribute to the early stages of scene categorization: Behavioural and 
neurophysiological evidence. Vis. Cogn. 12, 878–892 (2005) 

3. Farwell, L.A., Donchin, E.: Talking off the top of your head: A mental prosthesis utilizing 
event-related brain potentials. Electroencephalography and Clinical Neurophysiology 70, 
510–523 (1988) 

4. Sajda, P., Gerson, A., Parra, L.: High-throughput image search via single-trial event 
classification in a rapid serial visual presentation task. In: Proc. First International IEEE 
EMBS Conference on Neural Engineering, pp. 7–10 (2003) 

5. Gerson, A.D., Parra, L.C., Sajda, P.: Cortically-coupled Computer Vision for Rapid Image 
Search. IEEE Trans. on Neural Systems & Rehabilitation Engineering 14, 174–179 (2006) 

6. Sajda, P., Gerson, A.D., Philiastides, M.G., Parra, L.C.: Single-trial analysis of EEG 
during rapid visual discrimination: Enabling cortically-coupled computer vision. In: 
Dornhege, G., Mueller, K.-R. (eds.) Brain-Computer Interface. MIT Press, Cambridge 
(2007) 

7. Parra, L.C., Christoforou, C., Gerson, A.D., Dyrholm, M., Luo, A., Wagner, M., 
Philiastides, M.G., Sajda, P.: Spatio-temporal linear decoding of brain state: Application to 
performance augmentation in high-throughput tasks. IEEE Signal Processing Magazine 25, 
95–115 (2008) 



12 A.-M. Brouwer et al. 

8. Huang, Y., Erdogmus, D., Mathan, S., Pavel, M.: Comparison of Linear and Nonlinear 
Approaches on Single Trial ERP Detection in Rapid Serial Visual Presentation Tasks. In: 
International Joint Conference on Neural Networks, pp. 1136–1142 (2006) 

9. Huang, Y., Erdogmus, D., Mathan, S., Pavel, M.: A Fusion Approach for Image Triage 
using Single Trial ERP Detection. In: 3rd International IEEE/EMBS Conference on Neural 
Engineering, pp. 473–476 (2007) 

10. Huang, Y., Erdogmus, D., Mathan, S., Pavel, M.: Large-scale image database triage via 
EEG evoked responses. In: IEEE International Conference on Acoustics, Speech and 
Signal Processing, pp. 429–432 (2008) 

11. Bentin, S., McCarthy, G., Perez, E., Puce, A., Allison, T.: Electrophysiological studies of 
face perception in humans. J. Cogn. Neurosci. 8, 551–565 (1996) 

12. Rossion, B., Jacques, C.: Does physical interstimulus variance account for early 
electrophysiological face sensitive responses in the human brain? Ten lessons on the N170. 
NeuroImage 39, 1959–1979 (2008) 

13. Busey, T.A., Vanderkolk, J.R.: Behavioral and electrophysiological evidence for 
configural processing in fingerprint experts. Vis. Res. 45, 431–448 (2005) 

14. Griffin, G., Holub, A., Perona, P.: Caltech-256 Object Category Dataset. California 
Institute of Technology (2007), 
http://resolver.caltech.edu/CaltechAUTHORS:CNS-TR-2007-001 

15. Jasper, H.: Report of the committee on methods of clinical examination in 
electroencephalography. Electroencephalography and Clinical Neurophysiology 10, 370–
375 (1958) 

16. Ravden, D., Polich, J.: On P300 measurement stability: habituation, intra-trial block 
variation, and ultradian rhythms. Biol. Psych. 51, 59–76 (1999) 

17. Bandt, C., Weymar, M., Samaga, D., Hamm, A.O.: A simple classification tool for single-
trial analysis of ERP components. Psychophysiol. 46, 747–757 (2009) 

18. Rousselet, G.A., Macé, M.J., Fabre-Thorpe, M.: Animal and human faces in natural 
scenes: How specific to human faces is the N170 ERP component? JOV 4, 13–21 (2004) 

19. Rossion, B., Joyce, C.J., Cottrell, G.W., Tarr, M.J.: Early lateralization and orientation 
tuning for face, word and object processing in the visual cortex. Neuroimage 20, 1609–
1624 (2003) 

20. Kanwisher, N., McDermott, J., Chun, M.M.: The fusiform face area: A module in human 
extrastriate cortex specialized for face perception. J. Neurosci. 17(11), 4302–4311 (1997) 

21. Luck, S.J.: An Introduction to the Event-Related Potential Technique. MIT Press, 
Cambridge (2005) 

22. Shenoy, P., Tan, D.S.: Human-Aided Computing: Utilizing Implicit Human Processing to 
Classify Images. In: CHI 2008 Proceedings Cognition, Perception, and Memory (2008) 

23. Yazdani, A., Vesin, J.-M., Izzo, D., Ampatzis, C., Ebrahimi, T.: Implicit retrieval of salient 
images using brain computer interface. In: Proceedings of International Conference on 
Image Processing, ICIP (2010) 



 

D.D. Schmorrow and C.M. Fidopiastis (Eds.): FAC 2011, HCII 2011, LNAI 6780, pp. 13–22, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Implementation of fNIRS for Monitoring Levels  
of Expertise and Mental Workload 

Scott C. Bunce1,2, Kurtulus Izzetoglu2, Hasan Ayaz2, Patricia Shewokis2,3,  
Meltem Izzetoglu2, Kambiz Pourrezaei2, and Banu Onaral2 

1 Penn State Hershey Medical Center and Penn State College of Medicine 
2 Drexel University School of Biomedical Engineering, Sciences, and Health Systems 

3 College of Nursing and Health Professions, Drexel University 

Abstract. An accurate measure of mental workload would help improve 
operational safety and efficacy in many environments that involve multitasking 
or sustained vigilance. The current study utilized functional near-infrared 
spectroscopy (fNIRs) to examine the relationship of the hemodynamic response 
in dorsolateral prefrontal cortex (DLPFC) as it related to mental workload, level 
of expertise, and task performance. DLPFC responses were monitored with 
fNIRs while 8 participants (4 with high practice, 4 novices) completed a quasi-
realistic computerized Warship Commander Task with various levels of 
difficulty. The results show that greater expertise was associated with relatively 
lower oxygenation (less neural activity) at low to moderate levels of taskload, 
but higher oxygenation and better performance at high levels of taskload. For 
novices, oxygenation was higher at moderate levels of taskload, but dropped 
precipitously at higher levels of taskload, along with performance, consistent 
with disengaging from the task. Results are interpreted within a “scaffolding-
storage" framework.  

Keywords: Optical Brain Imaging; functional near infrared spectroscopy; 
mental workload; expertise; practice, fNIR. 

1   Introduction 

Mental workload plays a critical role in many complex command and control systems. 
It is particularly important to understand operator workload in situations where 
performance failures could result in catastrophic losses (e.g., warship command, Air 
Traffic Control (ATC)). Accurate assessment of mental workload could help prevent 
operator error and allow timely intervention by predicting performance decline that 
can arise from either work overload or from understimulation [1-3]. For some time, 
investigators have been working on adaptive aiding schemes to facilitate optimal 
performance in critical mission systems by dynamically matching the momentary 
mental capabilities of the operator to the task demands [4-5]. To be viable, such a 
system must improve performance above the levels possible with unaided and fully 
automated systems [3, 6]. Further, adaptive aiding systems should provide aid only 
when required [7], as providing an unnecessary intervention can lead to performance 
errors as readily as not providing aid when it is required [1-3]. An accurate and 
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reliable measure of the operator’s mental workload is a critical component of any 
such adaptive aiding system [8]. 

Within the basic methods of measuring mental workload, physiological measures are 
the most promising for field applications. Neurophysiological and psychophysiological 
measures are commonly used to index the level of mental demand associated with a 
given task because they can provide continuous and unobtrusive monitoring that does 
not contribute to the operator’s workload [9-16]. 

There is considerable evidence that neurophysiological and psychophysiological 
variables respond to cognitive demand in a predictable manner [17]. Direct measures 
of central nervous system function such as electroencephalography (EEG) and event-
related potentials (ERPs) have been particularly strong candidates for accurate, 
objective measures of operator workload. Increasing task difficulty, for instance, is 
known to be associated with EEG changes such as increased power in the beta 
bandwidth, increased theta activity at frontal sites and the suppression of alpha 
activity [12, 18-19]. Although EEG has many excellent qualities for monitoring 
mental workload, including excellent temporal resolution, it is limited in its capacity 
for spatial resolution.  

In this study, we utilized an optical measure of neural activity, functional near 
infrared spectroscopy (fNIRs), a good candidate for measuring mental workload 
under field conditions. fNIRS is safe, highly portable, user-friendly and relatively 
inexpensive, with rapid application times and near-zero run-time costs [20]. The most 
commonly used form of fNIRs uses light, introduced at the scalp, to measure changes 
in blood oxygenation as oxy-hemoglobin converts to deoxyhemoglobin during neural 
activity, ie., the hemodynamic response. Although its temporal resolution is limited to 
that of the hemodynamic response, fNIRs provides good spatial localization relative 
to EEG, on the order of 1cm2, and has the capacity to be integrated with EEG/event-
related potentials (ERPs).  

The capacity for spatial resolution has important implications for the use of fNIRs 
as a measure of workload. Current models of automaticity related to the development 
of expertise in certain tasks suggest that there are shifts in the functional neuroanatomy 
of task performance that support ongoing cognitive efforts. Operator skill and mental 
work load are generally inversely related [21-22]. This inverse relationship between 
expertise and the cognitive demand of a given task impacts the accuracy and 
interpretation of psychophysiological variables as measures of mental workload [23-
24]. But as automaticity develops in various tasks, shifts in the functional 
neuroanatomy of task performance free up attentional resources, largely associated 
with prefrontal cortices, for other efforts. The development of expertise, or 
automaticity, can be characterized as freeing up of the limitations on those attentional 
resources [25-26].  

The literature regarding the effect of practice and expertise on the functional 
anatomy of task performance is extensive and complex. Practice and the development 
of expertise have been studied across a range of motor, visuomotor, perceptual and 
cognitive tasks, and from disparate research perspectives. In summary, four main 
patterns of practice-related activation change can be distinguished [27]. Practice can 
lead to 1) an increase in activation in the brain areas involved in task performance, 2) 
a decrease in those areas, or, 3) a functional redistribution of brain activity, in which 
some initial areas of activation decrease, whereas other initial areas of activation 
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increase, and 4) a functional reorganization of brain activity, i.e., the pattern of 
activation increases and decreases occurs in distinct brain areas as well as the initial 
areas.  

There are significant differences in the brain areas involved across these various 
tasks. However, when practice is associated with the attainment of automatic or 
asymptotic performance, as is often the case with the development of expertise, the 
research consistently finds decreased demand on control or attentional processes and a 
shift to increased demand on storage and processing in task-specific areas, often 
referred to as the development of “automaticity.” Petersen et al. [28] have referred to 
this phenomenon as a ‘scaffolding-storage’ framework.  

According to Petersen et al. [28], a set of brain areas (the scaffolding) is used to 
support or cope with novel demands during unskilled, effortful performance. Practice 
allows processes or associations that are more efficiently stored and accessed 
elsewhere to be offloaded to those areas, and the scaffolding network is pruned away. 
The decreased reliance on the ‘scaffolding’ attentional and control areas is 
demonstrated by decreased activation in those areas, while an increase in activation is 
observed in those areas underlying the task-specific processes. Activations seen earlier 
in practice therefore involve generic attentional and control areas. The prefrontal cortex 
(PFC), anterior cingulate cortex (ACC) and posterior parietal cortex (PPC) are the 
main areas considered to perform the ‘scaffolding’ role, consistent with theories of 
PFC function and the involvement of these areas in the distributed working memory 
system. On the other hand, increases associated with highly practiced performance are 
primarily seen in task-specific areas such as representational cortex — primary and 
secondary sensory or motor cortex, or in areas related to the storage of those 
representations, such as parietal or temporal cortex.  

The majority of studies examining task practice have found decreases in the extent 
or intensity of activations, particularly in the attentional and control areas [27]. This 
finding is true whether the task is primarily motor, as in a golf swing [29] or primarily 
cognitive in nature, as in the Tower of London problem [30]. Decreases in activation 
represent a contraction of the neural representation of the stimulus [31] or a more 
precise functional circuit [32]. This finding provides an important overlap with the 
literature on expertise. There is considerable evidence that overall, experts show 
lower brain activity relative to novices, particularly in prefrontal areas [29]. Both 
practice and the development of expertise (the latter of which includes individual 
differences in ability) typically involve decreased activation across attentional and 
control areas, freeing these neural resources to attend to other incoming stimuli or 
task demands. As such, measuring activation in these attentional and control areas 
relative to task performance can provide an index of level of expertise. One way to 
conceptualize this approach is that a relative quantification of the attentional and 
control resources necessary to perform at a given level can serve as an index of the 
trainee’s neural “reserves,” a capacity that can be used to perform effectively under 
greater situational demands.  

A neuronal measure of expertise must be defined in relationship to behavioral 
performance. However, at a given level of performance, a neuronal measure of 
expertise that monitors the attentional and control resources the individual must 
utilize to maintain that level of performance could be expected to differentiate 
between relatively lesser and greater expertise. That is, even at 98-100% performance 
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levels, where performance measures cannot differentiate between trainee capacities, 
some individuals will be performing at close to their peak performance, whereas 
others will be well below their performance capacity. An assessment of the cortical 
activity necessary to perform at a given level would indicate the cognitive resources 
available for more situational demands, consistent with greater expertise.  

Below we provide preliminary evidence that fNIR can be used to 1) differentiate 
among individuals with more or less practice at a given task, and 2) differentiate 
among individuals who perform better or worse on a task that requires little practice, 
i.e., an example of neural efficiency. Previously, we have reported that the 
hemodynamic response over dorsolateral and ventrolateral prefrontal cortex, assessed 
using fNIRs, was responsive to workload in a realistic command and control task 
[33]. In this report, we examined the role of expertise (relative levels of practice) on 
the hemodynamic response over dorsolateral and ventrolateral prefrontal cortex using 
the same data set.  

2   Method 

Methods were identical to those reported in Izzetoglu et al. [33]. In brief, participants 
were 8 healthy adults (3 females), ages 18 – 50 years. Participants had varied 
experience with the Warship Commander Task (WCT), ranging from 3-4 hours to 300 
hours. For the purposes of this study, a median split was used to divide participants 
into those with high levels of practice versus those with relatively few hours of 
practice. All participants signed informed consent statements approved by the Human 
Subjects Institutional Review Board at Drexel University.  

 
Experimental Task. The WCT (Pacific Science & Engineering Group, Inc.) is a quasi-
realistic, ship-based navy command and control environment task that requires spatial 
and verbal working memory and decision-making processes [34]. The version of 
WCT employed in the current experiment was comprised of two component tasks: 
Air Warfare Management and the Ship Status (SS) task. Air Warfare Management 
required the user to monitor “waves” of incoming airplanes, to identify them as 
friendly or hostile, and to warn and then destroy hostile airplanes using specified rules 
of engagement. Each wave lasted 75 seconds. The level of cognitive effort in the Air 
Warfare Management component was manipulated by 1) increasing the number of 
planes per wave (6, 12, 18 or 24 planes), and 2) changing the proportion of planes 
whose identity was unknown (hostile or friendly). Airplanes with unknown status 
require more decision and processing time, and therefore make the task more difficult. 
The WCT had two levels of difficulty relative to the proportion of unknown planes, 
low in which 33% of the planes were unknown, and high, in which 67% of the planes 
were unknown. 

The presence or absence of the Ship Status (SS) Task, a secondary verbal task, was 
also used to manipulate cognitive workload. The SS task was comprised of auditory 
messages containing information about the ship and its operation (encoding), and 
periodic queries, or “recall” about earlier auditory messages. In this auditory task, the 
participants were required to listen to sporadic auditory messages and memorize 
various ship status data while answering periodic queries that appeared on the 
computer screen.  
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The Air Warfare Management task involves spatial and verbal working memory 
and decision-making processes, whereas the Ship Status Task is primarily a verbal 
memory task. When both tasks are operational, the WCT becomes a divided attention 
task. Although there is no universally accepted definition of cognitive workload, 
please see St. John et al. [34] for the rationale behind this definition of workload.  

Each participant completed four sets of WCT. Each set was comprised of 12 
waves, 3 repetitions of each wave size in the order of 6, 18, 12, and 24 planes. The 
factors of Wavesize (6, 12, 18, or 24 planes), Complexity (high versus low percentage 
of unknown airplanes), and full versus divided attention (secondary SS Task On or 
Off) were crossed to create a 4 x 2 x 2 repeated-measures design. Performance was 
assessed using the Percent Game Score, or PctGS, calculated as the percentage of 
game points that a participant accumulated during any given wave relative to the total 
game points that were possible for that wave [34]. 

 
Analyses. The average rate of change in oxygenation was calculated separately for 
each 75s wave. Oxygenation values were averaged across the 8 optodes monitoring 
left and right hemispheres respectively, yielding two values for each wave. Initial 
analyses showed that hemispheric differences were not significant, so subsequent 
analyses were collapsed across hemispheres. In these analyses, we were primarily 
interested in the effects of practice (or level of expertise) on the fNIRs signal as it 
related to both workload and performance. Analyses were conducted using univariate 
analyses of variance (MANOVA) in SPSS v.19.  

3   Results 

Warship Commander Task Performance. Performance data were subjected to a 4 x 2 
x 2 factor mixed model ANOVA (with Wavesize and SS Task ON-OFF as within 
subject factors, and Practice (High, Low) as the between subjects factor). A main 
effect for Practice (F(1,6) = 10.25, p=.02, h =.63), revealed that more expertise was, 
as expected, associated with greater game score. The interaction between Practice and 
Wavesize was also significant (F(3,18) = 3.15, p=.05, h =.34). As displayed in Figure 
1, total game score decreased with increasing task load (Wavesize). However, post-
hoc analyses revealed that participants with higher levels of practice maintained 
relatively greater levels of performance as task demand increased, whereas total game 
scores dropped off for participants with less practice. A main effect for the secondary 
SS Task was also found (F(1,6) = 11.45, p=.015, h =.89), with the decreased 
performance when the SS Task was ON (M=87.34, (sd=9.6)) vs. OFF (91.35 (11.9)). 
There were no other significant effects involving the SS Task. 

 
fNIRs data. fNIRs data were also subjected to a 4 x 2 x 2 mixed model ANOVA 
(Wavesize, SSTask ON/OFF as within-subjects factors, with Practice (High, Low) as 
a between-subjects factor). A main effect for Wavesize (F(3,18) = 7.27, p = .002, h = 
.55) was qualified by an interaction between Practice and Wavesize (F(3,18) = 4.02, p 
=.02, h =.40). As depicted in Fig. 2a, low to moderate levels of workload, increasing 
workload (greater wavesize) resulted in increasing oxygenation. Post hoc analyses 
revealed that at a moderate level of difficulty (12 planes), participants with greater 
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not obtain significance, a graph of the means helps clarify the nature of the pattern of 
fNIRs oxygenation measures (Fig 2b). As can be seen in Fig. 3, greater task difficulty 
was generally associated with greater oxygenation. However, in the highest level of 
task difficulty, oxygenation in operators with less practice dropped precipitously, as 
did their game scores.  

4   Discussion 

The purpose of this study was to examine the impact of practice, or relative levels of 
expertise, on neurophysiological measures of the hemodynamic response in prefrontal 
cortex during a complex cognitive task. The complex, but interpretable, pattern of 
prefrontal cortical response in the WCT is consistent with a ‘scaffolding-storage’ 
framework of functional reorganization during the development of expertise [28]. 

At the lowest level of difficulty (6 planes), neither brain activity nor performance 
differed much between groups. Moderate levels of objective task difficulty elicited 
relatively less oxygenation among more experienced operators even as they 
maintained a high level of task performance relative to novice operators. At the 
highest levels of objective task difficulty, the oxygenation levels of experienced 
operators passed that of the novices. Both oxygenation and performance dropped off 
precipitously for novices at these difficult levels, suggesting a relative disengagement 
from the task, which was reflected in their performance scores. The more experienced 
operators maintained high performance scores, suggesting that relatively high levels 
of neural activity were supporting the more effortful processing necessary to manage 
the workload. This pattern is consistent with Petersen et al. ‘s theory that one function 
of practice and the development of automaticity is to free up attentional processes, 
i.e., a “cognitive reserve” to be used when task demands increase further, or when 
unexpected events arise.  

Given the spatiotemporal pattern of results, it is likely the the fNIRs was measuring 
the hemodynamic correlates of sustained mental effort, or vigilance [35-36]. As effort 
dropped off, so did oxygenation. This suggests an important observation relative to 
the interpretation of the fNIRs signal. Lower oxygenation values may accurately 
reflect lower mental effort; however, the current results did not differentiate between 
an engaged but lower level of workload and disengagement from the task. As such, 
accurate interpretation of the fNIR signal within an adaptive system will likely need 
to provide some measure of either task difficulty or operator engagement.  

One result that is somewhat difficult to interpret is the lack of differentiation across 
prefrontal cortex. Based on previous fMRI as well as fNIR studies, we expected more 
localized findings, particularly as activation during vigilance tends to be stronger in 
the right hemisphere [37-38]. It may be that the nature and complexity of this 
particular task elicited activation across both hemispheres; this is an area for future 
research. One limitation of the current study is the small sample size. With a sample 
size of four participants per cell, some effects were clearly underpowered. On the 
other hand, the goal of using such measures in adaptive automation systems requires 
the measure be sensitive for a single individual. It is likely that some factors that 
increased workload were operating in areas of the brain that were not being monitored 
in the current study. More information could be gained by monitoring parietal areas as 
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well as frontal cortex, or combining fNIRs with EEG. Alternatively, signal processing 
algorithms for fNIRs may not be optimized at this time, or the hemodynamic response 
itself may not be sufficiently sensitive to pick up subtle changes in workload. This is 
an area for future research.  

The current findings are consistent with numerous studies that have examined the 
neural correlates of the development of expertise in several cognitive domains [27-
29]. These studies provide evidence that cortical activation in DLPFC increases with 
increasing attention/vigilance, as long as performance is held constant. These DLPFC 
activations reflect the effort of the participant, not the “objective” level of difficulty 
perse.  

This study provides important albeit preliminary information about fNIR measures of 
DLPFC hemodynamic response and its relationship to mental workload, expertise, and 
performance, in a complex multitasking environment. Level of expertise does appear to 
influence the hemodynamic response in dorsolateral/ventrolateral prefrontal cortices, at 
least for some complex tasks. Since fNIRs technology allows the development of 
mobile, non-intrusive and miniaturized devices, it has the potential to be deployed in 
future learning & training environments to personalize the training regimen and/or 
assess the effort of human operators in critical multitasking environments. 
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Abstract. Today’s combat environment requires increasingly complex 
interactions between human operators and their systems. Whereas in the past, 
the roles of human and system were clearly delineated, with the integration of 
advanced technologies into the C4ISR toolkit, the distinct parsing of tasks has 
given way to paradigms in which the human operator’s roles and 
responsibilities must dynamically change according to task and context. Yet, 
current methodologies for integrating the human into the system have not kept 
pace with this shift. An important consequence of this mismatch between 
human operator and system is that failures often lead to catastrophic and 
unrecoverable accidents (O’Connor & Cohn, 2010). In order to reintegrate the 
human element back into the system, new approaches for representing operator 
performance, in terms of their individual cognitive and behavioral capacities, 
limitations and changing needs are required.  

Keywords: Neuroscience, Cognition, Autonomy, Human Systems, Information 
Processing, Adaptive, Cognitive Architecture. 

1   Introduction 

As early as the 1940s, researchers were concerned with representing the human 
element in human – systems in order to develop effective control schemes for 
allocating tasks between the two (Bates, 1947, Craik (1947/1948; 1948; Birmingham 
& Taylor, 1954). Initial solutions to this challenge involved automating task 
allocation, using predefined heuristics to parse tasks into those at which a machine 
excelled and those at which a human excelled (Licklider, 1960). Yet, over the course 
of even a basic task or mission, situations change, information changes and people’s 
capabilities change. Early automation methods were unable to adapt to these changes, 
proving too brittle for the range of complex tasks humans and their systems were 
called upon to accomplish (Woods, 1996).  

As modeling and simulation techniques became more pervasive, the focus of 
automation shifted towards creating more dynamic and adaptive techniques to allocate 
tasks in response to user performance (Scerbo, 1996). An important consideration with 
this approach, known as adaptive automation, is how the adaptation is triggered, which 
is tightly linked to how human performance is represented. Early attempts at creating 
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adaptive techniques focused on linking expert systems – representing the ideal way of 
performing a task - with observation based representations of human performance, to 
guide task allocation (Rouse, 1977;). While representations of performance may be 
gleaned from observed behavior, they do not account well for an individual’s mental 
and physiological states, their unique and evolving experiences and their distinct 
inclinations and preferences. As well, observed human performance typically evolves 
over a timescale measured in seconds or even minutes, while machine action – and 
external events - may occur over a millisecond timescale. Adaptive automation is 
therefore limited by how human performance is represented. 

1.1   Augmented Cognition Control Schemes 

One approach to overcoming the limitations of adaptive automation by using a control 
scheme that includes representations of human performance that are based on the 
neural action underlying behavior in addition to observations about the actual 
behavior. These augmented cognition control approaches are based on the idea that a 
more flexible, adaptive and individualized representation of human performance can 
be realized by including a neural component. In turn, these representations will lead to 
a control scheme that will bring the human and the machine into closer alignment so 
that they can work as a symbiotic team on the much wider range of dynamic tasks 
required of today’s multi-tasking Warfighters (Cohn & Wheeler, 2010). 

1.2   Why Now? 

Emerging advances in neuroscience provide the basis for building these 
representations and for using them to establish and maintain robust human - system 
interactions. In recent years, the notion that the brain is composed of discrete centers, 
each responsible for a portion of the information processing chain (Wickens & 
Hollands, 2000), has given way to a more dynamic and integrative theory of brain in 
which different regions each contribute, in different ways depending on the task 
environment and user state, to the processing of information leading to behavior 
(Singer, 1999; Philiastides & Sajda, 2007). These regions form ‘ad hoc’ networks 
across the physical substrate of the brain via synchronization signals that briefly bind 
them together, leading to cognitive and motor behavior, like decision making, or 
physical action (Kahana, 2006; Osipova, et al, 2006; Palva, Palva, & Kaila, 2005; 
Singer, 1999). Guided by these promising advances in understanding the brain’s 
operating principles, and harnessing and extending brain imaging technologies, 
advanced signal processing techniques and data modeling approaches to build 
neuroadaptive representations, it will be possible to firmly place the human into the 
loop in human - systems interactions.. 

2   Understanding the Challenges 

There are two different ways of illustrating this challenge (Newell, 1994; Schmorrow, 
Cohn & Nicholson, 2009). First, this challenge can be represented in terms of the 
amount of information or the channels of information available to populate a model. 
Neural data clearly provides a significant amount of information, over a very rapid 
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time course, leaving open the possibility of creating high fidelity, real time models of 
user performance that can intelligently drive adaptive automation. In contrast, 
behavior data provides comparatively little information, leading to the development of 
basic models of performance that are highly constrained. Second, this challenge can 
be represented in terms of the time required to capture the required information to 
populate a model. Neural activity takes place on the millisecond time scale, opening 
up the possibility for near-real time development and updating of models based on 
that type of information. In contrast, behavior takes place on the second or seconds 
time scale, even though the actual intent to act may have been formed within 100s of 
milliseconds of sensing relevant information (Luu, et al., 2010). Models based on 
behavior data simply cannot keep pace with the actions of the adaptive systems which 
they are meant to inform. 

2.1   Breaking the Challenge Down  

Recently, though, there has been a shift in theories of brain, made possible by 
advances in neuroimaging technologies and data analysis techniques. The notion that 
the brain is made of discrete centers, each responsible for a portion of the information 
processing chain, has given way to a more dynamic and integrative conception. Under 
this framework, different areas of the brain each contribute, in different ways 
depending on the task environment and user state, to ensemble brain processes 
leading ultimately to behavior (Singer, 1999; Philiastides & Sajda, 2007). Cognition, 
in this view, is the interaction and integration of ‘building blocks’ like perception, 
attention & memory, which, in turn results from activity across multiple brain regions.    

These regions form ‘ad hoc’ networks across the physical substrate of the brain via 
synchronization signals that bind different neural centers together, for brief periods of 
time (Kahana, 2006; Osipova, et al.., 2006; Palva, Palva, & Kaila2005; Singer, 1999).  
These advances have been made possible as direct result of developments in three 
core domains:  

• Detection Technologies 
• Decoding Methodologies 
• Modeling Frameworks 

2.2   Detection 

Access to the brain has been one of the key limiting steps in demonstrating coordinated 
activity across the brain as behavior develops. Technologies, like functional Magnetic 
Resonance Imaging (fMRI); (Logothetis, 2001), dense array Electroencephalography 
(dEEG); (Junghöfer, Elbert, Tucker, & Rockstroh, 2000), and others are at the point 
where they may now be applied to the challenge of capturing integrated neural action 
as it occurs simultaneously across multiple brain regions. 

2.3   Decoding 

Access to integrated neural data is necessary but not sufficient for representing 
performance. New methods for analyzing these multivariate data sets must also be 
established, refined and applied to data captured as users perform a range of cognitive 
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and motor tasks. One promising emerging technique, multivariate decoding (Mitchell 
et al 2004), has the ability to take into account the full spatial pattern of brain activity, 
measured simultaneously across many regions, enabling the decoding and translation 
of measured brain activity. Other techniques (e.g. Kay et al, 2008) show similar 
promise.  

2.4   Modeling 

The final challenge is developing representation frameworks into which the detected 
and decoded information may be organized, to simulate and predict human 
performance as part of a neuroadaptive human - system control scheme. Possible 
solutions include extending current modeling architectures to handle neural data 
(Anderson, et al 2008) or developing software or silicon-based representations of the 
detected and decoded data that produce behaviors similar to those that result from 
actual neural activity (Fleisher & Krichmar, 2007). 

3   Applications 

Three areas of particular relevance to today’s military could benefit from advances in 
augmented cognition control schemes– Information Processing, Discovery and 
Presentation; Intelligent and Autonomous Systems; and, Training, Education and 
Human Performance as each relies on representations of human performance.  

3.1   Information Processing  

Advanced information technologies require the rapid processing and analysis of 
massive amounts of data. Computers can process super-ordinate amounts of data in a 
short time but programming them to discover new patterns is extremely difficult. 
Humans are adept at discovering new patterns in large amounts of data, yet are 
limited by how quickly they process and analyze very large data sets (Hodgkinson, 
Langan-Fox, & Sadler-Smith, 2008; Volz and von Cramon, 2006). Currently, there is 
no simple way to combine the strengths of humans with the strengths of computers to 
enable better information analysis. Neuroadaptive representations could be developed 
that detect, decode and depict human pattern recognition, which could then be 
combined with adaptive data analysis techniques like genetic algorithms. The result 
would be a human - system that decreases information processing time, enables richer 
and deeper information discovery and tailors information presentation to individual 
users’ needs 

3.2   Intelligent and Autonomous Systems 

Human team members, practicing together over time, develop ‘mental models’ of 
their team members’ performance (Lim & Klein, 2006), enabling them to anticipate 
each others’ responses and compensate as needed (Wilson, Salas, Priest, & Andrews, 
2007). Using current approaches to representing human performance, intelligent and 
autonomous systems are not able to develop such anticipatory and predictive models. 
This creates an artificial barrier between humans and their systems, imposes 
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additional personnel requirements, introduces significant performance lags in time 
critical scenarios, and reduces overall human – system effectiveness. Neuroadaptive 
representations would provide these systems with the basic abilities to interact with 
people using human-like representations, strategies, and knowledge. 

3.3   Training and Education 

Human behavior is the result of underlying neural processes. These processes may be 
modified over the long term, using Education to enduringly encode information into 
long term memory (Wickens & Hollands, 2000); they may be reinforced over a 
shorter term, using Training to enable the extension and application of this 
information to new situations (Anderson, 2000); or, they may be augmented in real 
time, using Performance Enhancing technologies to optimize their output in response 
to specific task requirements (Cohn and Forsythe, 2008). Technologies supporting 
these interventions form a human - system and rely heavily on adaptive and 
individualized representations of human performance (Gluck and Pew, 2005). 
Neuroadaptive representations will provide this flexibility, enabling significantly 
more effective training, education and human performance technologies.  

4   Conclusion 

The field of augmented cognition lies at the intersection of neuroscience and 
engineering. Advances in these areas continue to enable the development of a 
comprehensive theory, and associated technologies, that will ultimately allow humans 
and their machines to cooperatively achieve a shared set of goals. While past attempts 
at developing augmented cognition systems have not completely achieved the vision 
of closed-loop symbiosis, they have paved the way for increasingly more 
sophisticated theories and technologies that will enable the attainment of this vision. 
Most recently, advances on several fronts have significantly advanced the state of the 
art in human-machine interactions. It remains to be seen to what extent researchers 
will be able to integrate these advances in new and exciting ways to support human 
performance. 
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Abstract. Cognitive function declines in late adulthood and this is preceded by 
atrophy of the prefrontal cortex, hippocampal formation, and parietal cortex. 
Despite significant loss of brain tissue in late adulthood, decline is not 
ubiquitous across all older adults. In fact, some adults age quite successfully 
with minimal decline. This suggests that brain deterioration might not be an 
inevitable consequence of aging. In fact, mounting evidence suggests that 
participation in regular aerobic exercise is effective at enhancing cognitive and 
brain health in late adulthood. In this paper we discuss the evidence that 
cardiorespiratory fitness and aerobic exercise augments cognition by increasing 
gray matter volume in prefrontal and hippocampal brain regions. 

Keywords: Aging, brain, atrophy, exercise. 

1   Introduction 

The United States Census Bureau expects that the percentage of people over the age 
of 65 will increase from approximately 11% of the population in 2000 to nearly 23% 
of the population in 2050 [1]. With an increase in the percentage of the population 
over the age of 65 comes an increase in the expected prevalence of age-related 
diseases. For example, a recent report from the Alzheimer’s Association suggests that 
the number of persons with Alzheimer’s Disease will increase from approximately 5.1 
million in 2010 to nearly 13.5 million by 2050 [2]. Such an increase in the prevalence 
of Alzheimer’s Disease is paralleled by elevated costs to treat and care for people 
with the disease. For example, it is estimated that health care costs associated with 
Alzheimer’s Disease will be 172 billion dollars in 2010 and will increase to nearly 
1.078 trillion dollars by 2050.  

Not everyone will develop Alzheimer’s disease. Yet, even in those people who do 
not develop Alzheimer’s Disease, there is still evidence of cognitive decline. For 
example, longitudinal studies have found that there is relative stability or even growth 
in cognitive function, across several different cognitive domains until the age of about 
55 or 60. After the age of 60 there is gradual decline in most measures of cognitive 
function including inductive reasoning, perceptual speed, spatial orientation, episodic 
memory and verbal memory [3]. Therefore, even in adults not experiencing 
Alzheimer’s disease, cognitive decline is still prevalent. 
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Preceding, and leading to, cognitive dysfunction in late life is a decline in the 
volume of cortical and subcortical brain tissue. For example, in one cross-sectional 
study in two-hundred adults between 18 and 80 years of age, it was found that there is 
a linear decline in the volume of gray matter in the dorsolateral prefrontal cortex 
starting as early as about 30 years of age [4]. Similarly, the hippocampus, a small 
structure located in the medial temporal lobe, also deteriorates in late adulthood, but 
instead of a liner decline like the dorsolateral prefrontal cortex, the hippocampus 
shows a non-linear rate of decline. That is, both cross-sectional and longitudinal 
studies of the hippocampus have found that there is rather little decline in the volume 
of this structure before the age of 55. After the age of 55 there is a steady decline in 
volume at about 1-2% per year in individuals without dementia [4] and about 3-5% 
per year in individuals with dementia [5].  

Despite the average decline in volume of the hippocampus and dorsolateral 
prefrontal cortex in late life, there is a significant amount of individual variability, 
with some people showing more rapid decay and others showing minimal decay. This 
variability begs the question: what factors contribute to the individual variability in 
the rate and extent of brain atrophy? And if we can identify factors that explain this 
variation could we develop interventions that protect against brain decay or even 
reverse atrophy that is already manifest. As will be described below, there is now 
convincing evidence that a modest amount of aerobic exercise not only explains 
individual variability in the rate of brain deterioration but is also effective at 
augmenting brain health when an exercise regimen is initiated. 

2   Why Aerobic Exercise? 

When we think of methods to exercise our brains, we generally think of intellectual 
activities such as crossword puzzles, Sudoku, or reading. However, it turns out that 
when we work our muscles we also work our brains. In fact, we should no longer 
think of aerobic exercise as simply affecting our bodies from the neck down. The 
early seminal research on how exercise influences the brain was discovered by animal 
studies with rats and mice in which the intensity and duration of exercise could be 
easily monitored and manipulated. From these studies, it has been found that 
exercising increases the number of new neurons produced in the dentate gyrus of the 
hippocampus, even in aged animals. Although the rate of cell proliferation resulting 
from exercise in aged animals is less than the rate in young animals [6], the finding 
that older animals are still capable of neurogenesis and that aerobic exercise can take 
advantage of this plasticity is quite promising. The possibility of neurogenesis in old 
animals suggests that atrophy may not be inevitable and might even be reversible.  

With the growth of new neurons comes an increased need for nutrients. Increased 
nutrients are supplied to the brain by increasing the vascularization of brain tissue. 
Exercise has been found to increase blood flow and vascularization in rodents. 
Angiogenesis, or the proliferation of new vasculature, has been found in several brain 
regions including the cerebellum, hippocampus, motor cortex, frontal cortex, and 
basal ganglia [6, 7].  

Exercise has also been shown to increase synaptic connections between neurons 
and to enhance learning and memory [8]. For example, in a hippocampal-dependent 
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maze task, rodents that had voluntary access to a running wheel demonstrated faster 
learning rates and enhanced retention compared to their non-exercising counterparts 
[9]. Both cell proliferation and learning and memory are thought to be dependent on 
similar cellular cascades. One molecule that is secreted by neurons, is considered to 
be involved in neurogenesis, and is critical in cellular analogs of learning and memory 
is brain-derived neurotrophic factor (BDNF). Levels of BDNF generally decline in 
aging and Alzheimer’s disease, but exercise increases the production and secretion of 
this molecule [9]. Furthermore, blocking the binding of BDNF to its receptor 
essentially eliminates the exercise-induced enhancement of cognitive function [10]. 
This is strong evidence to suggest that BDNF plays an important mediating role in 
determining how aerobic exercise improves brain health. 

In sum, studies in rodents have revealed the underlying molecular and cellular 
mechanisms by which exercise exerts its effects on the brain. These findings provide 
a low-level biological justification for examining the effects of exercise on brain 
integrity in humans. 

3   Aerobic Exercise, Cognition and Brain Morphology in Humans 

Research in the 1970’s found that older adult athletes outperformed their more 
sedentary peers on several different cognitive and motor tasks [11]. Indeed, many 
cross-sectional studies have now found similar associations between higher aerobic 
fitness levels and better cognitive function in late adulthood [7]. Cross-sectional 
studies, although informative about associations between exercise and cognition, are 
inherently limited in determining causal relationships. In order to determine if aerobic 
exercise is effective at improving cognitive and brain function, randomized clinical 
trials are needed in which participants are randomly assigned to either receive 
exercise or a control condition. Importantly, exercise interventions in which older 
adults are randomly assigned to receive monitored and structured exercise for a period 
of 3-6 months have found that starting an exercise regimen can enhance cognitive 
function. In fact, a recent meta-analysis of 18 different randomized exercise 
interventions found that exercise improves cognition in both a general and specific 
fashion [12]. That is, the effects of aerobic exercise are general in the sense that 
nearly all cognitive domains are enhanced with exercise, but specific in the sense that 
executive functions are enhanced more than other cognitive domains. The term 
executive function is an umbrella term that broadly refers to several different higher-
level cognitive functions such as selective attention, task-coordination, planning, 
sequencing, and maintaining items in working memory. Executive functions are 
largely supported by prefrontal and parietal brain circuits and are often found to show 
the most significant deficits in late adulthood compared to other cognitive domains. 
The fact that exercise appears to have its greatest effect on executive functions 
suggests that although executive functions show the greatest decline with advancing 
age, they remain tractable.  

The results from the meta-analysis of exercise interventions [12] suggested that the 
brain regions supporting executive function, such as the prefrontal and parietal brain 
regions, would be the ones most affected by exercise. To test this prediction, 
Colcombe and colleagues [13] randomly assigned a group of older sedentary adults to 
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either a moderate intensity activity group that walked for about 40 minutes three days 
per week or to a non-aerobic stretching and toning control group that came into the 
lab for the same amount of time as the exercising group. Both groups participated for 
a period of six months. High-resolution brain scans using magnetic resonance 
imaging (MRI) were obtained both before and after the intervention. Using a voxel-
based morphometry technique to examine brain volume on a point-by-point basis 
throughout gray matter and white matter tissues, Colcombe and colleagues reported 
that exercise was effective at increasing gray matter volume in the prefrontal, parietal, 
and lateral temporal regions and at increasing white matter volume in the genu of the 
corpus callosum. This study was important as it suggested for the first time that brain 
tissue of older adults remains modifiable and that only six months of exercise is 
sufficient for taking advantage of the brains natural capacity for plasticity.  

As described earlier, the hippocampus has been a region of great focus in aging 
research because of its role in memory formation, and specifically in the formation of 
declarative memory. The hippocampus is also important because it shows 
considerable atrophy in late adulthood and leads to Alzheimer’s disease and memory 
loss. Research in rodents, however, have unequivocally found that exercise can 
influence the morphology and function of the hippocampus and that BDNF is highly 
concentrated in the hippocampus and increases with bouts of exercise [8-10]. This 
evidence leads directly to the speculation that higher fitness levels may be associated 
with less hippocampal atrophy and spared memory function. To test this hypothesis, 
Erickson and colleagues examined cardiorespiratory fitness levels in a sample of 165 
older adults without dementia and used MRI techniques to identify the volume of the 
hippocampus [14]. They found that after controlling for potentially confounding 
factors like age, sex, and education, older adults that were more aerobically fit had 
larger hippocampal volumes than their less fit peers. In addition, a spatial memory 
task was used to test memory function in this study. It was found that higher fit older 
adults performed better on the task, and greater hippocampal volume partially 
mediated the fitness-cognition association. These results directly linked for the first 
time, cardiorespiratory fitness, age-related hippocampal atrophy, and memory 
function. There have now been several other studies in both older adults and children 
that have replicated this effect showing that higher fitness levels are associated with 
greater hippocampal volumes [15-16]. 

The effects of cross-sectional studies demonstrating associations between 
cardiorespiratory fitness levels and hippocampal volumes are provocative, but fail to 
demonstrate direct causal links between increasing exercise and hippocampal volume. 
In order to determine causality an intervention must be conducted. To address this 
concern, Erickson and colleagues [17] conducted a randomized one-year intervention 
in which 120 sedentary older adults without dementia were assigned to either a 
moderate intensity exercise intervention or to a stretching and toning control group. 
Similar to previous interventions, both groups received the same amount of social 
interaction and health instruction from trained health professionals. The main 
difference between the groups was that the walking group participated in aerobic 
exercises for one year while the control group participated in non-aerobic activity for 
one year. Using MRI technology again to examine the volume of the hippocampus 
and a spatial memory task to measure cognition, Erickson and colleagues [17] 
reported that one year of exercise was sufficient for increasing the size of the 
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hippocampus. Furthermore, they reported that increased hippocampal volume was 
correlated with improvements in spatial memory function suggesting a direct link 
between hippocampal size and behavioral outcomes. Finally, they also reported that 
although the exercise intervention did not increase circulating levels of BDNF, the 
change in BDNF from baseline to post-intervention was associated with increases in 
hippocampal volume. These findings help to support the claim that modest amounts 
of exercise can increase the size of brain regions that normally undergo deterioration 
as we age and may help to prevent memory loss. Furthermore, these results claim that 
the brain remains modifiable well into late adulthood and that starting an exercise 
regimen in late adulthood is not futile; even those adults that have been sedentary can 
still benefit from starting to exercise. 

The study by Erickson and colleagues [17] help to support the claim that exercise 
can augment brain and cognition in late adulthood. However, there are several 
important questions that remain unanswered from this. For example, how much 
exercise is necessary to observe its effects on brain and cognition? Epidemiological 
studies suggest that more strenuous activities are associated with a reduced risk of 
cognitive impairment [18] and meta-analyses of interventions suggest that about three 
to six months is sufficient for observing improvements in cognition. However, these 
studies are not dose-response studies in which the duration and intensity of exercise is 
manipulated. In fact, dose-response studies for the effects of exercise on cognitive and 
brain function have not yet been conducted.  

To help address the question of the dosage of physical activity and the retention of 
the benefits of physical activity on brain morphology, Erickson and colleagues [19] 
conducted a thirteen-year longitudinal study of 299 adults over the age of 65. In this 
study, physical activity was assessed at baseline by asking participants how many 
blocks they walked on average over a one-week period. Nine years after this 
assessment, high-resolution brain images were collected and VBM was used to 
examine whether physical activity measured nine-years earlier was predictive of brain 
volume later in life. Consistent with the predictions, Erickson and colleagues [19] 
found that a greater amount of physical activity was associated with greater gray 
matter volume in prefrontal, hippocampal, and occipital regions. However, they also 
found that this occurred in a dose-dependent fashion. That is, sparing of gray matter 
volume with physical activity was only apparent in those individuals reporting more 
than 72 blocks of walking per week, or roughly one mile of walking per day. Those 
walking less than one mile per day showed less brain volume than their more active 
peers. This finding suggested that not only might there be a lower-bound threshold for 
the amount of activity needed to observe the benefits of exercise on brain 
morphology, but also that the effects of physical activity might be long-lasting. 
Furthermore, a four-year follow-up after the MRI assessment found that those 
individuals with greater gray matter volume in the inferior frontal gyrus, 
hippocampus, and supplementary motor area had a two-fold reduced risk of 
developing cognitive impairment.  

In sum, the research described in this section now convincingly demonstrates that 
aerobic exercise is effective at augmenting brain and cognitive health in late 
adulthood and that even modest amounts of exercise is sufficient for increasing brain 
size and improving memory. At a time of life when memory impairment is a salient 
fear and brain atrophy is progressing at a faster rate, aerobic exercise could be an 
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important low-cost and low-tech prevention and treatment that is accessible to most 
people. Although exercise will not be a magic bullet cure for Alzheimer’s disease, 
even if it delays the onset or reduces the risk for developing cognitive impairment, it 
may save millions of dollars in health care costs and reduce the emotional toll on 
caregivers and those afflicted with impairment.  

4   Aerobic Exercise and Brain Function  

The research described above has focused on the role of aerobic exercise and fitness 
in relation to brain morphology. However, other neuroimaging techniques, such as 
functional MRI (fMRI) have also provided some important insight regarding how the 
functioning of the brain is affected by cardiorespiratory fitness and aerobic exercise. 
In one seminal study by Colcombe and colleagues [20], older adults were randomized 
either to an exercise walking group or to a stretching and toning control group similar 
to those interventions described above. In the first part of the study they used fMRI to 
examine brain function during a selective attention task in a cross-sectional sample of 
older adults. They found that more highly fit older adults had greater brain activation 
in prefrontal and parietal brain areas and less activity in the anterior cingulate cortex. 
These activation differences were accompanied by elevated performance on the 
selective attention task. This cross-sectional investigation was followed by results 
from a randomized intervention that demonstrated that these same regions also 
showed increased brain activity after the intervention. That is, the exercise 
intervention resulted in elevated performance on the task and increased brain activity 
in prefrontal and parietal areas. This study was important because it demonstrated that 
the effect of exercise extends beyond brain morphology by influencing the function of 
the supporting brain circuitry. These effects have recently been replicated in several 
other fMRI studies [21-23]. 

One way in which the brain networks are improved with exercise might be by an 
augmentation of the connectivity between brain regions. Enhanced brain connectivity 
resulting from exercise might help to explain how improvements in cognition are 
elicited. To test this hypothesis, Voss and colleagues [24] first demonstrated in a 
cross-sectional sample of older adults that individuals who were more aerobically fit 
had greater resting state connectivity than those adults who were less aerobically fit. 
Furthermore, enhanced functional connectivity between frontal and hippocampal 
nodes reliably mediating the fitness-cognition association suggesting that enhanced 
connectivity plays an important causal role in the augmentation of cognitive function. 
This cross-sectional study was followed-up by a randomized trial in which older 
adults were assigned to either a walking exercise group or to a stretching and toning 
control group and resting state fMRI was collected both before and after the one-year 
intervention. In this study, Voss and colleagues [25] found that exercise increased the 
connectivity between fronto-hippocampal regions and that this was paralleled by 
improvements in memory function. These results are important because they highlight 
the need to look beyond just the simple descriptive patterns of brain activity towards a 
more unified conceptualization of how the brain systems and communication network 
is being influenced by exercise.  
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In sum, aerobic exercise influences brain and cognitive function and evidence from 
fMRI demonstrate that enhancements in cognition are associated with enhancements 
in brain function in specific regions of cortex. Further, improvements in the 
communication and connectivity between regions probably underlies several of the 
enhancements commonly observed in studies that find better cognitive function in 
more fit individuals. 

5   Conclusion 

We have outlined the evidence in favor of the argument that modest amounts of 
aerobic exercise are sufficient for enhancing cognition and brain function. By using 
MRI technology, several studies have found that higher fit older adults have greater 
amounts of gray matter volume in several regions including the prefrontal cortex and 
hippocampus – areas of the brain that often show the most consistent patterns of 
deterioration and atrophy in late adulthood. Furthermore, exercise also increases brain 
activity in these same regions, which appears to parallel improvements in cognition. 
Overall, this evidence suggests that aerobic exercise can be envisioned as an effective 
method to prevent brain deterioration, maintain cognitive and brain function, and 
reverse atrophy that is already present. Despite these consistent and convincing 
findings, there remain many unanswered and unexplored questions.  

One remaining set of questions involves the dose-response of exercise on brain and 
cognition. That is, as described above, we have relatively little information that tells 
us how much exercise is necessary, what intensity should be achieved, and what types 
of exercises are best to enhance cognition. The answers to these questions are 
critically important if aerobic exercise is to be used in clinical contexts and be 
prescribed to patients as a prevention or treatment for loss in cognitive function.  

We also have very little information about the underlying mechanisms of aerobic 
exercise in humans. Is exercise working by predominantly influencing the creation of 
new vasculature? In fact, both morphological and fMRI results could be interpreted in 
relation to new vasculature resulting from exercise. Some studies have suggested that 
the effects of exercise extend beyond vascularization of brain tissue and that exercise 
works directly on the brain. In short, more research is needed to understand how 
aerobic exercise is exerting its effects on brain and cognition. 

The results from research described in this review have been largely limited to 
older adult populations that are not experiencing signs of dementia. We do not yet 
know the extent to which aerobic exercise could prevent decay of brain tissue in those 
already experiencing cognitive impairment nor do we fully understand whether 
similar exercise interventions could influence cognition in other populations. In short, 
more research is needed to understand the generalizability of these effects.  

Finally, not everyone benefits equally from exercise. Some people show very little 
benefits from the intervention while others show significant cognitive enhancement. 
What are the factors that contribute to this individual variability? Could there be 
genetic factors that moderate the extent to which any single person would benefit 
from exercise? Are there other factors such as intellectual stimulation or dietary habits 
that either accentuate or attenuate the effects of exercise.  
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In conclusion, we can argue that (1) the brains of older adults remain modifiable 
and that exercise can take advantage of this plasticity to prevent or even reverse brain 
decay, (2) it is never to late to start exercising, even adults that have been sedentary 
most of their lives can still reap the benefits of an exercise regimen, (3) the effects of 
exercise are not global throughout the entire brain, but have some specificity to 
hippocampal and prefrontal brain areas. Overall, this research suggests that brain 
atrophy and cognitive decline might not be as inevitable a consequence of aging as 
previously thought.  
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Abstract. The scientific advances in the neurosciences are exciting and promise 
to advance our understanding of the human mind. The ethical and legal issues 
raised by neuroscience are distinctive but they are not unique to the twenty-first 
century. The ethical issues raised by these technologies deserve attention even 
while the science is in development. History teaches us to reflect on our 
humanity using insights from many disciplines and many times.  
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1   Introduction 

The neurosciences are quickly outstripping our ability to fully assign human meaning 
to the very subject of our inquiry. What does it mean to say that we are mapping the 
mind? What does the map direct to our attention? How do we understand the meaning 
of what a mind is, or what it is capable of becoming? When we then image the mind, 
do we really understand fully how these images may be utilized for good or ill in 
society? How might we promote the good and dissuade the ill uses of our knowledge?  

While the questions I pose are intriguing, they are not unique to the field of twenty 
first century cognitive neuroscience. A review of the issues we have confronted with 
prior neurotechnologies brings out important features that we may wish to consider 
and continue in conversation with one another. As an academic who works at the 
intersection of law-science-medicine, I am often asked why my law students see the 
world so differently from my medical students, and again differently from the science 
students in my ethics courses. While there are no simple answers, there are answers 
that are simply wrong. These wrong, and simple, answers often involve misattribution 
of divisions between “us” and “them”. It is more complex, but more accurate to see 
the enterprise of science and society as one that necessarily involves all of us: 
inclusive, disparate, but interconnected and interdependent at the same time. 

1.1   Historical Trends in Scientific Ethics and Law 

It is often possible to see from a distance what seems confusing at close range. The 
distance of time allows history to offer such a perspective.  
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The history of scientific research is filled with examples of scientific enthusiasm 
outstripping moral reflection. In 1966, Henry Beecher wrote a classic article detailing 
the ethical lapses in a survey of the experiments then underway at Harvard 
University’s teaching hospital [1]. Beecher documented twenty-two cases of unethical 
research which went unnoticed prior to his report. Seven years later the world 
discovered that the United States government had sponsored a study of syphilis in 
black men in Macon County Alabama, and had actively denied these men medical 
care [2]. Public outrage followed, and included calls for ethical conduct of human 
subjects research as well as a civil rights lawsuit which was settled for ten million 
dollars. In quick succession the field of bioethics was born and raised questions of the 
propriety of research techniques, clinical uses of new technologies, and respect for 
human self-determination. The law followed with regulations governing research with 
human subjects [3], privacy regulations, and best practices guidelines.  

Neuroethics and neurolaw, as topic areas of intellectual inquiry, focus on the 
relationship of established principles of bioethics and legal doctrine to emerging 
cognitive science. Much more than previous encounters between the research 
community and law, the fields of neuroscience, ethics, and law are in dynamic tension 
and shaping one another as we progress in our discoveries. Neuroscience is 
challenging many of our legal traditions by exposing fallacies in our legal thinking 
and provoking new questions of how best to incorporate understandings of the mind 
into legal doctrine [4]. Neuroethics is in turn challenging both law and neuroscience 
to rethink notions of justice, access, individual dignity, privacy, and authenticity. It is 
my goal to raise these issues, to show how they are interconnected, and to build on the 
lessons that history offers in finding ways forward into a future that respects our 
shared humanity as much as our shared knowledge. 

2   Neuroscience and Neuro-Knowledge 

Neuroscience began over 100 years ago with scientists who studied the most 
remarkable human organ – the brain. Franz Josef Gall, an anatomist and physiologist 
in Austria, observed in the nineteenth century that students who had prominent 
foreheads also had good memories. Gall set out his hypotheses that “it is possible to 
ascertain different dispositions and inclinations by the elevations and depressions 
upon the head” [5]. Gall was excommunicated from the Church and forbidden from 
lecturing in Austria in 1802 [6]. Although first condemned on moral and theological 
grounds, Gall’s theories soon found practical applications in business, criminology, 
and educational contexts [7]. Judges gave weight to phrenology in decisions about the 
size of a brain and the capacity to make a will [8] and whether the fact that a man was 
“remarkably ugly” should be factored into decisions about whether he was guilty of 
murder [9]. The rise of phrenology occurred in a scientific world before randomized 
double-blind controlled trials and the inductive method. Its impact on society can be 
seen as arising out of that less scientific time, but the law is called upon to make use 
of the best science available. Today phrenology is called junk science, pseudoscience, 
and non-admissible [10]. During its heyday, however, it was used to exclude 
individuals from rights otherwise guaranteed under the law. 
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Functional magnetic resonance imaging (fMRI) is now in its second decade. fMRI 
localizes changes in blood oxygenation when an individual performs a mental task 
[11]. Far from the pseudoscience of phrenology, fMRI is utilized to identify 
prodromal Huntington’s Disease, and has numerous uses in established scientific 
investigation. It is also being used to correlate brain structure to dozens of physical 
and mental conditions, behaviors, characteristics and predispositions. These include 
major depression, schizophrenia, bipolar disorder, ADHD, social and racial 
evaluation, social cooperation, altruism, sexual arousal, ethical decision making, 
pedophilia, intelligence, humanity, empathy (and its lack), trust, humor and even the 
difference between the way men’s and women’s brains process information [6]. 
Ordinary individuals who lack specialized training in neuroscience interpret brain 
images as “proof” of the existence or non-existence of these traits [cite]. Businesses 
have found clever ways to market fMRI to screen potential employees for desirable 
mental traits [12].  

Brain mapping has the potential to prospectively identify biological functions 
amenable to treatment, new drugs to treat disease, and dozens of other uses [13]. 
Contemporary neuroscience offers new tools for understanding human thought and 
will be incorporated into society. As Michael Gazzinaga noted almost twenty years 
ago: “The modular organization of the human brain is now fairly well accepted. The 
functioning modules do have some physical instantiation” [14]. These important 
accomplishments point to an equally impressive future, but they only tell part of the 
story of neuroscience. 

Even the best neuroscience techniques cannot ascertain an individual’s moral 
beliefs or the content of their religious convictions or hopes for the future [15]. As 
Martha Farah put it: “Although brain waves do not lie, neither do they tell the truth; 
they are simply measures of brain activity” [16]. It is important to keep in mind as 
scientists, while the science is important, it is only a part of the puzzle that informs 
how neuroscience will be used in a complex and interdependent society. 

3   Neuroethics: Intriguing But Not Necessarily New 

The issues raised by fMRI, PET scans, and other neurosciences are foreshadowed by 
the history of phrenology, and to some extent by the broader history of research with 
human subjects. Whether we are talking about neurodeterminism, 
neuroexceptionalism, neurorealism, neurosurrealism, neuroage, neuroeconomics, 
neuromarketing or any of the other vast array of social topics impacted by 
neuroscience, it is important to keep in mind that neuroscience is a part of the larger 
world that we all live in. History cautions us to reflect upon the consequences of the 
meanings that we ascribe to scientific knowledge. Even if the new neurosciences are 
as powerful as some would hope they might be, they are limited. Some of the issues 
raised in ethics and legal scholarship include: 

• If the mind is a biological construct, who is the real me? [17]  
• Where is volition located in the brain, and if not identifiable, does this imply a 

more holistic notion of the brain/mind question? [18] 
• Should we engage in cognitive enhancement through neurotechnology? [19] 
• If so, how should we assure conditions of access to all who might benefit? [19] 
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• How should we assign responsibility in criminal law? How can we protect 
neuroprivacy? Does the law have the right to force an accused to undergo 
neurological examination? [20] Is this a violation of the Fifth Amendment? [21] 

• These are not necessarily new issues, although they may be packaged in 
neurolanguage.  

4   Neuropolicy, Neurorealism, Neurolaw: Garnering Attention as 
the Science is Developed 

The fields of study affected by neurosciences has been estimated to produce over 
1000 articles a month [18]. Neuroethics is a large and expanding sub-discipline within 
the field of bioethics, and is the subject of numerous journals devoted to the ethical 
issues that arise from these technologies [22]. 

Science is expanding our understanding of the brain, but it cannot fully answer the 
questions that are raised about the contents or sources of the mind. Many thoughtful 
commentators have attempted to offer a conceptualization of the mind. Stephen 
Pinker has written extensively, and exhaustively on the mind. He describes the project 
thus: 

 
The opening chapter presents the big picture: that the mind is a system of organs of 
computation designed by natural selection to solve the problems faced by our 
evolutionary ancestors in their foraging way of life. Each of the two big ideas - 
computation and evolution - then gets a chapter. I dissect the major faculties of the 
mind in chapters on perception, reasoning, emotion, and social relations (family, 
lovers, rivals, friends, acquaintances, allies, enemies). A final chapter discusses our 
higher callings: art, music, literature, humor, religion, and philosophy. There is no 
chapter on language; my previous book The Language Instinct covers the topic. 
[23] 
 
Pinker observes the complexity of the mind at close range and finds a fascinating 

range of potential human endeavors enabled by the mind. However, the book ends 
with the observation that some things are simply not explainable in scientific, 
humanistic, or psychological terms. In response to the question of whether the mind is 
located in the brain or in the soul, I would answer “neither.” A full explanation of the 
mind and how we should regard the mind in society entails much more than science 
or philosophy. As scientists, ethicists, and lawyers, we should all be concerned with 
how neuroscience is appropriated by society. None of us has the full answer, but 
perhaps we each understand a part of the whole. 

5   Proposal for Connection: Engaging the Broader Conversation 

If history teaches us anything, it is that scientists must become involved in the 
conversation about the ethical, social, and legal uses of the knowledge created. The 
law, judges, policy makers and the attorneys who represent clients are all concerned 
with the appropriate use of neuroscience in the courtroom. As scientists, the courtroom 
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may be the most common point of intersection with the law as an expert witness, but it 
is not the only contribution available. Ethical issues have an enduring quality, and there 
is always something to contribute from one’s own experience. New technologies have 
always garnered attention, and neuroscience is similarly situated. Neuroscientists will 
be increasingly called upon to explain the significance of their work in terms of the 
ethical meaning they hold, as well as in scientific terms. There are several 
contributions that scientists can make following a review of the lessons from history. 

Lessons from Tuskegee. The Tuskegee Syphillis Study is an important part of 
American history, and still resonates with the many groups in American society [24]. 
Researchers engaged with human subjects have an ethical and legal obligation to 
inform subjects of their right not to participate in research, and explain the risks and 
benefits of participation. The broader message from Tuskegee may well be the 
obligation of science to stop and reflect on the ethical implications of the way that 
knowledge is produced. Many studies today have an ethics core as an integral part of 
the design and methodology of the study. The trend towards integration of ethics and 
science, started in the aftermath of Tuskegee, should be a required connection of all 
neuroscience with larger social issues. 

Lessons from Phrenology. New scientific advances are often met with great 
expectations. The optimism of a greater knowledge should be tempered with the 
wisdom of those who came before us. Neuroscience that becomes a part of the 
popular consciousness can become more influential than the science is actually 
capable of delivering. Businesses that value truthfulness and cooperation as virtues in 
their employees may want to find these qualities of character in a neurological image. 
We should make limited claims about our ability to make predictions about anything 
as difficult to define as the mind. Similarly, the law is premised on notions of the free 
will of individuals and responsibility for decisions. The courts have struggled with 
assigning criminal responsibility based on scientific information. Yet even if the best 
images could locate decision making in action, it does not follow that there is no free 
will. Neuroscience has the ability to inform the thinking of our best philosophers and 
jurists, but it does not supplant human experience and reflection. 

Lessons from fMRI. Like phrenology, fMRI techniques raise important questions 
about the mind and personal identity. Researchers have demonstrated that individuals 
in the prodromal stage just prior to onset of Huntington’s disease have reduced striatal 
volume and changes in the caudate putamen compared to earlier images of the same 
patient. Some clinicians argue that disclosure of these changes should be disclosed to 
patients, arguing that it will facilitate long-term planning. Others urge that disclosure 
should not occur until clinical manifestations of the disease are evident, arguing that 
the burdens of the disease are best postponed. We will not know how best to act on 
this knowledge until some consensus has been achieved, with the viewpoints of 
patients and scientists leading the way towards an understanding of “who” the patient 
is, and “when” they become a patient. 
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Lessons from Prior Ethical Deliberation. Ethicists have raised additional issues that 
will benefit from a broad conversation about the impact of neurotechnologies. Should 
we use neuroscience to enhance human capabilities? The answer to the question will 
depend upon our ability to deliver the science reliably and in a cost-effective manner. 
The current state of these mind-altering drugs is likely not sufficiently developed to 
cause a large societal upheaval. Many mind-altering substances are used by millions 
of people without undue societal disruption. However, drugs designed to alter 
memory or to change moral emotions such as trust could easily become problematic 
should they become truly effective and accessible.  

An especially important and related topic for the brain-machine interface is the 
potential for the manipulation and abuse of others through what may be coined “mind 
wars”. The United States government utilized secret experiments with LSD in the 
military [25] and provided evidence that the administration of intensely mind-altering 
drugs can be accomplished at will. In the only documented case in the legal literature, 
the United States government suffered no sanctions for this activity. Memory 
enhancement through machine interface could be enormously helpful in a time of 
combat, and could be required of troops, and perhaps without their consent if prior 
case law is extended to these new circumstances. Scientists and researchers should be 
aware of these possibilities for the misuse of neuroscience, and they should consider 
the agenda of those who would fund their work.  

Like the atomic scientists and geneticists before them, neuroscientists and those 
working at the brain-machine interface will likely bear the burden of the possibility 
for great harm from the scientific knowledge produced. Such is the burden of success. 
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Abstract. This study comprises the third year of the Robust Automated 
Knowledge Capture (RAKC) project. In the previous two years, preliminary 
research was conducted by collaborators at the University of Notre Dame and 
the University of Memphis. The focus of this preliminary research was to 
identify relationships between cognitive performance aptitudes (e.g., short-term 
memory capacity, mental rotation) and strategy selection for laboratory tasks, as 
well as tendencies to maintain or abandon these strategies. The current study 
extends initial research by assessing electrophysiological correlates with 
individual tendencies in strategy selection. This study identifies regularities 
within individual differences and uses this information to develop a model to 
predict and understand the relationship between these regularities and cognitive 
performance.  
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1   Introduction 

Generally, within the realm of experimental psychology, individual differences are 
treated as uncontrollable statistical variability (i.e., noise). However, much like one 
person’s junk is another person’s treasure, one study’s noise is another study’s signal. 
In that spirit, the current project will seek to identify regularities within individual 
differences and use this information to develop a model to predict and understand the 
relationship between these regularities and cognitive performance. This has 
implications for the effectiveness of training as well as various performance 
enhancement technologies, as both are contingent upon the ability to adapt to the 
knowledge, skills, and tendencies of specific individuals. 

The current research will comprise the third year of the Robust Automated 
Knowledge Capture (RAKC) project. In the previous two years, preliminary research 
was conducted by collaborators at the University of Notre Dame and the University of 
Memphis. The focus of this preliminary research was to identify relationships 
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between cognitive performance aptitudes (e.g., short-term memory capacity, mental 
rotation) and strategy selection for laboratory tasks, as well as tendencies to maintain 
or abandon these strategies.  

In initial studies, research focused on a simple drawing task in which participants 
reproduced a figure 8 as well as other drawings under varying conditions to assess 
when the participant might switch strategies. Prior to this drawing task, participants 
were administered a battery of tests to assess aptitude for different facets of cognitive 
performance. It was shown that participants who performed well on the Remote 
Associates Task (RAT), which measures the ability to see relationships between 
concepts and has been advanced as a measure of creativity [1], tended to explore more 
alternative strategies [2]. In contrast, participants who scored high on working 
memory capacity attempted fewer strategies, with these attributes highly correlated 
with academic performance (i.e., SAT score). Perhaps most notable, based on data 
obtained from this study a model that incorporates both task-based (e.g., changes in 
task demands, time on task) and experience-based (e.g., frequency of strategy 
shifting, performance dips) factors has been developed that predicts on a trial-by-trial 
basis whether participants will shift strategies with 84% accuracy [2].  

Further research assessed whether the findings from the initial studies would 
generalize to a more complex task environment. For these studies, the NASA Multi-
Attribute Task Battery (MAT-B) [3] was employed. This task requires participants to 
divide their attention between performance of four simultaneous tasks and monitoring 
of two information systems. In addition to behavioral performance, these studies also 
recorded eye movements as an indication of ongoing strategy. A detailed description 
of this task can be found in subsequent sections. At this time, data collection has been 
completed, yet data analysis is still in progress. 

2   Current Research 

The current study extends the previous research by assessing electrophysiological 
correlates with individual tendencies in strategy selection. This study involves a 
replication of the previous research, but with the addition of a battery of tests to 
identify individual differences in brain electrophysiological parameters. Specifically, 
a collection of tests has been assembled consisting of tests frequently reported in the 
literature for which individual differences occur for certain electrophysiological 
parameters (e.g., amplitude of selected electroencephalography (EEG) signals, 
predominant EEG frequency). It is hypothesized that individual electrophysiological 
parameters (e.g., ratio of variability in theta (4-7 Hz) and beta (13-20 Hz) bandwidths) 
will correlate with propensity to shift strategies, as well as with the responsiveness to 
changing stimulus conditions. 

Participants are asked to complete a series of experimental tests, including the 
Cognitive Aptitude Battery, the Brain Electrophysiology Battery, the Figure-8 
Drawing Task, and the Multi-Attribute Test Battery (see subsequent section for task 
details). EEG data is recorded during the Brain Electrophysiology Battery, the Figure-
8 Drawing Task, the Multi-Attribute Test Battery, and three of the cognitive tasks 
(mental rotation, Raven’s matrices, and the Stroop task) using a 128-channel EEG 
system manufactured by Advanced Neuro Technologies.  
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Participants consist of 40 employees recruited from the Sandia National 
Laboratories population. Participants must be 18 years or older, speak English as a 
first language, possess normal or corrected-to-normal vision, and must not have a 
history of neurological diagnosis or of head trauma (including skull fracture, brain 
injury, or brain surgery).  

2.1   Test Batteries 

As mentioned above, participants undergo a series of test batteries. Testing requires a 
total of approximately seven hours. What follows is a list of the test batteries and 
what specific tasks they entail. Test batteries are listed in the order in which they are 
administered. Prior to commencing testing, basic demographic information is 
collected. 

Cognitive Aptitude Battery, 1st Phase. During the first phase of the cognitive 
aptitude battery, participants complete a report of SAT and/or ACT score, the adult 
attention deficit hyperactivity disorder (ADHD) self-report scale, a memory span task, 
the Attentional Beam Task, the Remote Associates Task, the Pittsburgh Sleep Quality 
Index (PSQI), a video game survey, a box-folding task, the Barton/visual pattern task, 
the Ruff 2 & 7 Attention Task, a binary decision task, and a dual task. All of the tasks 
for this phase are completed on a Dell Precision M60 laptop with a screen measuring 
40cm diagonal.  
 
SAT Score. Participants are asked if they took the SAT. If they did, they are asked to 
report their score. If they did not, they are asked to report their ACT score. This 
information isused to correlate their standardized score with their performance on the 
other tasks.  
 
Adult Attention Deficit Hyperactivity Disorder (ADHD) Self-Report Scale. For this 
task, participants are asked to fill out a questionnaire asking about attention 
performance and problems. This questionnaire is meant to identify those individuals 
who have problems concentrating their attention.  
 
Memory Span. For the working memory span test, participants are given two 
sentences to read. Their task is to indicate whether each sentence is sensible or not by 
pressing a button labeled “yes” or “no” on a computer mouse. After both sentences 
have been presented, participants are asked to recall the last word from each of the 
sentences they just read via typing them into the computer.  
 
Attentional Beam Task. The Attentional Beam task is illustrated in Figure 1. 
Participants first gaze at a fixation point for 600ms. Then they view a stimulus, which 
is an array of dots, one of which is colored in, for 30ms. Afterward, a visual mask of 
random lines is presented for 600ms. Next, a response display is presented. The task 
is to indicate in which of the eight directions the darkened circle was on that trial. 
This is a measure of the breadth of one’s visual attention focus.  
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Remote Associates Task (RAT). For the RAT, participants are presented with a set of 
three words on a computer (e.g., law, birthday, and swim). The task is to indicate 
whether they are related or not. This is a measure of creative thinking [1].  
 
Pittsburgh Sleep Quality Index (PSQI). For this task, participants are asked to fill out 
a questionnaire assessing their sleep satisfaction and quality [4].  
 
Video Game Survey. For this task, participants are asked to fill out a questionnaire 
assessing their video game experience. This information is important as it may dictate 
how well participants perform on some of the tasks [5]. 
 
Box-folding. For this task, participants are shown a diagram of a box that has been 
unfolded into a flat surface. Two edges are marked and the participants must indicate 
whether those two edges would meet if the object were folded into a box again. This 
is a measure of mental rotation.  
 
Barton/Visual Pattern Task. This task is a measure of spatial memory. On each trial, 
participants see a grid of squares, some of which are colored. Then, on a blank grid, 
they select which squares were colored. The more positions a person can correctly 
remember, the better their spatial memory.  
 
Ruff 2 & 7Attention Task. For the Ruff 2 & 7Attention Task, participants are 
presented with a series of strings of characters and must find all of the 2s and 7s in the 
string. They do this by clicking on the 2s and 7s using a computer mouse. Timing and 
accuracy are recorded. This is a measure of attention [6].  
 
Binary Decision Task. For this task, participants are shown two lights and are asked to 
pick which light they think will light up over multiple trials. Unbeknownst to the 
participants, there is a fixed probability with which the lights will light up. Over time, 
the participants learn this probability and learn to pick which light has the greater 
chance of being lit. This is a measure of decision making and learning.  
 
Dual Task. For this task, participants are asked to follow a dot with their cursor while 
also listening to and remembering a list of words. This is a measure of attention.  

Cognitive Aptitude Battery, 2nd Phase. At this point, the 128-channel EEG cap is 
applied. Following application of the cap and attaining satisfactory electrode 
conductance the participant is seated in a sound attenuating booth. The booth creates a 
controlled environment that minimizes distractions during the study. At that point, the 
participant is presented with the remainder of the cognitive tasks: the mental rotation 
task, Raven’s matrices, and the Stroop task. Tasks for this phase, and all subsequent 
tasks completed for the remaining duration of the study, are performed on a Wacom 
drawing tablet monitor with a screen measuring 55cm diagonally.  
 
Mental Rotation. For this task, participants are presented with a series of 20 pairs of 
figures, such as that shown in Figure 2. The task is to indicate whether the two figures 
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correspond to the same object or not. The number correct that can be classified in 60 
seconds is taken as a measure of mental rotation ability. This is a general measure of 
visual-spatial processing.  
 
Raven’s Matrices. For this task, participants are asked to solve a matrix by identifying 
the missing item that completes the pattern. This is a measure of abstract reasoning.  
 
Stroop Task. In this task, participants see a series of words written in a certain color of 
ink and are told to respond with the color of ink. The crucial part of the experiment is 
that the words are color names written with an incongruent ink color (e.g., the word 
“BLUE” written in red ink). This is a measure of mental attention and flexibility.  

Multi-Attribute Test Battery (MAT-B). As shown in Figure 3, this task involves a 
computer program in which participants must keep track of events happening in 6 
different windows of a display screen. The participant must simultaneously perform 
the roles of:  

1. System Monitoring – watching for when the values go out of normal 
parameters 

2. Tracking – keeping a randomly moving reticule in the center using a joystick 
3. Scheduling – watching for important events that come up 
4. Communicating – setting radio frequencies in response to messages 

presented over headphones 
5. Resource Managing – keeping tanks filled by opening and closing valves in a 

system 
6. Monitoring Pump status – on or off  

This task requires participants to develop strategies with respect to how they divide 
their attention between the different displays.  

Following general instructions, participants undergo a practice round for the 
communication task, followed by practice rounds for the system monitoring, resource 
management, and tracking tasks. During the practice rounds, participants only 
perform the specified task. Following completion of practice, participants are asked to 
perform all of the tasks simultaneously. Each task has a fluctuating difficulty level. 
EEG is recorded for the duration of the task (including practice). In addition, a Smart 
Eye tracking system is used along with Smart Eye Pro 5.5 software to monitor the 
direction of gaze of the participant relative to the display.  

Brain Electrophysiology Battery. This battery includes a measure of resting EEG, 
an N-back task, a measure of mismatch negativity, the P300 auditory oddball, a 
semantic memory task, an episodic memory task, a go/no-go task, and a flanker task. 
EEG data is recorded for each of the measures within this battery.  
 
Resting EEG. Resting EEG parameters are recorded for conditions with eyes open and 
eyes closed. In the eyes open conditions, participants are asked to fixate on a cross 
presented on the computer screen to minimize eye movements. Eyes open and eyes 
closed conditions extend for 1 minute intervals with a counterbalanced order (e.g. O–
C–C–O–C–O–O–C). 
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N-Back. The spatial position of an uppercase letter is presented pseudo randomly in 
one of 8 locations on a computer screen. Participants are asked to compare the 
position of the stimulus to the position of the stimulus presented one or more trials 
previously. Generally, participants do well when comparing to the immediately 
preceding stimulus and find it very difficult when comparing to stimuli two or more 
trials back [7].  
 
Mismatch Negativity. As participants watch a silent movie with subtitles on the 
computer screen, tones are presented at regular intervals through headphones. They 
are told to not pay attention to the tones. A standard tone (900 Hz) is presented in 
85% of the instances and a deviant tone (1000 Hz) in the remaining 15%, using a 
semi-randomized order. 
 
P300 Auditory Oddball. As with the mismatch negativity test, participants watch a 
silent movie with subtitles on the computer screen as tones are presented at regular 
intervals through headphones. However, for this test, participants are asked to press 
the “1” key every time they hear the deviant tone, as quickly and accurately as 
possible. 
 
Semantic Memory. Participants are presented a series of words denoting objects (e.g. 
tree, car) and for each word, they are asked to press the “1” key if “living” and the “2” 
key if “nonliving.”  
 
Episodic Memory. Without prior warning, after a 5 minute interval following 
completion of the semantic memory task, participants are asked to recall as many of 
the words presented during the Semantic Memory task as possible. Participants are 
allowed to continue until they report being unable to recall any more words. 
 
Go/No Go. Participants are presented a series of letters for 200ms each (e.g. 
A,B,C,D,E,F,G,H,J,L,O,X) and asked to press the “1” key every time the letter X (go 
trial) is presented after the letter “O” (primer trial) had been presented on the previous 
trial. For half the trials, the primer trial “O” is followed by a different letter 
(A,B,C,D,E,F,G,H,J,L) and participants have to suppress the key press (No go trial). 
 
Flanker. Participants are presented a string of 5 letters consisting of either S’s or H’s 
(e.g., HHHHH, or SSSSS). The middle letter is the target and there are compatible 
strings (e.g., HHHHH or SSSSS) and incompatible strings (e.g., HHSHH or SSHSS). 
Participants are asked to press the “1” key if the target letter is an “S”, and the “2” key 
if target letter is an “H,” as quickly and accurately as possible. 

Figure-8 Drawing Task. Following completion of the Brain Electrophysiology 
Batter, participants are given a break, after which they will be presented with the 
Figure-8 Drawing Task. For this task, participants are presented with a series of 
outlines of predominantly figure 8s (various other figures are included) on a 
computerized drawing tablet. They are asked to use a stylus to draw outlines of the 
figure 8 on the tablet. Participants receive immediate feedback following each trial, 
and are scored based on the accuracy and speed with which they complete each trial. 
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Over the course of 50 trials, the figure 8 changes (such as circles moving apart) as a 
means to induce participants to shift drawing strategy to accommodate these changes. 
EEG data is collected for the duration of this task. This is a measure of strategy 
shifting and replicates the measures used in previous studies conducted. Figures 4-6 
depict a screenshot of this task, three predominant drawing strategies, and the various 
morphs that tend to lead to these strategies. 

3   Discussion 

Since the time of Darwin, scientists have been aware that members of a single species 
may show marked differences from one another [8]. Though the concept that 
individual variation in behavior may create particular categories of individuals within 
a species has been recognized by certain disciplines (e.g., personality psychology), 
and for particular species (e.g., rats, pigs) [9], the prevailing assumption in human 
cognitive theory and related modeling has been that cognitive processes are largely 
invariant across individuals and across different conditions for an individual [10]. 
Seeming discrepancies across studies are often attributed to within or between-subject 
variability that is treated as measurement error. Alternatively, we propose that this 
variance may be attributable to cognitive adaptability, a trait necessary to explain the 
inherently dynamic nature of cognitive processes as individuals adapt their available 
resources to ongoing circumstances. This does not imply a “blank slate”; humans are 
predisposed to process information in particular ways. Instead, it is asserted that given 
variation in the structure and functioning of the brain, there exists inherent flexibility 
that may be quantified and used to predict differences in cognitive performance 
between individuals and for a given individual over time [10].  

These assertions are based on the theoretical proposition that the brain functions as 
a dynamic system, involving the continuous interaction of genetic, organismic, and 
environmental factors [11]. Given a particular problem to solve, an individual will 
have access to a variety of resources. However, individuals will differentially apply 
the resources available to them based on aptitude, past experience, recent 
success/failure, etc. Thus, the study of individual differences is important in that it 
allows individuals to be characterized with regard to their various aptitudes (i.e., the 
resources they have and may differentially relay upon) and variability in strategy 
selection for a given task may be explained on the basis of individual differences.  

 

Fig. 1. The display sequence for a single trial of the attentional beam task 
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Fig. 2. An example of the stimuli for the mental rotation task 

 

Fig. 3. A depiction of the MAT-B task. Each of the six boxes is labeled with respect to the task 
it contains.  

 

 Fig. 5. Examples of three 
common strategies

Fig. 4. A screenshot of the 
line drawing task

Fig. 6. Morph conditions, and 
the strategies they induced 
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Abstract. The emergence of new non-invasive technologies for assessing the 
structure and the function of the human brain has provided us with means to 
investigate the neural substrates underlying cognitive processes with the goal of 
achieving a better understanding of cognition. This paper is focused on 
discussing the contributions that assessment of neural processes underlying 
cognition brings to our understanding of cognition as well as the impact of this 
understanding of cognition on military operations. 
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1   Introduction 

Over the past three decades, the emergence of new non-invasive technologies for 
assessing the structure and, more importantly, the function of the human brain has 
provided us with the means to investigate the neural substrates underlying cognitive 
processes with the goal of achieving a better understanding of cognition. Prior to that, 
cognition was explored by cognitive psychologists primarily through the examination 
of human behavior. This approach was successful in gaining a fair amount of insight 
into human cognition. However, given that virtually all human cognition relies on 
activity in various areas of the brain, it order to really understand it, we need to 
consider not just the behavior, but also the activity in the brain and how this activity 
influences the behavior. Since the late 1970s, when George Miller and Michael 
Gazzaniga coined the term “cognitive neuroscience” in the back of a taxi cab [1], 
which refers to the study of how the brain enables the mind [2], cognitive 
neuroscientists have been working hard at integrating the theories that though the 
work of cognitive psychologists with approaches in experimental psychology, 
neuropsychology and neuroscience in order to link the behavioral outcomes of 
cognition with brain activity.  

Since the emergence of cognitive neuroscience, questions have been raised whether 
its newer, less tested, methodologies which still require time and effort to be fully 
validated bring any benefit to assessing and understanding cognition over what the 
proven and largely validated traditional cognitive psychology approaches to assessing 
cognition have brought. On the one hand, as Michael W. Eysenck and Mark T. Keane 
correctly point out in their textbook of Cognitive Psychology: “Experimental cognitive 
psychologists possess many well-worked-out empirical methods built up over 100 
years of experimentation. In the neurosciences, in contrast, the methodologies for 
studying phenomena are still being developed… In brain imaging, there are still many 



56 A. Geyer 

issues about the methods used to rile out “noise” and exclude activity in brain regions 
that are merely byproducts of the focus of the study” (p. 4) [3]. On the other hand, the 
cognitive psychologists’ approach of assessing cognition by measuring behavior does 
not provide a full picture of cognition. For example, there is sometimes an assumption 
that there is a direct mapping from specific cognitive process to specific behavior. This 
is not always the case. In fact, often, there are multiple cognitive processes that 
underlie one behavior. Also, even when it is recognized that multiple cognitive 
processes are involved, it is very difficult to tell, without employing methodologies 
from cognitive neuroscience, whether these processes occur in parallel on in serial 
fashion, and whether there is any interdependency among these processes. Here I put 
forth an argument that, in some instances, information about the neural processes 
underlying cognition can provide a more accurate picture of human cognition and, 
therefore, should be used in addition to traditional behavioral measures of cognition. A 
good example of an instance when such information is useful is: human operator - 
technology interaction. Modern military operations are increasingly complex and 
technology reliant. While system developers focus on incorporating emerging 
technological advancements into their products, they do not always consider the 
cognitive capabilities and limitations of the operators themselves, and how these 
capabilities and limitations might affect operator interactions with those technologies. 
In order to create a more seamless interaction between the human operators and the 
technologies, it is important to have a good understanding of the operator state so that 
the technology could adapt itself to the operator’s needs. Below I provide some 
examples of using neural signals to improve human operator - technology interaction. 

2   Benefits of Cognitive Neuroscience to our Understanding of 
Human Cognition 

One example of using neural signals to improve human operator - technology 
interaction is to use them to inform decision aids about the operator state so that they 
do a better job supporting operator decision making. Recent advances in neuroscience 
allow us to reliably and unobtrusively measure cognitive states and cognitive processes 
involved in decision making and problem solving in operational settings [4], [5], [6], 
[7], [8], and [9]. For example, Luu et al. reliably identified the neural substrates of 
intuition in the medial Orbital Frontal Cortex (mOFC) utilizing dense-array 
Electroencephalography (dEEG). Intuition is often credited with helping warfighters 
succeed in critical situations. Research in human pattern recognition and decision-
making suggest that through intuition, humans can sense unique patterns without 
consciously seeing them [6], [7]. Luu et al. defined intuition is an affectively charged, 
internal cue to the existence of meaningful information in the environment that arises 
rapidly and unconsciously. The development of reliable measures of intuition provides 
new opportunities to understand and aid human cognition. For example, this signal 
may enable creation of a new generation of machines to support decision making. A 
decision aid that senses its user's intuitive moments might serve the user best by 
withholding information that could conflict with the user's rising solution. For instance, 
automated target recognition aid typically overlays sensor imagery (e.g., a vehicle 
obscured by trees) with a diagrammatic template of the most likely target (e.g., a 
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technical or pickup truck mounted with a machine gun). Given a reliable signal of 
intuition, the aid might withhold that template while the user's recognition of the scene 
resolves, with the expectation that the user's response will be more accurate and 
sufficiently quick. On the other hand, if the aid registers the absence of an intuition 
signal, it might serve its owner by rapidly cueing a solution if time is short. If time is 
plentiful, it might present its owner with decision analysis tools.  

Another possibility is to use neural signals from the operator to inform the system 
about the operator intent, allowing for a more seamless interaction between the human 
operator and the system. This is a somewhat controversial idea because, as one would 
argue, we cannot and possibly will never be able to “read people’s thoughts” and 
gauge their intent through the analysis of the neural signals. At this point, the closest 
we can do, is - observe the action that followed the intent and, based on the action, 
infer what the intent was. Here, I define action as a behavior that is undertaken with a 
specific goal in mind, and we define the intent to perform an action as an aim that 
guides action. While actions following the intent are, for the most part, easily 
measured, measuring signals that represent a human’s intent to perform an action is 
far more complex. The neural signatures that underlie the action aim (i.e., action 
intent) have been investigated in monkeys since the 1990s. For example, specific cells 
in the ventral premotor cortex as well as the posterior parietal cortex of monkeys fire 
during action intent [10]. These same areas have been demonstrated to be active 
during action intent in the human brain [11], [12]. Even though we now know the 
brain regions that are activated during action intent and, therefore, could measure 
neural activity associated with intent, the picture is not fully complete since actions 
are subject to continuous action monitoring and error detection, which has a 
significant and continuous impact on the intent. Therefore, in order to reliably 
measure intent, we need to be able to measure the neural signals that underlie action 
monitoring and error detection as well, as they will serve as cues to possible changes 
in intent. 

In recent years, scalp electrophysiological studies in humans have provided insight 
into the neurophysiological processes of action monitoring and error detection, which 
could be used as signals of a change in intent. Falkenstein et al. identified a negative 
deflection in the event-related potentials (ERPs) that is associated with an error 
response [13]. This negativity can be observed in both stimulus-locked and response-
locked ERPs. Other researchers independently observed this effect [14] and termed it 
the error-related negativity (ERN). Dipole modeling of a 64-channel recording 
showed that the neural source of the ERN lies in the vicinity of the anterior cingulate 
gyrus ([15]. Luu et al. proposed that the core contribution from the anterior cingulate 
gyrus and associated medial frontal cortex is evaluative self-monitoring along an 
affective dimension [5]. When subjects are concerned with the outcome of an action, 
the cingulate gyrus and associated centromedial frontal lobe provide a dynamic 
monitoring of that action and its effects. This was evidenced by progressively-larger 
ERNs to responses increasingly past the deadline; this self-monitoring process 
appears to be a dynamic operation, providing continuous motivational evaluation, and 
presumably continuous executive guidance, to direct the neural mechanisms of 
behavior (i.e., directing action intent). 

Another signal of interest for detecting intent is the lateralized readiness potential 
(LRP) which is a measure of asymmetric motor preparation and has been used as a 
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measure of motor preparation in response to task demands [16]. The reason LRP is 
important is that it is a signal of intent to make a motor action. The LRP has also been 
used to study the effects of response competition arising from incongruent primes that 
are presented subconsciously [17]. Dehaene et al. (1998) found that the response 
competition indexed by the LRP can be validated using fMRI methods [17]. These 
researchers used a lateralized measure of the blood oxygen level-dependent (BOLD) 
response in motor cortices and found the effect to be identical to the effect using the 
LRP (i.e., incongruent primes activated the wrong motor areas). Finally, the LRP has 
been used to study early response activation in classical conflict paradigms, such as 
the Eriksen flanker task and the Stroop task, and to study incompatible response 
priming induced by incompatible noise [16]. In the Luu et al., study, the late 
responses were associated with inappropriate priming of the motor cortex ipsilateral 
to the eventual response hand [5]. By looking at just the incompatible trials, it could 
be seen that the degree of response lateness is related to the degree of priming of the 
inappropriate response hand. The LRP that is observed is likely caused by the effects 
of the incompatible stimuli, because the onset of the LRP occurs before the response. 

It is evident that the neural signals of intent described above simply alert us that 
there is intent for action or that there is a change in intent. They do not reveal the 
nature of intent. However, a smart system, when it receives a signal from the brain of 
the human operator that there is an intent of actions, should be able to utilize other 
information, in addition to neural signals, to figure out what the intent actually is and 
either provide the operator with means to carry out the intended action (or, ideally, 
carry out the intended action for the operator) or advise the operator against taking 
that action if there is a reason for that.  

3   Conclusion 

In this paper, I argued that information about the neural processes underlying 
cognition can provide a more accurate picture of human cognition. I then provided 
two examples where neural signals of intuition and intent could be utilized to create a 
more seamless interaction between the human operators and the technologies. 
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Abstract. Recently, there has been a profound resurgence interest in expanding 
the effectiveness of human machine systems. The motivation for this interest 
stems not only from the growing realization that better designed systems – 
tailored to augment their user’s innate skills and capabilities – will enable users 
to ‘do more’, but also from the fact that the world with which we interact is 
becoming increasingly reliant on machines. In the past, the human machine 
interface was bridged through engineering based principles, but, with our 
expanding understanding of how the human brain drives behavior it is now 
possible to consider, as never before, human machine design efforts that fully 
address human and machine needs at the same time.  

Keywords: Neuroscience, Cognition, Automation, Human Systems, Cognitive 
Model. 

1   Introduction 

Traditional approaches to creating human machine systems have focused on 
engineering or machine learning techniques to establish couplings between humans 
and their machines (Cooley, 2007). For example, many of the cognitive architectures 
that are intended to allow the machine to infer human intention are based on computer 
processing metaphors, not on actual brain dynamics. This is a direct result of the 
levels of technology available to understand and represent the processes through 
which the human brain transforms information into action. Until very recently, neither 
the imaging technologies nor the analytic capabilities were available to truly link 
actual brain activity to behavior. As a result, when one wished to create human 
machine systems one was forced to do so by basing this integration on observed 
behaviors, and building predictive models of human behavior on these observed 
behaviors. 

Of course, the ideal is to directly link high fidelity representations of human 
behavior with machine operating systems. These representations may be found in the 
neural processes leading to the actual, observed behavior. Just as understanding the 
equations of motion provides a much broader set of capabilities than inferring these 
equations from a limited set of observations (Kelso, 1995), so too understanding and 
modeling the dynamics of neural activity as it leads to behavior should provide a 
much richer and more robust set of models than those based on the actual observed 
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behavior alone. Today, advances in neuroscience and engineering provide the basis 
for building these ‘equations of motion’ for the brain and for using brain-based 
techniques to create and maintain very robust human machine interactions.  

1.1   The Engineering Based Approach 

The notion of creating human machine systems is not new. As early as the 1940s, 
researchers were concerned with the question of how to represent the human element 
in human machine systems. Using the engineering-based terminology of the time, 
Bates (1947), Craik (1947/1948; 1948) and others attempted to explain human 
performance in control theory terms with the goal of developing engineering 
representations of the human that could be used to improve human machine systems 
(Birmingham & Taylor, 1954). Others, like Chapanais (1951), applied a similar 
approach for analyzing human error in human machine systems.  

In all cases, the properties of the human being modeled were only at the observed 
behavior level. For example, Fitts’ speed-accuracy tradeoff (Fitts, 1954; Fitts & 
Peterson, 1964) emphasizes the development of basic relationships guiding human 
motor planning. Stevens’ power law describes the relationship between the magnitude 
of a physical stimulus and its perceived intensity (Stevens, 1957), and the Hick-Hyman 
law relates decision response time to the number of possible choices (Hick, 1952; 
Hyman, 1953). One of the primary applications for this line of research was to develop 
more effective and responsive aviation systems (Adams, 1957; McRuer & Jex, 1967; 
Young, 1969). More broadly, fully automated systems which could perform tasks in 
the absence of actual human controller inputs were also envisioned as resulting from 
this line of research, as were human assistive systems (i.e. symbiotic systems, 
Licklider, 1960).  

In one sense, automation may be thought of as a means of substituting human 
actions with those of a machine (Parsons, 1985; Parasuraman & Riley, 1997). The 
reasons for automating certain tasks range from safety considerations to cost and 
efficiency considerations (Weiner & Curry, 1980; Weiner, 1989). Inherent to the 
notion of automation is the idea that of an overall pool of tasks, some may be 
allocated to a system or machine, while others may be allocated to a human. In the 
most conservative sense (e.g. Licklider, 1960) automation requires a strict parsing of 
tasks – those at which a machine may excel and those at which a human may excel. 
Along those lines, Parasuraman, Sheridan & Wickens, (2000) proposed a set of 
discrete levels of automation to be implemented based on overall task context. Yet, as 
Rouse (1977) and Woods (1996) suggest, these kinds of approaches to automation are 
brittle. Situations change, information changes and people change, often as a 
consequence of using automation (Woods, 1996) and the allocation of tasks between 
humans and machines should be able to change, dynamically and in real time to 
provide the most effective assistance.  

1.2   A Turning Point 

The realization that dynamic changes in both users and their systems must be 
accounted for opened the door for a human-centered approach to human-systems 
design, leading to adaptive automation. Adaptive automation is an automation scheme 
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that allows for control of tasks to be passed in real time, between human and machine 
– represents one attempt to bridge the human machine gap of classic automation 
(Scerbo, 1996). This kind of automation seeks to optimize human machine 
interactions by changing task demands in response to user performance. A direct 
result of this kind of automation is that the task environment is restructured, 
dynamically, in terms of what tasks are automated, how they are automated, and when 
they are automated (Rouse, Geddes, & Curry, 1988). A key consideration in adaptive 
automation is the means through which the adaptation is triggered. Early attempts at 
creating adaptive techniques focused on a purely artificial intelligence (AI) approach 
(Rouse, 1977), merging expert systems with knowledge based representations of 
human performance (or, loosely, cognition) to detect and assess task context, and 
develop adaptive strategies (e.g. Hammer & Small, 1995).  

Yet, a significant disadvantage with this approach is that while representations of 
the human operator may be gleaned from psychometric measures (speed and accuracy 
types of measures), the level of fidelity of these representations is typically orders of 
magnitude less than that of representations of the system and task environment. 
Furthermore, the rate at which this information may be accumulated is similarly 
challenged. Human behavior typically evolves over a timescale measured in seconds, 
while machine action may occur over a millisecond to second timescale. In other 
words, currently available measures of the human are rate limiting in human-machine 
systems, even those that are adaptive. 

1.3   Enter Neuroscience 

Recent attempts to get around the human representation challenge have focused on 
adding another dimension of measurement, based on neurophsyiologically detected 
processes (Morrison & Gluckman, 1994). The basic premise is that by including 
neurophsyiological measures, it should be possible to gain higher levels of fidelity, 
over a shorter time course, for the kinds of human representation needed to make 
adaptive automation effective, beyond than simple observationally behavior based 
ones. These richer metrics would therefore serve as a more effective input into a 
dynamic and adaptive automation system (Scerbo, 1996). Such measures include 
(Scerbo, et al., 2001; Cohn, et al., 2005):  

• Heart rate variability 
• Eye-based responses (e.g. eye blinks, pupil diameter) 
• Galvanic Skin Response 
• Neural based signals (Electroencephalography –EEG, functional Magnetic 

Resonance Imaging – fMRI; functional Near Infrared imaging – fNIR) 

These measurements provide a vast improvement over traditional measures that 
feed into adaptive automation developed to make use of them (e.g. Schmorrow, 2005; 
Schmorrow, Stanney & Reeves, 2007) and, collectively, have pushed the field of 
adaptive automation far ahead of where it might otherwise be. At the same time while 
these measures provide a more effective diagnostic metric indicating when automation 
might be useful, they don’t provide deeper descriptions of what tasks should be 
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automated, how they should be automated, and when they must be automated. These 
determinations, in the current approach, are left to predefined strategies that are 
implemented based on the triggering of these measures (Rouse, et al., 1988).  

2   Neuroadaptive Systems 

The brain is not a static organ. It changes with experience (Cohn, Stripling & Kruse, 
2005), creating new connections and optimizing older ones; it varies with emotional 
and physiological state, impacting and influencing higher order processes (Glimcher 
& Rustichini, 2004), and it is primed by changes in environmental context (Aamodt & 
Wang, 2008). The end result of the brain’s inherent dynamicity is often changes in 
observed behavior (Cohn, Stripling & Kruse, 2005). Consequently, while it should be 
possible to create a closed loop human machine symbiotic system that can adapt its 
overall performance based on representations of brain activity care must be taken to 
understand precisely how to transform neural activity into representations of the 
behavior they encode. 

Human Systems that incorporate elements of the brain’s activity with 
representations of system state to enable human machine interactions are known as 
neuroadaptive systems. Neuroadaptive systems use the detailed output of their human 
users’ neural activity in order to effectively adapt their behavior to the behavior of 
their users. This requires more than simply taking a snapshot of brain action. 
Neuroadaptive systems seek to enable adaptive interactions between humans and their 
machines using deeper and more representative measures of human neural action 
underlying behavior than those used in traditional adaptive automation technologies. 
With these representations, high fidelity individualized models of human performance 
can be crafted, which can be expected to behave in a manner analogous to that in 
which the human brain on which they are based will behave. Although still in their 
infancy, neuroadaptive systems are beginning to be realized as a direct result of recent 
advances in neuroscience and engineering. 

2.1   Basis for Neuroadaptative Systems 

Neuroadaptive systems are based on the idea that representations of the human user 
require the integration of measures across multiple levels, including brain based 
measures, cognitive measures and behavioral measures. This, in turn, requires 
advances in three core capabilities:  

• Detection Technologies 
• Decoding Methodologies 
• Modeling Frameworks 

2.2   Detection 

The notion that human behavior is the result of coordinated activity across the brain is 
not new (Kelso, 1995). However, access to the brain has been one of the key limiting 
steps in demonstrating coordinated activity across the brain as behavior develops. As 
new technologies, like functional Magnetic Resonance Imaging (fMIR); (Logothetis, 
2001), dense array Electroencephalography (dEEG); (Junghöfer, Elbert, Tucker, & 
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Rockstroh, 2000), and other types of tools become increasingly refined, simplified 
and incorporated into the researcher’s toolkit, the ability to capture neural action 
simultaneously across multiple regions will continue to grow. As one example, 
Philiastides and Sajda, (2007) used an EEG based paradigm to illustrate the 
integration of different neural regions over time, as participants formed and acted 
upon a rapid decision making task.  

2.3   Decoding 

Access to integrated neural data is necessary but not sufficient for interpreting it in 
terms of cognitive processes. New processes for analyzing these multivariate data sets 
must also be established and refined, and efforts to do so have led to the development, 
refinement and application of these multivariate analytic techniques to data captured 
as participants perform a range of cognitive tasks. Briefly, multivariate decoding takes 
into account the full spatial pattern of brain activity, measured simultaneously across 
many regions, and enables the decoding of the current ‘cognitive state’ from 
measured brain activity (Haynes & Rees, 2006). Using this approach, it is possible to 
build classifiers that can distinguish between various cognitive behaviors, provided an 
adequate training set can be identified. Decoding routines have recently been applied 
to accurately decode meaning (i.e. simple thoughts) from neural activity (Mitchell, 
2004; Mitchell, 2008).  

2.4   Modeling 

Perhaps the greatest challenges still remain in the domain of modeling - developing 
cognitive models based on how information flows, and is processed, across the brain, 
to simulate what the content of cognition will look like, based on neural activity. One 
approach that continues to gain momentum is to take existing cognitive models and 
link them to neural data. For example one of the better known cognitive modeling 
approaches is ACT-R (Anderson, 1996). ACT-R is an implementable theory of how 
human cognition works, based on the underlying assumption that knowledge is 
encoded from the environment and synthesized into ‘cognition,’ leading to behavior. 
Within the ACT-R framework, modules and buffers represent knowledge and 
processing of that knowledge, with cognition emerging through their activation. In its 
executable form, the timing and sequencing of model components is based on 
observed behaviors, and the output is typically timing and accuracy predictions.  
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Abstract. The study of cognition across cultures offers a useful approach to 
both identifying bottlenecks in information processing and suggesting culture-
specific strategies to alleviate these limitations. The recent emphasis on 
applying cognitive neuroscience methods to the study of culture further aids in 
specifying which processes differ cross-culturally. By localizing cultural 
differences to distinct neural regions, the comparison of cultural groups helps to 
identify candidate information processing mechanisms that can be made more 
efficient with augmented cognition and highlights the unique solutions that will 
be required for different groups of information processors. 

Keywords: cognition, culture, memory, strategies, fMRI. 

1   Introduction 

To achieve the goal of understanding the ways in which computational systems and 
devices can interface with human cognition, the field of augmented cognition pays 
particular attention to bottlenecks [1]. Bottlenecks in cognition include limitations in 
one’s ability to simultaneously attend to multiple locations or channels of information, 
and impairments in the ability to encode, store, and retrieve from memory veridical, 
detailed representations of information. Because humans are limited information 
processors, necessarily there are trade-offs in what is attended to and remembered, 
with some information being prioritized at the expense of other information. 

Several studies have examined the ways in which culture can, to some extent, 
explain individual differences in processes such as attention and memory. Overall, 
much of the research to date has compared Easterners (typically operationalized as 
individuals from China, Japan, or Korea) and Westerners (typically including 
Americans, Canadians, and Western Europeans). These studies suggest that Easterners 
prioritize information that is holistic, considering functional relationships between 
elements and relating the self to the group. Westerners, on the other hand, prioritize 
information about individual items, focusing on objects without regard to their contexts 
and conceptualizing of the self as an individual entity [e.g., 2, 3-9]. This paper will 
provide a selective review of that literature with an eye toward identifying mechanisms 
and their neural correlates that can be optimized through augmented cognition, and it 
will also consider some challenges to that goal.  
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2   Mechanisms of Cross-Cultural Differences in Cognition 

What individuals from different cultures prioritize and attend to in their environments 
likely reflects differences in strategies, which may correspond to separable underlying 
neural mechanisms. That is, attending to information that is object-based or self-
referent, rather than context-based or group-referent, reflects the strategic deployment 
of cognitive resources. The selection of some aspects of information over others has 
been shaped by one’s cultural milieu, with certain ways of processing information 
encouraged and reinforced through one’s development in a particular cultural context. 
For example, attention to focal objects or relationships is reinforced through 
socialization and language acquisition in childhood [as discussed by 3]. Cultural 
differences in preferences even emerge in different styles of parental interaction 
during play, with American mothers emphasizing the properties of objects and Asian 
mothers instructing about relationships [10]. The learned aspect of culture is 
emphasized further through studies suggesting that cultural differences emerge late 
enough to reflect the products of socialization [11].  

We conceptualize of strategy differences across cultures as potentially occurring 
due to one of three different mechanisms: 1) Cultural differences could reflect the 
engagement of distinct cognitive processes, such that individuals evoke different 
strategies (e.g., categorical versus relational) or process different aspects of 
information (e.g., object versus context). 2) Cultural differences could emerge due to 
differences in the underlying content of what information is stored and 
correspondingly accessed by individuals in different cultures. 3) Cultural differences 
could represent varying degrees of difficulty across cultures, such that one task is 
more difficult in one culture than another and therefore requires a greater commitment 
of cognitive and neural resources. We believe that the first mechanism, cultural 
differences in engagement of cognitive processes, is the most consistent with the 
literature thus far, and we will devote the most space in this review to considering this 
possibility. However, we will also consider the other candidate mechanisms, their 
implications for the study of cross-cultural differences in the engagement of neural 
resources, and the potential interface with augmented cognition. 

2.1   Cross-Cultural Differences in the Engagement of Cognitive Processes 

Cross-cultural differences in the use of cognitive processes have received the most 
support in the literature to date in explaining cross-cultural strategy differences. One 
process differing across cultures is a preference for analytical versus holistic 
processing [e.g., 2, 3-6]. Evidence suggests that Westerners tend to focus on the 
details, pieces, and parts of information whereas Easterners process information in 
terms of its context and tend to relate information together. Within this framework, 
Easterners attend to and remember contextual information whereas Westerners focus 
on focal objects on their own, without regard to the context [3].  

Some of the strongest evidence that cultures differ in the strategies they employ to 
process information stems from the study of memory. If individuals from different 
cultures engage distinct information processing strategies, they should then differ in 
their memory for disparate aspects of the information [see 12 for a discussion of these 
ideas]. The strategies used to process information upon first encounter should 
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determine what information is preserved in memory and thus most readily accessed 
with retrieval cues at a later point in time. Cultural differences in memory for distinct 
aspects of information have been shown in memory for scenes. In one study, after 
viewing underwater scenes, participants described what they remembered from the 
animated vignettes. While Americans’ descriptions focused predominantly on the 
prominent fish, the descriptions of Japanese participants included more details about 
the context [9]. The same pattern also emerged in a more controlled study of 
recognition memory, in which Japanese participants were more affected than 
Americans by changing background contexts. Their memory for objects was more 
impaired when the objects were against novel backgrounds, as opposed to the original 
ones [9]. The heightened attention to context extends to the perception of emotions in 
others, with the emotional expressions of other faces in a crowd coloring the 
interpretation of a central target face for Japanese more than for Westerners [13]. 
While we consider in the next section how it is difficult to separate differences across 
cultures in the content of memory from the processes themselves, we believe that 
process differences are more likely to explain the findings, accounting for the initial 
differences in content. 

Further evidence that these differences emerge at the level of strategies comes from 
converging methods. By analyzing measures of where people look when first 
encountering information and the neural regions that are engaged when processing 
complex information, we see evidence for what processes and aspects of information 
are of primary importance to the perceiver. Consistent with behavioral indicators, eye-
tracking measures reveal that Americans spend more time fixating on objects and 
fixate to them sooner than East Asians [14, but see 15]. Neuroimaging measures of 
brain activity, such as fMRI, indicate that Americans modulate object processing 
regions more than East Asians when viewing complex scenes, perhaps reflecting 
visual attention and retrieval of semantic knowledge about objects [6, 16]. By 
identifying the neural substrates of cultural differences, we find that there is more 
consistent evidence that cultural differences in the processing of complex scenes may 
occur due to differences in the processing of objects rather than contexts. These 
findings from eye-tracking and fMRI measures suggest that when first viewing 
pictures of scenes, Americans attend quickly to objects and process them in more 
detail than East Asians. In contrast, there is not evidence for greater neural activation 
in response to background contexts for East Asians, although they fixate on 
backgrounds more than Americans. This type of work provides initial clues into how 
the field of augmented cognition would need to differently account for the influence 
of culture. As stimuli and information in the environment recruit unique sets of 
cognitive processes in individuals from different cultures, augmented cognition and 
human-computer interaction devices would need to account for and build upon these 
distinct strategies. 

It is important to note that cross-cultural differences in the processing of objects 
and contexts also may permeate several different levels of cognition, including some 
lower-level attentional and perceptual processes. At the level of attention, East Asians 
may show more globally distributed attention than Westerners, who may attend more 
locally. This is demonstrated through responses to spatial configurations of shapes, 
with East Asians performing better than Americans when configurations were 
preserved but expanded in space, and worse than Americans when configurations 
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were shrunk in space [17]. There is also evidence that priming an interdependent view 
of the self leads East Asians to show a stronger Flanker effect than priming with 
independence, consistent with the expected findings for East Asians versus 
Westerners (who differ on interdependence/independence) [18]. This effect seems to 
be linked to early visual perceptual/attentional effects, based on the modulation of the 
P1 effect, as assessed with ERPs [19]. Furthermore, East Asians perform more poorly 
on a functional field of view task than Americans [20]. These findings might indicate 
that East Asians distribute attention more broadly in space than Americans. It is also 
important to keep in mind that this might impact the resolution of their 
representations, such that attending more broadly necessitates a reduction in the 
quality of the representations. Preliminary support for this idea comes from the 
finding that in the useful field of view task, East Asians perform significantly lower 
than Westerners. Furthermore, their errors indicate that they identify “random” 
locations as targets more than Americans, who tend to make errors with neighboring 
positions [20]. 

Cultures also differ in their attention to categorical information. Whereas 
Westerners tend to focus on taxonomic categories, East Asians tend to emphasize 
functional relationships [e.g., 4, 5, 21, 22-25]. One paradigm employed to address this 
idea presents participants with triplets of words, asks participants to determine which 
two belong together, and provide a justification for their pairing. In a set of words 
such as “seagull,” “squirrel,” and “nut,” Westerners tend to pair “seagull” and 
“squirrel” together because both belong to the category “animals,” whereas East 
Asians tend to pair “squirrel” and “nut” together because the one serves as a food 
source for the other [22, 24]. The difference in the types of explanations is consistent 
with our suggestion that cultures differ in the strategies and cognitive processes they 
adopt, for it seems that different information is salient and useful for organizing 
information for each cultural group.  

Some of our prior work investigated cross-cultural differences in memory for 
categorical information. A classic experimental paradigm [26] presents participants 
with words drawn from several different categories (e.g., “apple”, “orange”, “banana” 
as exemplars from the “fruit” category, and “train”, “bus”, “car” as exemplars from 
the “modes of transportation” category) and later asks them to list all of the words 
they remember. When analyzing the order in which the words were recalled, one finds 
that people tend to spontaneously organize the words by category, even though they 
were originally presented in an intermixed order. This finding of categorical 
clustering is particularly useful in identifying strategy differences, which can be 
separated from the amount of information remembered. Our results show that even 
though American and Chinese participants may recall similar amounts of information, 
older Chinese tend to use categorical clustering to organize their recall less than older 
Americans, indicating that categories provide a more useful strategy for organizing 
and retrieving information from memory for Americans than Chinese [21]. 

Recent research also identifies cultural differences in the neural regions implicated 
in resolving conflict when sorting triplets of words. When instructed to select a 
particular type of word pair, either categorical (e.g., seagull-squirrel) or relational 
(e.g., squirrel-nut), on each timed trial from a set of word triplets, East Asians 
activated more executive control processes, reflected by activity in a frontal-parietal 
network, while Americans activated more temporal regions, possibly reflecting 
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conflict in the semantic content of information. Because accuracy in selecting the 
appropriate pair was equivalent across cultures, we interpreted differences in neural 
activation patterns to reflect cultural differences in conflict resolution, with East 
Asians adopting more domain-general processes and Americans adopting more 
domain-specific processes [25]. This pattern of results further indicates that the 
augmented cognition solutions could be very distinct for one culture compared to 
another, not just in terms of the types of processes engaged [6, as was the case for 
cultural differences in object processing, e.g., 16], but also in their implications to 
generalize across other functions (e.g., domain general vs. domain specific).  

2.2   Cross-Cultural Differences in the Content of Cognition 

Stores of semantic knowledge undoubtedly differ across cultures based on the types 
of experiences individuals have with their environments and what is deemed 
important within their culture. Educational systems may reflect these differences, for 
example, Chinese education is virtue-oriented and Western education is mind-
oriented [27], which would maintain and perhaps extend these differences across 
cultures over time. Typical experiments assess the content of knowledge by asking 
participants to list exemplars belonging to different categories or to name pictures. 
There can be dramatically different responses across cultures, such as participants 
listing different flowers or animals based on what is native to their environment [e.g., 
28]. The process of naming pictures also reveals differences in what items are familiar 
across cultures, as well as the specificity with which they are known. For example, 
using the basic level name “dog” compared to a more abstract category name such as 
“animal” or a more specific, detailed name such as “cocker spaniel” indicates the 
familiarity with which the object is known, and the level of distinction with which it 
is helpful to know about the concept [29-31]. Despite these differences in content, it is 
difficult to distinguish the content from the processes themselves. For example, we 
discussed attending more to objects versus contexts in the above section as 
representing a cultural difference in the cognitive processes engaged when 
encountering complex information in the environment. However, these initial 
differences in processing information such that Americans attend to objects and 
devote additional resources to processing information about their semantic and 
perceptual properties would then lead to cultural differences in the content of what is 
stored in episodic memory. While cultural differences in both content and process 
likely reinforce each other over time, we believe that strategy differences are what 
lead to eventual differences in content. However, it is admittedly difficult to 
distinguish strategic processes from content. 

It is also notoriously difficult to study individual pieces of knowledge. Differences 
that have been identified in semantic content are largely based on differences in 
broader processes. For example, different classes of objects are associated with 
different properties and types of knowledge, such as the attention to functional and 
motor properties for tools, as opposed to the focus on perceptual properties that are 
important for animals [32]. Neuroimaging methods such as fMRI and ERP have 
traditionally relied on averaging large numbers of trials together in order to have 
stable and measurable signal, precluding the possibility of analyzing single trials. 
However, recent developments in methods, such as multivariate pattern analysis, hold 
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promise for identifying differences at the level of the trial. This method can detect 
distributed patterns of neural activity, rather than being constrained by the 
requirement to identify activations in one focal area, and can be highly sensitive to 
detecting differences across conditions and trials [33].  

In terms of what this means for augmented cognition approaches, it would be 
difficult to localize a distinct neural basis to target with neural prosthetics or other 
interventions, in that the pattern of neural activity is distributed. It also is challenging 
to separate content from process, which may make it more fruitful to focus efforts on 
addressing cultural differences in cognitive processes, which are likely to determine 
cultural differences in content through the selection and reinforcement of different 
types of information in the environment. 

2.3   Cross-Cultural Differences in Task Difficulty 

Some recent research has highlighted that one must be careful to distinguish the 
strategies and processes evoked by a task from the difficulty of that task. While it may 
be tempting to interpret any difficulty in regional neural activity as indicating unique 
processes recruited in one group compared to the other, it is necessary to interpret the 
activation in terms of the behavioral performance on the task, as well as in terms of 
the patterns of neural activity across cultures in other task conditions.  

A prime example of this distinction stems from research on cultural differences in 
the way a focal line is interpreted relative to its frame. In line with cultural differences 
in attention to contexts versus objects, behavioral studies indicate cross-cultural 
differences in perceptual judgments of the orientation of a rod relative to its frame. 
Americans found it easier to ignore the frame and judge the verticality of a rod alone, 
whereas East Asians were more affected by the position of the frame, which could 
interfere with their absolute judgment of the verticality of the rod [34]. A modified 
version of the task, which allowed both the frame and rod to vary, revealed 
advantages for each culture for different types of problems. Americans were more 
accurate at reproducing a line independent of its frame whereas Japanese were more 
accurate when reproducing the line in proportion to the frame [35, but see 36]). Using 
fMRI to investigate the neural correlates of this task, Hedden and colleagues [37] 
found that the same frontal-parietal (attentional) network was implicated for Asians 
and Americans when each was performing their non-preferred tasks. That is, when 
East Asians made absolute judgments (judging the size of a line compared to a 
standard one while ignoring the frame), the attentional network was more active than 
it was for relative judgments (matching the size of a line relative to its frame, 
compared to a standard template). The finding was reversed for Americans, who 
engaged the attentional network more for relative than absolute judgments. Even 
though the behavioral performance was matched across cultures in this study, the 
neural activity was a more sensitive proxy of which information required more 
engagement of attentional resources.  

When tasks evoke cultural differences due to greater demands for attentional or 
cognitive resources in one culture compared to another, distinct augmented cognition 
solutions would be necessary. Rather than demanding unique solutions and devices 
with which to overcome resource limitations or improve the efficiency of information 
processing, differing resource demands would seem to require the same approach but 
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applied at different points in time, or tasks, across cultures. It will also be important to 
determine when tasks require a ramping up or down of the same attentional resources, 
compared to situations in which qualitatively different processes are recruited to aid 
information processing. For example, as load increases for working memory tasks 
such that people are asked to keep 3, 4, or 5 pieces of information in mind, 
dorsolateral prefrontal cortex is recruited to a greater extent for higher memory loads. 
In some cases, older adults may recruit these additional resources at lower levels of 
difficulty than young, and under-recruit the region at high levels of difficulty, 
compared to young [38]. However, people may adapt to greater task demands by 
approaching the task in a wildly different way than they did at lower levels of task 
difficulty, reflecting distinct patterns of neural engagement across the age groups. The 
literature on the cognitive neuroscience of aging has grappled with this challenge, 
attempting to determine whether the recruitment of additional neural regions by older 
adults in many studies reflects compensation, in an attempt to harness additional 
resources to complete challenging cognitive tasks [39].  

Studies that modulate the level of difficulty, systematically increasing and 
decreasing the demands, will be most helpful in determining when cultural 
differences reflect differences in attentional difficulty, as opposed to differences in the 
strategies engaged. They will also be helpful in investigating whether the same 
processes hold for participants across varying levels of difficulty and ability. It also 
may be important to consider effects of difficulty over time. While initially cultures 
may differ in task performance or neural activity, they may eventually converge as 
they identify or adapt to the optimal strategy. This is consistent with our suggestion 
that young adults may be able to adopt culturally less-preferred strategies, whereas 
older adults lack the cognitive resources in order to do so [21]. With enough aid or 
differential amounts of practice, an augmented cognition system may similarly 
enhance performance across cultures, but without the initial investment in set-up and 
training, it may not equally benefit both cultures. In the case of a system that one will 
interact with daily, people may be able to learn to use it efficiently and overcome the 
initial costs with training. However, in the case of a system that would be used 
occasionally, then the match between the culturally-preferred processes and 
augmented cognition program may pose a larger constraint.  

3   Conclusions 

While we have discussed ways in which bottlenecks may vary across cultures and 
some challenges to applying augmented cognition solutions to address these 
inefficiencies, it is also important to consider the ways in which bottlenecks 
themselves reveal how information processing systems operate. Some of our current 
work investigates the ways in which memory errors may differ across cultures, 
offering a window into what information is distorted or lost in a given culture, 
reflecting its values [this framework is further discussed in 12]. In this case, it may be 
that the content of what is remembered per se is less important than what it reveals 
about the overarching values and goals that are reinforced by a culture (e.g., 
prioritization of context or the self). Thus, while a faulty memory system could be 
“patched” with augmented cognition solutions, this would not change the underlying 
cultural differences that had been reflected in the pattern of memory errors.  
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Schacter [40] raises an even larger potential concern for augmented cognition in 
his review of seven classes of common memory errors, concluding that these errors 
“are by-products of otherwise adaptive features of memory” (p. 182). That is, in 
addressing flaws and apparent inefficiencies in the system, augmented cognition 
could create additional challenges for memory. While forgetting information can be 
an inconvenient failing of memory, for example, remembering every piece of 
information ever encoded would lead to a massive store of information that would 
need to be searched in order to retrieve the desired information at the correct point in 
time. Or addressing the tendency for information in memory to be distorted to fall in 
line with one’s existing knowledge or beliefs might reduce the usefulness of 
organizing principles that are based on previous experience. Of course, fully 
optimizing a system would address undesirable outcomes such as these, but the rich 
function of memory in sustaining a sense of self that varies across individuals and 
with culture will require complex and elegant augmented cognition solutions. 
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Abstract. Although there are many strategies and techniques that can improve 
memory, cognitive biases generally lead people to choose suboptimal memory 
strategies. In this study, participants were asked to memorize words while their 
brain activity was recorded using electroencephalography (EEG). The 
participants’ memory performance and EEG data revealed that a self-testing 
(retrieval practice) strategy could improve memory. The majority of the 
participants did not use self-testing, but computational modeling revealed that a 
subset of the participants had brain activity that was consistent with this optimal 
strategy. We developed a model that characterized the brain activity associated 
with passive study and with explicit memory testing. We used that model to 
predict which participants adopted a self-testing strategy, and then evaluated the 
behavioral performance of those participants. This analysis revealed that, as 
predicted, the participants whose brain activity was consistent with a self-
testing strategy had better memory performance at test. 

Keywords: Memory, computational modeling, electroencephalography. 

1   Introduction 

Memory underlies and supports all forms of high-level cognition and accurate 
memory is essential to good decision making. However, human memory is extremely 
fallible. Although there are many factors that can improve memory performance, such 
as selecting appropriate memory strategies, people are poor at predicting what they 
will or will not remember and tend to choose strategies that are suboptimal or 
counterproductive. In our research, we are investigating patterns of brain activity 
associated with good and poor memory performance. We are examining methods for 
improving human performance by identifying cases where learners are using 
suboptimal memory strategies. Through this effort, we hope to lay the foundation for 
closing the loop between recording brain activity and using those recordings to 
augment performance. 

As a part of this effort, one of our goals is to create a model of brain activity that 
can be used in a predictive fashion. Using brain activity recorded from participants 
who tried to memorize words under a variety of study and test conditions, we selected 
two conditions where the brain’s response to stimuli should be similar across all 
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participants. We used those two conditions to develop a computation model and then 
tested the model on a third condition in which participants’ brain activity should 
depend on their choice of study strategies. The model was used to predict which 
participants were using a more effective memory strategy. We then tested the 
predictions of the model by assessing the participants’ behavioral memory 
performance.  

1.1   Metamemory and Memory Strategies 

The term metamemory refers to a person’s judgments about the state of his or her own 
memory. Successful encoding and retrieval of information requires a number of 
metamemory decisions, such as deciding what information is worth remembering, 
what strategies should be used to encode the information, and whether or not 
information retrieved from memory is accurate. People typically develop metamemory 
skills over time, through experience with different kinds of learning situations. For 
example, after practice with sequences of study and test questions, people tend to get 
better at predicting which items they will remember later and which items need 
additional study [1]. Through experience, people learn memory strategies such as 
spending more time studying items that seem difficult to remember or using different 
study strategies depending on when and how the information will need to be 
remembered. However, the strategies that learners develop are often affected by 
cognitive biases and may not be optimal. Numerous studies have shown that people 
often fail to use appropriate memory strategies [2,3,4,5,6]. 

One memory strategy that can improve performance is self-testing, or retrieval 
practice [7]. A common example of retrieval practice is studying with flashcards. If a 
language student studies new vocabulary by quizzing herself with flashcards, she will 
be more likely to remember the new words than if she skimmed over the words and 
their definitions in a textbook. Retrieval practice is beneficial because it gives learners 
experience with retrieving the needed information from memory. It also provides 
learners with a more accurate sense of what they do and do not remember. The 
effectiveness of retrieval practice increases as the practice becomes more difficult [3]. 

Although retrieval practice is a highly effective strategy, it is not a strategy that 
learners are likely to adopt on their own. Studying with this strategy can be frustrating 
because learners feel that they are performing poorly and progressing slowly. In 
reality, they are developing accurate assessments of how well they have learned the 
material. However, learners tend to prefer study strategies that make them feel 
successful at the time of study, even when those strategies are less effective in the 
long run [2,3]. 

1.2   Event-Related Potentials 

When a person’s brain activity is recorded using electroencephalography (EEG), 
different patterns of activity emerge for passive study and for active retrieval of 
information from memory. In EEG research, a participant’s brain activity is recorded 
using sensors placed on his or her scalp. The EEG data provide an ongoing record of 
the brain’s electrical activity with very high temporal resolution. To separate out the 
brain activity related to a particular type of processing, the EEG data are time-locked 
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to the presentation of events of interest and events of the same type are averaged 
together. The averaging process should average out any ongoing processing that was 
not related to the experimental stimuli, leaving only the activity that was elicited by 
the events of interest. These averaged waveforms are called event-related potentials 
(ERPs). 

Researchers have mapped the relationships between different ERP waveforms and 
different types of processing in the brain. The ERP component of interest in the 
present study is the late positive component (LPC). The LPC is thought to be related 
to explicit processing, such as the process of deliberately searching memory for a 
particular piece of information [8, 9, 10, 11, 12]. 

When a learner is presented with an item to study, the LPC elicited by that item 
will be small. However, when the learner is tested on an item and has to retrieve it 
from memory, the presentation of that item will elicit a large LPC. In the absence of 
an explicit memory test, a participant’s self-induced retrieval practice should also 
produce a larger LPC. It is likely that use of retrieval practice as a memory strategy 
will be reflected in participants’ brain activity during study. 

1.3   Modeling Event-Related Potentials 

The EEG data selected for modeling was taken from a study in which participants 
were presented with a list of words and asked to remember them for a later memory 
test. Some of the words were studied once, some words were studied twice, and some 
were studied once and then quizzed once during the study session. All of the words 
appeared again on a subsequent memory test, intermixed with an equal number of 
new words. We hypothesized that participants would have the worst memory for the 
words that were studied only once and the best memory for the words that were 
quizzed during the study sessions. The quizzes provide an opportunity for retrieval 
practice that should benefit subsequent memory performance. 

For the words that were studied twice but not quizzed, we hypothesized that some 
participants would engage in retrieval practice on their own. Even though the words 
were not explicitly tested, participants might recognize them as previously studied 
words and retrieve the first presentation of the word from memory. This self-testing 
should benefit subsequent memory performance much like explicit testing. Since, as 
discussed above, most people are unlikely to adopt a strategy such as retrieval practice 
on their own, we expected that the average performance across all participants would 
be lower for the twice-studied items than for the quizzed items. However, we expected 
that a subset of the participants would use more effective memory strategies and would 
perform better on this condition than their peers. 

The design of the EEG experiment allowed us to model each participant’s brain 
activity in two “known” conditions: the first presentation of each studied word, which 
should not elicit an LPC, and the words that were quizzed during the study block, 
which should elicit a large LPC. We applied the model to ERPs from an unknown 
condition, the second presentation of repeated study words. The words in that 
condition should elicit an LPC only for the participants who engaged in retrieval 
practice. We used the model to classify the ERPs from the unknown condition as being 
more like passively studied words or more like explicitly tested words. We then tested 
the predictive power of the model by comparing the subsequent memory performance 
for participants in those two groups.  
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2   Experimental Methods 

Participants. Twenty-four University of Illinois students participated in this study 
and were paid for their participation. Half of the participants were male and half were 
female. The average age of the participants was 21. 

 
Materials. The materials used in the experiment consisted of 320 common nouns that 
served as study items, and 320 nouns that were matched in terms of length and 
frequency and served as new items at test. The average frequency was 57.6 for the 
study items and 50.9 for the new items; the average word length was 4.6 letters for 
both sets of words (frequency data was taken from the Kucera and Francis, 1967; 
norms included in Balota et al., 2002; a frequency value of zero was assumed for 
items not appearing in the database). 

The study words were divided into eight counterbalanced lists. The experimental 
lists were subdivided into four study blocks and four test blocks. Each study block 
contained 80 of the experimental items. Of those items, 20 were studied once, 20 were 
studied twice, 20 were studied and then tested within the block, and 20 were paired 
with a synonym. For the items that were studied twice or studied and then tested, half 
of the items were repeated at a short lag, defined as one intervening item, and half 
were repeated at a long lag, defined as nine intervening items. For the items that were 
paired with synonyms, half of the synonyms were presented at a short lag and half 
were presented at a long lag. In addition, half of the synonym items were tested at 
each lag. 

Each study block was followed by a test block in which all of the nouns from the 
block were re-tested, intermixed with an equal number of new, unstudied items. 

 
Procedure. The participants were instructed that they would be tested on their 
memory for a list of study words. They were not given any information about 
different types of memory strategies and were not asked to use a particular memory 
strategy. As discussed above, the study list was broken into four parts in order to 
make the task easier for the participants. Each study block contained a total of 140 
study words and each test block contained a total of 160 test words. 

Throughout the experiment, there was a white fixation cross in the center of the 
computer screen. The participants were asked to keep their eyes on the fixation cross 
at all times during the experiment. All of the study words were presented immediately 
above the fixation cross in white 38-point Helvetica font on a black background. 
Within the study blocks, each word was preceded by a pound symbol (#) that was 
presented above the fixation cross for one second. Participants were instructed that 
they could blink or move their eyes while the pound symbol was on the screen, but 
that when it disappeared they should refrain from blinking and prepare to see the next 
study word. For the tested words, the pound symbol was red, indicating that the next 
word would be tested. For the words that were only studied, the pound symbol was 
white. The study word was presented 500 ms after the pound symbol disappeared and 
remained on the screen for one second. The tested words were followed by a red 
question mark that remained on the screen until the participants pressed a response 
button to indicate whether or not that word had appeared earlier in the study block. 
The same test procedure was used in the test blocks that followed each study block. In 
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the test blocks, all of the words from the study block were tested or retested, 
intermixed with an equal number of new words. The participants took short breaks 
before starting each new study block in order to reduce interference from the 
preceding blocks. 

The electroencephalogram (EEG) was recorded from 26 silver/silver-chloride 
electrodes embedded in a geodesic arrangement in an elastic cap (EASY-cap). Five 
additional free electrodes were placed on the left and right mastoids, on the outer 
canthus of each eye, and below the left eye. The three free electrodes near the eyes 
were used to record blinks and horizontal eye movements (vertical and horizontal 
EOG). The scalp electrodes were referenced on-line to the left mastoid. Following the 
experiment, the scalp electrodes were re-referenced off-line to an average of the left 
and right mastoids. All of the electrodes were tested before recording begins to ensure 
that their impedance was below 3 KOhms. During the experiment, the EEG from all 
electrodes was amplified through a bandpass filter of 0.02-100 Hz and recorded at a 
sampling rate of 250 Hz. 

ERPs were computed at each electrode for each experimental condition by 
averaging the EEG data from 100 ms before the onset of a word until 920 ms after 
word onset. Trials containing blinks were corrected using the blink correction 
procedure described by Dale (1994) and trials containing artifacts such as excessive 
eye movement, signal drift or muscle activity were excluded from the averages. The 
mean amplitude of the ERPs within time windows of interest was calculated using 
data digitally filtered off-line using a bandpass filter of 0.2 to 20 Hz. 

3   Experimental Results  

Behavioral Results. Memory accuracy was assessed using the percentage of correct 
answers on the memory tests. Only the data relevant to the computational model will 
be discussed here. On average, participants were 39% correct for words that were 
studied only once, 50% correct for items that were studied twice with a long lag 
between the repetitions, and 66% correct for items that were studied once and quizzed 
at a long lag during the study block. These results were consistent with the prediction 
that retrieval practice during study would benefit subsequent memory performance. 
The difference in performance between the twice-studied words and the quizzed 
words also supports the hypothesis that most participants would not use retrieval 
practice when presented with repeated study words. 

 
ERP Results. The LPC was measured by computing the mean amplitude of the ERPs 
in a time window from 500-900 ms post stimulus onset. Repeated measures ANOVAs 
were used to test the results, with degrees of freedom adjusted using the Greenhouse-
Geisser correction. All effects are significant at or above the p = 0.05 level unless 
otherwise specified. 

The LPC was significantly larger for the words that were quizzed during the study 
block than for those that were not, as shown in Figure 1. As predicted, this indicates 
that participants actively searched their memory for the words that were explicitly  
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quizzed. However, for the words that were studied twice, most (if not all) of the 
participants studied the words passively. They did not search their memory to retrieve 
the previous presentation of the words, so the second presentation of the words did 
not elicit and LPC. 

Although the majority of the participants did not engage in retrieval practice when 
they were not explicitly tested, we developed a model to identify whether or not there 
were any subgroups of participants who did employ that strategy. 

 

Fig. 1. Grand average ERPs to first presentation of studied words (black line), second 
presentation of twice-studied words (gray line), and quizzed words (dotted line). ERPs are 
shown at the midline central (MiCe) electrode.  

4   Computational Modeling 

Our goal was to construct a computational model that would classify ERPs elicited by 
the words in the twice-studied condition based on the brain activity associated with a 
particular study strategy (retrieval practice or passive study). This was achieved by 
constructing a naive Bayes classifier trained on the known study and test conditions 
and applying this classifier to the unknown ERPs. A significant challenge faced when 
constructing computational models from EEG signals is the low signal-to-noise ratio 
due to the presence of simultaneously recorded brain activity that is unrelated to the 
event of interest. This is often addressed by averaging all single-trial EEG recordings 
to form a grand average ERP. However this approach removes most of the trial-to-
trial variability and can result in the formation of a classifier that is not robust to 
variances present in the ERPs from the "unknown" condition. 

To overcome these obstacles, we developed an approach that better balances 
variability and signal averaging. Our approach combines ensembling classification 
results from multiple models and randomized signal averaging of individual trial 
ERPs. Randomized signal averaging was accomplished using an n-choose-k approach 
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to create a new set of ERPs for use in the classifier training step. We examined 
maximized signal averaging by using k=39 to select and average single trial EEG 
recordings in a time window from 100 ms pre-stimulus to 900 ms post-stimulus to 
create 40 ERP samples for each of the two known conditions (study and test). For the 
study condition (the first presentation of all studied words), there were 278 single trial 
EEG recordings available from which to choose and for the test condition (the words 
that were quizzed during the study block) there were 40 single trial EEG recordings. 
The resulting ERP samples were then transformed via principal component analysis 
and the scores of the first five principal components were used as an uncorrelated 
feature set to train a naive Bayes classifier. The classifier was implemented by using 
MATLAB's [13] classify function provided in the Statistical Toolbox with the 
"diaglinear" discriminant function. This process was then repeated 50 times using a 
new random seed to randomize the single trial EEG recordings chosen for signal 
averaging from the n-choose-k trial selection process. In this way, each model was 
exposed to different signal averaging in the unknown condition ERP samples while 
maintaining a balanced number of training examples across the two known 
conditions.  

5   Modeling Results 

The performance of the classifier was estimated using sample-out cross validation. 
For this work, single trial data was available from twenty-three of the participating 
subjects. 

The mean area under the receiver-operator curve (AUC) for sample-out cross 
validation over all models and all subjects was 0.99. The standard deviation of the 
mean sample-out cross validation AUC for each subject was 0.01. These cross 
validation results provide confidence that the feature extraction and classification 
methods are well suited to model the brain activity related to passive study or retrieval 
practice strategies.  

For classification of the unknown ERPs, a full model was constructed with all 
samples from each of the 50 randomly constructed training sets described in section 4. 
This model was then used to classify the unknown ERPs as belonging to the study or 
retrieval groups. Examination of the number of models classifying the unknown ERPs 
as belonging to the study group identified eighteen subjects whose brain activity was 
consistent with their previously used study strategy. For this group of eighteen 
subjects, more than 97% of the models for each subject identified the unknown ERPs 
as belonging to the study class. Another group of five of the subjects exhibited brain 
activity that was consistent with the retrieval practice elicited by the quizzed words. 
The number of models identifying the unknown ERPs as belonging to the test class 
varied with subject and ranged from 22% to 80% of the 50 models constructed for 
each subject (Table 1). This variation is indicative of individual differences and may 
indicate that the retrieval practice strategy was employed with different frequency by 
each subject. 
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Table 1. Percentage of models indicating a retrieval practice strategy for each subject 

Subject 
Percentage of models 

indicating retrieval 
strategy 

Percentage of twice-
studied words 

remembered at test 
27 80% 73% 
15 78% 78% 
2 54% 58% 

12 52% 88% 
3 22% 63% 

22 2% 33% 
5 0% 43% 
7 0% 18% 
8 0% 13% 
9 0% 58% 

10 0% 45% 
11 0% 58% 
13 0% 45% 
14 0% 80% 
16 0% 68% 
18 0% 28% 
19 0% 38% 
20 0% 63% 
21 0% 58% 
26 0% 38% 
28 0% 23% 
29 0% 55% 
30 0% 58% 

 
 
        Passive Study Participants           Retrieval Practice Participants 

 

Fig. 2. Grand average ERPs to the unknown condition, the second presentation of twice-studied 
words (black line), and the test condition, the quizzed words (gray line). ERPs are shown at the 
midline central (MiCe) electrode. The participants whose brain activity was consistent with 
passive study in the unknown condition are shown on the left and the participants whose brain 
activity was consistent with a retrieval practice strategy are shown on the right. 
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To test the model’s classification performance, we compared the behavioral 
memory performance across the two groups of participants. As predicted, the 
participants whose brain activity in the unknown condition was consistent with their 
brain activity in the retrieval practice condition had better memory for the twice-
studied items than participants whose brain activity was consistent with passive study. 
On average, the participants in the former group correctly recognized 28.6 out of 40 
words (71.5%) from the twice-studied condition, while the participants in the latter 
group correctly recognized 18.1 out of 40 words (45.2%). Welch’s t-test showed that 
the performance of the two groups was significantly different [t(9.4) = 3.82, p < 0.01]. 
Figure 2 shows the grand average ERPs for the unknown condition and the test 
condition for the two groups. 

6   Discussion 

The results of this experiment indicate that ERPs elicited under known conditions can 
be modeled and used to classify ERPs from an unknown condition. In this 
experiment, the known conditions included a passive study condition and a condition 
in which participants were quizzed on previously studied words, leading the 
participants to engage in retrieval practice. The unknown condition was the second 
presentation of repeated study items. For those items, participants might retrieve the 
first presentation of the word from memory, adopting a retrieval practice strategy on 
their own. Previous research on study strategies and cognitive biases led us to predict 
that few participants would spontaneously engage in retrieval practice, but those that 
did would outperform the other participants for the words in that condition. 

As we predicted, the average memory performance across all participants was 
lower for the words that were studied twice than for the words that were studied and 
then quizzed. Using the model, we identified a group of five participants whose brain 
activity was consistent with use of a retrieval practice strategy. That small subset of 
participants performed significantly better than the other participants on the 
subsequent memory test. 

The experiment and model described in this paper represent the first steps toward 
using recorded brain activity to improve human memory performance. We have 
identified patterns of brain activity that are associated with the use of an effective 
memory strategy and developed a model that can predict which participants are using 
that strategy and which are not. In future research, we hope to expand on these results 
and investigate ways to coach people on the effectiveness of their study strategies as 
they attempt to learn new information. 
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Abstract. In this paper a brief introduction to some of the goals, recent 
developments, and open problems in BCI research are given. We mainly focus 
on presenting our research work in signal processing for single-trial P300-BCI 
and discuss our current plans for improving the BCI method. 

1   Introduction 

Amyotrophic lateral sclerosis (abbreviated ALS, also referred to as Lou Gehrig's 
disease) is a progressive, fatal, neurodegenerative disease caused by the degeneration 
of motor neurons, the nerve cells in the central nervous system that control voluntary 
muscle movement. Affected individuals may ultimately lose the ability to initiate and 
control all voluntary movement; bladder and bowel sphincters and the muscles 
responsible for eye movement are usually, but not always, spared. It is especially for 
these people’s benefit that researchers are eager to design a brain–computer interface 
(BCI) system to restore their communication ability which depends on peripheral 
nerves and muscles, brain signals such as electroencephalographic (EEG) activity. It 
provides a direct communication pathway between the brain and an external device.  

BCI research is a multidisciplinary field involving collaboration of researchers from 
neuroscience, physiology, psychology, engineering, computer science, rehabilitation, 
and other technical and health-care disciplines. As a result, there have been several 
varied approaches to the design of BCIs reported over the last three decades. The major 
goal of this research is to create a specialized interface that will allow an individual 
with severe motor disabilities to have effective control of devices such as computers, 
speech synthesizers, assistive appliances, and neural prostheses. This type of interface 
would increase an individual’s independence, leading to an improved quality of life 
and reduced social costs [1]. 

The idea underlying BCIs is to measure electric, magnetic, or other physical 
manifestations of the brain activity and to translate these into commands for a 
computer or other devices [2]. An activity in a normal human brain can generate 
various responses including electrical, magnetic, and metabolic responses. These 
signals can be detected by appropriate sensors and they can be used for controlling a 
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BCI system. For example, brain activity can produce magnetic fields that can be 
recorded using magentoencephalographic (MEG) activity. Brain activity can also 
result in some metabolic consequences in terms of changes in the blood flow and 
metabolism. 

Two basically different methods exist to control BCI for users to acquire conscious 
control over the brain activity. In the first method, subjects perceive a set of stimuli 
displayed by the BCI system and can control their brain activity by focusing onto one 
specific stimulus. The changes in neurophysiologic signals resulting from perception 
and processing of stimuli are event-related potentials (ERPs) [2]. In the second 
method, users control their brain activity by concentrating on a specific mental task. 
For example, imagination of hand movement can be used to modify activity in the 
motor cortex. In this approach feedback signals are often used to let subjects learn the 
production of easily detectable patterns of neurophysiologic signals [2]. 

There are various ways to record the electrical activities of the brain. Non-invasive 
BCI techniques mostly use the EEG signals as the source of information. EEG signals 
are recorded by means of electrodes placed on the scalp. Invasive technique, on the 
other hand, use electrocorticography (ECoG) signals recorded from the surface of the 
brain or action potentials of single neurons in the cerebral cortices, using implanted 
microelectrodes. However, they required a heavy surgical intervention. EEG signals 
have good temporal resolution, but their spatial resolution is not that good compared 
to other recording methods [3]. A recent study showed that only 12% of published 
BCI studies use implanted electrodes, 5% use microelectrode arrays, and more than 
80% use EEG signals [4]. The main reason is that the EEG recording equipment is 
commercially produced and their cost is lower than other brain signal recording 
technologies. Also, it is non-invasive without any implanted electrodes (no surgery is 
necessary for placing electrodes) and so more individuals are willing to participate in 
such BCI experiments. 

The aim of every brain computer interface is to translate simulated brain activity 
into a relevant computer command. The non-invasive methods like the P300 speller 
are enough to give back a communication potential emulating a keyboard or a mouse. 
The P300-Speller proposed by Farwell and Donchin in 1988 [5] provided researchers 
a practical way to accomplish this aim. To allow actual control of a BCI, the 
neurophysiologic signals have to be mapped to values that allow discriminating 
different classes of signals, i.e. the neurophysiologic signals have to be classified. In 
BCIs, statistical pattern recognition techniques and machine learning algorithms are 
applied to learn how to classify the signals of a specific user from a training dataset. 
As is well known, the signal processing methods and pattern recognition involve pre-
processing of the raw data, feature extraction, and classification [2]. 

The P300 speller is based on event related potential (ERP) which are cerebral 
waves propagated in the cortex after stimulation (visual, hearing or tactile) [6]. ERP 
can be categorized into two types:  

• Exogenous potentials, corresponding to non-cognitive activity. They appear after 
luminous flash, a noise or a sudden action. Their location on the cortex depends on 
stimulation type. For example, a visual stimulation causes a decrease of electrical 
potential 100 ms after the stimulation (called N100) in the occipital area. 
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• Endogenous potential corresponding to cognitive activity. For example, a patient is 
asked to differentiate two visual stimulations X and O. The X is less common than 
the O. The patient has to count the number of appearing X. At each X, an 
endogenous ERP appears 300 ms after the stimulation on central and parietal area 
(called P300) which is detected by the P300 speller. 

The P300 is a positive deflection in the EEG, appearing approximately 300 ms 
after the presentation of rare, task-relevant stimuli [7]. To evoke the P300, subjects 
are asked to observe a random sequence of two types of stimuli. One stimulus type 
(the oddball or target stimulus) appears only rarely in the sequence, while the other 
stimulus type (the normal or nontarget stimulus) appears more often. Whenever the 
target stimulus appears, a P300 can be observed in the EEG. This principle was 
exploited by Farwell and Donchin in a BCI system which allowed spelling words by 
sequentially selecting symbols from a matrix of symbols [5]. 

2   Available Signal Processing Techniques for P300-Bci Speller 

P300-Speller is widely used by researchers and many signal processing techniques 
have been developed to work with P300-Speller. Various signal processing techniques 
including SWLDA (Step Wise Linear Discriminant Analysis), ICA (Independent 
Component Analysis), Matched filter, Wavelet, and SVM (Support Vector Machine) 
have been developed and designed for the construction of a reliable BCI system with 
high accuracy and processing speed. It has been shown that some of the techniques 
can be effective in practical BCI systems, such as P300-Speller, and have been 
successfully applied to restore the communication ability of ALS patients. 

In the past, P300-based BCI system has been successfully implemented using 
simple signal processing techniques such as signal averaging and LDA (Linear 
Discriminant Analysis). By using SWLDA as the classification method, Krusienski 
[8] achieved at least 60% accuracy for all participants. Three of the five participants 
performed above 90% accuracy with fewer than 15 sequences. This indicates that the 
classification can be performed on a minimal number of sequences without 
compromising accuracy and increase the communication rate. These results are 
consistent with those reported by Sellers and Donchin [9]. However, SWLDA has a 
drawback (increase in processing time since it has to undergo several trials to remove 
the background noise and magnitude of P300 response is to be enhanced before 
applying P300 classifier on EEG signal) which makes it not suitable for online P300 
classification with single trial.  

In signal processing, a matched filter is obtained by correlating a known signal, or 
template, with an unknown signal to detect the presence of the template in the 
unknown signal. It is actually the convolution of the unknown signal and the 
conjugated time-reverse version of the template. Matched filter is used to maximize the 
signal to noise ratio (SNR) when there are background stochastic noises. In frequency 
domain, matched filter can be considered as applying the greatest weighting to spectral 
components that have the greatest signal to noise ratio. Serby et al. [10] used match 
filtering with independent component analysis (ICA) to separate the P300 source from 
the background noise. A matched filter was used together with averaging and threshold 
techniques for detecting the existence of P300s. The processing method was evaluated 
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offline on data recorded from six healthy subjects. The method achieved a 
communication rate of 5.45 symbols/min with an accuracy of 92.1% compared to 4.8 
symbols/ min with an accuracy of 90% reported by Donchin et al. using SWLDA and 
Discrete Wavelet Transform (DWT) [11]. When the detection was made in real-time 
by online testing with the same six subjects, the average communication rate achieved 
was 4.5 symbols/min with an accuracy of 79.5% as opposed to the 4.8 symbols/min 
with an accuracy of 56% reported by Donchin et al. [11].  

Wavelet is a mathematical function used to decompose a given function or 
continuous-time signal into different scale components that have been assigned a 
frequency range. A wavelet transform use the wavelet functions to represent the 
signal. Wavelet transform has advantages over traditional Fourier transform for 
representing functions that have discontinuities and sharp peaks, and for accurately 
deconstructing and reconstructing finite, non-periodic and non-stationary signals. 
Wavelet transforms are classified into continuous wavelet transforms (CWTs) and 
discrete wavelet transforms (DWTs). The difference is that CWTs operate over every 
possible scale and translation whereas DWTs use a predefined subset of scale and 
translation values. By using the CWT based on a modified Mexican Hat function and 
two-sample t-test, Bostanov [12] designed a feature extraction algorithm that works 
with P300-Speller. Classification accuracies of 82.6% and 54.4% for two different 
data sets provided by BCI Competition 2003 were reported.  

In our earlier research [13][14], we have developed a blind tracking based ICA 
method [15] and another based on variance analysis for a single trial P300 
classification to detect a chosen character in real-time in the P300-BCI speller. The 
key problem of ICA based P300 classification is finding the optimal IC set so that the 
algorithm guarantees a clear feature and IC mapping. Even though the proposed 
methods can be considered to be promising and reasonable solutions for single trial 
EEG signal classification, we are focusing our investigation on further improving the 
accuracy and the processing speed. 

Machine learning methods have been recently investigated by researchers since the 
neurophysiology of the mental states that are used in BCIs are well-known. For 
example, the intention for a hand movement is reflected by the so called lateralized 
readiness potential (LRP): a negative shift of the brain potentials contralateral to the 
hand. And also, it seems possible to extract simple features that very well distinguish 
between the mental states. A simple but efficient method for supervised machine 
learning, appropriate for use in BCIs, is Fisher’s discriminant analysis (FDA) which is 
related to LDA. The main advantages of FDA are that it is a computationally and 
conceptually simple method and that very good classification accuracy can be 
achieved. A possible drawback of FDA is that a squared error loss function is used 
which makes the method vulnerable to outliers in the training data. Furthermore, a 
precondition for using FDA is that the number of training examples is higher than the 
number of dimensions of the training data. In BCI applications it can happen that this 
precondition is not fulfilled. 

Another method that is used in BCIs is the support vector machine (SVM) [16] 
[17] [18] [19]. The main advantages of the SVM are that it allows achieving very 
good classification accuracy and that nonlinear classification functions can be easily 
implemented by using kernels. The original problem may be stated in a finite 
dimensional space; it often happens that in that space the sets to be discriminated are 
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not linearly separable. For this reason it was proposed that the original finite 
dimensional space be mapped into a much higher dimensional space presumably 
making the separation easier in that space. SVM schemes use a mapping into a larger 
space so that cross products may be computed easily in terms of the variables in the 
original space making the computational load reasonable. The cross products in the 
larger space are defined in terms of a kernel function K(x,y) which can be selected to 
suit the problem. The hyperplanes in the large space are defined as the set of points 
whose cross product with a vector in that space is constant. The vectors defining the 
hyperplanes can be chosen to be linear combinations with parameters αi of images of 
feature vectors which occur in the data base. A drawback is that training SVMs is 
computationally complex because regularization constants and kernel parameters are 
typically estimated with a cross-validation procedure. A second issue is that the loss 
function used in the SVM is designed for problems in which only binary yes/no 
outputs are needed. The problem with binary yes/no outputs is that no information is 
given about the confidence the system has in those outputs. Besides FDA and SVM, 
other machine learning algorithms have been tested in the context of BCI systems. An 
overview of these algorithms can be found in [20]. 

We need to study more cases and also further optimize these algorithms by 
involving statistical models to solve the non-stationary problem [21] which will be 
researched in our future work. 

3   Comparison of Results 

From 70s to 90s, researcher have done a tremendous work in single trial ERP 
analysis, they have discussed the feasibility of single trial ERP analysis, investigated 
the factors that may affect the analysis, suggested possible denoising and 
classification techniques and conducted different experiments on single trial ERP 
signal analysis. Their work directly or indirectly proved that single trial P300 
classification on P300-Speller is possible and promising. According to the definition 
of Wolpaw [22], the maximal bitrate, computed was approximately 25 bits/min.  

It has also been stated that accuracy more than 70% allows communication and 
device control [23]. It is argued in [24] that it may be frustrating if a BCI system does 
not reach at least a 70% accuracy level. But the validity of such claim still needs to be 
verified. It has also been shown that the performance of subjects during online 
systems may be significantly lower than their performance when evaluated offline 
(probably because of lack of focus) [25]. Recently more advanced techniques have 
been used to process the P300 signal but none were able to successfully accomplish 
the detection and classification in a single trial with high accuracy and suitable for 
practical implementation. More results and possible factors causing the differences 
between the present study and other studies are discussed in [26], [27]. 

In our work [13][14][15], attempts have been made to develop single trial P300 
classification methods to detect a chosen character in real-time in the P300-BCI 
speller. The results demonstrate that the proposed methods dramatically reduce the 
signal processing time, improve the data communication rate, and achieve overall 
accuracy of 79.1% for ICA based method and 84.8% for variance analysis based 
method in single trial P300 response classification task. It provided 34.1% increase in 
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accuracy and 139% more effective in communication speed over single trial SWLDA. 
And the variance analysis based classification method demonstrate 39.8% increase in 
accuracy and 60% more effective in communication speed over single trial SWLDA.  

Moreover, in the comparison of bit rate according to Wolpow’s definition [28], our 
method achieved 129.4 bits/min while SWLDA achieved 33.8 bits/min. The proposed 
methods are promising and can be considered to be reasonable solutions for single 
trial P300 signal detection and classification problem in BCI.  

4   Open Issues and Challenges in BCI Research 

As for trends in BCI stimulus presentation paradigms, the P300 Speller has proven to 
be successfully used by various patient groups with relatively high accuracy for 
typing emails and other similar tasks, yet it has the drawback of being quite slow 
compared to non-BCI technology such as eye gaze tracking.  

In almost all current BCI systems, subjects first have to go through a training 
phase, in which they concentrate on prescribed mental tasks or prescribed stimuli. 
After the training phase a classifier is learned and used to classify new, unseen data. 
[2] A drawback of this setup is that for many disabled users a long training phase is an 
insurmountable obstacle due to cognitive impairments and concentration problems. 
Another problem is caused by the fact that patterns of cerebral activity are constantly 
changing, and hence new training sessions have to be performed periodically to adapt 
classification rules. [2] One approach to overcome these problems is to develop 
machine learning algorithms, with which subjects can immediately start using a BCI, 
without training. At present, the system applicability has several limitations such as 
low detection rates of mental states, slow response times, slow command speed, low 
number of possible decisions per command, and bulky preparation. A new user 
interface will emerge when these limitations are overcome. 

5   Conclusion and Future Work 

In this paper we discuss the recent advances in BCI research including our recent 
research work on signal processing for P300-based BCI system. We plan on 
extending our past research to develop and design a single trial P300 response 
classification methods based on support vector machine (SVM). The ultimate goal is 
to further improve the accuracy of our single trial P300 analysis algorithms to make 
them more suitable for real-world applications and clinical use. We see that there are 
large varieties of BCI systems but yet many challenging and interesting questions are 
still waiting to be explored. 
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Abstract. The rapid serial visual presentation (RSVP) modality has been used in 
conjunction with neurophysiological and behavioral responses to identify targets 
within large volumes of imagery efficiently. The research reported here uses 
optimal search theory to characterize the limits of this approach. Search theory is 
used to inform the estimation of detection functions. These functions provide a 
principled basis for selecting presentation parameters that balance search 
efficiency and accuracy. Detection functions are also used to characterize 
individual differences in search performance and to assess the extent to which 
the RSVP presentation modality generalizes across a class of complex targets. 

Keywords: EEG, Search Theory, Rapid Serial Visual Presentation, Visual 
Psychophysics, Detection Functions, Target Detection. 

1   Introduction 

The challenge of finding information in large volumes of imagery has few good 
solutions. Both automated and manual approaches to target detection have limitations. 
Computer vision-based solutions often can’t deal with novelty or variability, nor can 
they exploit contextual information and prior knowledge to the extent that humans 
can. On the other hand, manual image analysis is slow—requiring careful, methodical 
scrutiny of an image to identify potential targets. Manual analysis tools typically 
engage slow and deliberate, top-down cognitive processes that operate on a time scale 
of seconds or tens of seconds. These limitations of conventional search techniques 
have practical implications in a wide variety of domains; from military image 
analysis, to geospatial and medical imagery analysis. The volume of imagery 
available in these domains far exceeds the resources available to process them.  

1.1   Tapping into Split-Second Perceptual Judgments 

One avenue for raising the efficiency of the manual search process is to exploit the 
fast, automatic, bottom-up perceptual judgments that people make routinely. Specific 
examples include the perceptual processes engaged in returning a tennis serve, hitting 
a baseball, or reacting to an obstacle on the highway while driving—we can detect 
critical events and initiate physical responses to them in a couple of hundred 
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milliseconds. Yet, these processes can solve complex perceptual recognition 
problems, including those that appear to require cognitive interpretation [1]. In recent 
years, researchers have attempted to take advantage of these processes to boost the 
efficiency of manual search. Research has shown that a combination of the rapid 
serial visual presentation (RSVP) technique and the event-related potential (ERP) 
signal detected using electroencephalograph (EEG) sensors can provide a way to 
identify targets in imagery using split-second perceptual judgments [2]. RSVP is a 
presentation paradigm under which a sequence of images is flashed to users at very 
high rates—where each image is presented for durations spanning just a few tens or 
hundreds of milliseconds (Figure 1).  

Our research has shown that the RSVP presentation modality, when employed in 
the context of a multi-stage search process, can help professional image analysts 
identify a broad range of complex targets in high-resolution satellite imagery 
efficiently and accurately [4]. In the first stage of our approach, broad area images, 
spanning tens of thousands of pixels in width and height are decomposed into chips a 
few hundred pixels wide and tall. Each image chip must be scaled appropriately to the 
dimensions of the target of interest, as the high presentation rates used in the RSVP 
paradigm preclude eye saccades to search an image. In the first stage of the search 
process, these chips are presented to users in high speed bursts—anywhere from 2 to 
15 chips per second. EEG sensors record neural responses to each chip. Images that 
elicit an ERP signal are classified as potential targets. In the second stage of the 
search process, users examine the subset of images identified as being targets in the 
RSVP-based search and eliminate false positives.  

 
Fig. 1. Large high-resolution images are decomposed into chips and presented to users in high-
speed bursts lasting 2 to 5 seconds. Patterns of EEG and other responses are used to detect 
likely targets in the image sequence. 



 Characterizing the Performance Limits of High Speed Image Triage 97 

Empirical evaluations of the approach outlined above show that the RSVP presen-
tation modality in conjunction with response signals ranging from EEG [2, 4, 5, 7] to 
button clicks [7, 4] and pupil dilation [6] can provide an efficient and accurate basis 
for identifying a broad range of targets in natural imagery. For instance, in an 
experiment involving experienced military image analysts, an RSVP-based search for 
surface-to-air missile sites contributed to a six-fold reduction in processing time 
relative to conventional search [4]. Participants were able to scan images at an 
average rate of .86 sq km/sec (s.d = 0.11) in the RSVP condition, compared to 0.15 sq 
km/sec (s.d = 0.04) in the conventional search condition. This increase in processing 
efficiency was achieved without compromising target detection accuracy. On average, 
participants in the RSVP condition detected 96% (s.d = 7%) of targets, compared to 
87% (s.d = 17%) in the baseline condition. The false positive rate in both conditions 
was low (average of 3.9 false positives in the triage condition and 0.8 in the baseline). 
Neither the differences in detection rate, nor the false positive rate were statistically 
significant.  

While demonstrations of the efficacy of an RSVP-based triage approach are 
promising, important questions about the generality of the observed results must be 
addressed in order for this technique to be broadly adopted. For example, it is 
important to determine whether the observed efficiency gains extend beyond the 
specific targets used in a given experiment to other targets of a particular class. 
Additionally, it is essential to determine whether the observed results generalize 
across individuals. Effective generalization of these findings to practical task contexts 
also requires knowledge of appropriate presentation parameters—such as the 
presentation rate—to maximize processing efficiency without compromising 
accuracy. To address these issues, we turned to Bayesian search theory. 

1.2   Bayesian Search Theory 

Statistically optimal search theory was developed during World War II, by the US 
Navy’s Anti Submarine Warfare Operations Research group to optimize the use of 
limited search resources for a range of search problems: from rescue missions, to 
locating the wreckage of aircraft and ships. This work, based on maximizing expected 
utility using a Bayesian framework, has been very influential and continues to form 
the theoretical basis for modern search operations. The focus of the work reported 
here has been to apply techniques informed by search theory to estimate the expected 
performance of a human observer for a given class of targets. We start with a brief 
review of optimal search theory to illustrate the importance of the detection function, 
which is the cornerstone of the proposed estimation process. The following 
explanation is a simplification of the normative theory of optimal search presented by 
Koopman [3] and Stone [8].  

For the sake of simplicity, we assume a discrete search space, i.e., that the targets 
could be located at one of Κ  locations and that the prior probability of a target at the 
ith location is given by pi . The effectiveness of a search process is often determined 
in part by the search resources that can be allocated to different search locations. 
Examples of resources that can be distributed include time or the resolution at which 
the search area is traversed (e.g. coarse vs. fine search grid) under the constraint by 
which the total resources are limited. The goal of the optimization is to determine the 
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best distribution of search resources over locations. This computation requires 
knowledge of the relationship between specific resources allocated to locations and 
the probability of detecting targets, if present. To express this mathematically we 
denote the resources allocated to the ith location by hi and define a detection function 
u(h) as the conditional probability of finding a target at that location, given that the 
target is at the ith location by the detection function: . Since the resources available to 
search in most situations are limited, the goal of the search optimization process is to 
allocate resources to maximize expected detection performance, for example, the 
number of detected targets,  

 

(1)

where 

{−→
h = {h1 , h2 , ...hn} is the vector of allocated resources constrained by 

 

(2)

and −→r = {p1 , p2 , ...pn}  is the vector of prior probabilities Assuming that the 
detection function ,u has certain convexity properties, it is possible to determine the 

optimal resource allocations by constrained optimization of Equation (1). In 
particular, using the method of Lagrange multipliers, we can show that the optimal 
allocation of resources to the ith location must obey the following 

 
(3)

where λ is a Lagrange multiplier, typically calculated using the constraint expressed 
by Equation (1). The result in Equation (3) means that the resource allocated to a 
location should be proportional to the instantaneous rate of detection, combined with 
prior probability. 

In the case of the RSVP search technique outlined here, the resource to be 
optimized is the time allocated to processing each chip. The idea is to make the search 
as efficient as possible without compromising detection accuracy. The detection 
function is, therefore, a fundamental component that will allow us to estimate the 
tradeoff between efficiency and accuracy. Detection functions are typically 
empirically derived because of the complex interaction between a target and features 
of the search area [9]. The next section illustrates a parametric approach to estimation 
of detection functions. 

2   Method 

As mentioned above, the estimation of an empirical detection function is of central 
importance in search theory. In many search domains, proxy targets are embedded in 
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specific search contexts. Empirical search performance data is used to construct 
functions that help approximate the probability of detecting targets under various 
scenarios. For example, proxy hikers wearing different types of clothing may be 
placed in terrain where search and rescue missions are common [9]. Detection 
performance is assessed as a function of various combinations of search resources and 
parameters (for example, search using airplanes or helicopters from different 
altitudes). Fits of psychophysical functions to this data can help answer questions 
about the optimal combination of resources and parameters to search for the target of 
interest.  

We adapted this approach to characterize detection performance as a function of 
the RSVP presentation rate based on empirical data. The targets used in our study 
consisted of surface-to-air missile (SAM) sites (Figure 2). We chose SAM sites 
because they represent a common type of target that a large population of image 
analysts (military) are trained to detect. Additionally, they have a well-defined set of 
visual features that are easy to describe to both experienced image analysts and 
inexperienced participants. SAM sites also vary considerably in complexity—some 
targets have features that are prominent enough to pop out with exposures of a few 
tens of milliseconds, while detection of other SAM sites requires careful reasoning 
based on prior knowledge and contextual information.  

We employed an RSVP experimental paradigm in order to develop an empirically 
derived detection function. Images were presented to users in blocks that lasted two-
seconds. Half the blocks contained targets drawn from the 105 targets extracted from 
several broad area satellite images. To assure that each image was given equal 
exposure for processing, a pattern mask followed each stimulus chip. The presentation 
duration of each image varied between 25, 50, 100, 150, and 200 milliseconds. Ten 
participants recruited from the population of researchers at Honeywell Laboratories 
were asked to respond to each target with a button press.  

 

Fig. 2. Example of surface to air missile sites 

3   Results 

The behavioral data gathered in conjunction with the RSVP study described above 
were summarized in terms of the probability of detection at each image presentation 
rate. These estimates correspond closely to the definition of the detection function in 
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the search theory framework. The detection function in this case was similar to a 
psychometric function in a standard signal detection paradigm. In contrast to a 
standard psychophysical function, the objective signal strength was not known and its 
effect had to be estimated from the data. The analyses were based on the assumption 
that the detection function can be well-approximated by parametric fits to a Gumbel 
distribution of the form: 

 (4)

where B0 and B1 are constants to be estimated and T is the presentation rate. In our 
study, these constants, estimated on data averaged over subjects, were directly related 
to the objective strength of the target. This family of functions was selected in order 
to capture long tails of the detection function for some targets. Instead of reporting 
these abstract quantities, however, it seemed more natural to report the presentation 
rate at which the detection function reached a fixed point, e.g., ui(T75) = 0.75. These 
thresholds are then used to represent the target difficulty. 

Figure 3 illustrates a few examples of psychometric functions empirically derived 
from the SAM site data. Each point (blue circle) on the four plots summarizes 
detection performance averaged across subjects at a particular rate. The green curve 
fitted through these points is a psychometric function that describes detection 
performance as a function of performance rate. The vertical red line in each plot 
represents the detection threshold, i.e. the rate at which detection performance reaches 
0.75. The images and associated plots in Figure 3 show how the detection threshold 
rises as discriminating features of SAM sites (radial arrangement of missiles and 
launchers, service paths, central RADAR etc.) become less prominent. As described 
below, detection thresholds estimated in this way provide a way to make inferences 
about numerous issues that could influence detection performance—including the 
optimal presentation rate for a given class of targets and individual differences in 
detection performance. 

 

Fig. 3. SAM sites of varying complexity with associated detection thresholds. Detection 
threshold (red line) estimated from performance data rises as a function of target complexity. 
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Fig. 4. Distribution of detection threshold across all targets included in study (left). Distribution 
of average detection threshold across individuals (right). 

To assess the overall efficacy of the RSVP technique for the targets of interest, we 
pooled detection thresholds associated with each of the 105 targets included in the 
experiment. A histogram based on these thresholds (Figure 4, left) suggests that over 
75% of targets could be detected with an accuracy of 75% or more at rates of 200 
ms/image or less. Approximately 25% of targets could not be detected with 75% 
accuracy at the presentation rates used in our study. It is likely that a substantial 
proportion of the targets that could not be detected are perceptible at rates above 
200 ms; however, a subset of these targets may not be well-suited for RSVP-based 
triage. Whether or not detecting 75% of targets is acceptable depends on the nature of 
the missions—in particular, based on considerations that balance the risk of missed 
targets against processing efficiency. Nevertheless, these results suggest that the 
RSVP modality can provide the basis for efficiently and accurately detecting complex 
targets of practical relevance. 

Our analysis also examined individual differences in performance by pooling 
average detection thresholds for each participant across presentation rates. Results 
show that the detection threshold for six of the ten participants was150 ms or lower 
(Figure 4, right). Nine of ten participants had average detection thresholds below 
200 ms. Only one participant had a detection threshold exceeding 200 ms. This result 
has several implications. First, detection performance is consistent across individ-
uals—suggesting that the RSVP modality may be a viable image screening modality 
for a wide range of users. Second, empirically derived detection functions can provide 
a principled way to optimize presentation rates for an individual or a group of 
individuals. Third, detection functions can also provide a way to screen individuals 
who may be more effective than others at detecting targets using the RSVP modality.  

4   Discussion 

The research described here builds on previous work demonstrating the potential to 
enhance the efficiency of image analysis by combining the RSVP presentation 
modality with response modalities ranging from EEG-based event related potentials 
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to pupil and motor responses. The analysis described here employs Bayesian search 
theory to investigate the extent to which these results generalize across a complex 
class of targets. Additionally, we demonstrate how an empirically derived detection 
function, a central component of optimal search theory, can provide a principled basis 
for estimating the optimal presentation rate for an individual or a group and to 
identify individual differences in search efficacy. The analysis presented above 
suggests that most SAM sites can be detected at rates of 200ms/chip. Additionally, we 
find a fairly consistent distribution of detection thresholds across subjects. 

The work described here has focused on a detection function based on a single 
parameter: RSVP presentation rate. However, this approach could be extended to 
include other parameters that affect search performance, from the spatial scale at 
which an image is processed to the eccentricity of targets within each image chip.  

The described detection function is just one component necessary to optimize 
search. Optimal search theory emphasizes the importance of considering prior proba-
bilities of targets; search resources, characterized by empirically derived detection 
functions, should be allocated to regions in proportion to the prior target probability 
associated with specific regions of the search space. Additionally, the presentation 
rate for a given area of an image should be determined not just by the detection 
function, but a joint consideration of the prior probability of a target in the region and 
the cost associated with the risk of missing a target, if present.  
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Abstract. Research in Augmented Cognition (AugCog) investigates 
computational methods, technologies, and non-invasive neurophysiological 
tools to adapt computational systems to the changing cognitive state of human 
operators to improve task performance. Closed-loop AugCog systems contain 
four components: 1) operational or simulated environment, 2) automated 
sensors to monitor and assess cognitive state via behavior and/or physiology, 3) 
adaptive interface, and 4) computational decision architecture that directs 
AugCog adaptations. Since cognitive state is influenced by environment, a 
critical challenge for AugCog systems is capture of situational awareness (SA) 
within the decision architecture. Previously, AugCog systems have been 
demonstrated within simulated environments that provide SA and ground truth 
data to drive intelligent decision architecture. In live operating environments, 
electronic C4 systems (i.e., communications), provide a limited model of 
operator “state,” but emerging facial recognition/analysis technology can 
provide detection, identification, and tracking of humans in the environment to 
increase the accuracy of the AugCog system’s SA.  

Keywords: Augmented Cognition, facial recognition, situation awareness, 
biometrics, environmental monitoring. 

1   Augmented Cognition 

Building on advances in the fields of neuroscience, cognitive science, and computer 
science, Augmented Cognition research focuses on the real-time cognitive state of the 
operator [1]. Current AugCog methods, techniques, and applications range from 
academic research to industrial/ military operational and training systems to 
computing and entertainment devices [2]. To enhance human performance, Aug Cog 
uses physiological and neurophysiological sensors in a closed loop system (see Fig. 1) 
to detect when the human’s cognitive capacity, which fluctuates due to fatigue, stress, 
overload, or boredom, cannot meet mission demands [3]. Neurophysiological- and 
physiological-based assessment of cognitive states relies upon a variety of data, 
including cardiac measures, electroencephalogram (EEG), and functional near-
infrared (fNIR) imaging, to evaluate cognitive ability in diverse environments [3]. 
These real-time, non-invasive measures of an operator’s cognitive state can be used to 
trigger adaptive automation that enhances human performance [2].  
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Fig. 1. Model for Adaptive Interaction in Closed Loop System (CLHS) [4] 

Regardless of the field of use, the core components of the CLHS, including skill 
assessments, physiological and behavioral measurements, and mitigations, are 
extendable concepts. Coupled with field specific task modeling, a flexible system 
design can identify how users can best achieve and retain mastery of multiple tasks / 
skills through individualized adaptive interaction. In situations of overload, when the 
demand for speed or attention exceeds human ability, technology may be activated to 
compensate for human performance degradation [5] in simulated training and live 
environments. In tests at a base in Orlando, for example, researchers observed the 
degraded performance caused by information overload: when soldiers operated a tank 
while monitoring remote video feeds, they often failed to see nearby targets [6]. 
Augmented reality (AR) systems, which combine real and artificial stimuli, prepare 
trainees to operate successfully in a wide range of dangerous, unpredictable 
environments by monitoring operator state and providing technology-assisted support, 
via mitigation strategies, when performance overload is indicated. In live situations, 
mitigation strategies have the potential to save lives.  

A mitigation strategy is an intervention technique (i.e., adaptive interaction, 
operational performance support, task cooperation, and individualized embedded 
training strategies) driven by the task analysis, automated measures, and diagnostic 
assessment, that significantly improves human-system performance and enhances 
skill proficiency and retention. The iterative mitigation process can be mapped to 
Norman’s (1988) “seven stages of action” model, which was developed to represent 
the human action cycle as people accomplish goals (Fig. 2). Within the adaptive 
design environment, mitigation strategies are triggered in stages one to three of the 
“seven stages” model by perceiving a user’s behavioral or physiological activity 
through automated measures and diagnostic assessment. Mitigation covers stages four 
to six [4].  



106 D. Nicholson, C. Podilchuk, and K. Bartlett 

Mitigation strategies can only be effectively triggered if measurement of operator 
state reflects a complete picture of the operating environment. If the operator registers 
stress, for example, the digital audio (C4 channels) may reflect voices, but the number 
and type of individuals in the environment cannot be represented in the AugCog SA 
in order to trigger the supporting mitigation strategy. Facial recognition technologies 
may be useful to monitor and report on humans in the environment, thus providing a 
missing puzzle piece in the monitoring of operator state.  

1. Perceive
psycho-

physiological 
measures 

2. Interprete 
cognitive state 

3. Evaluation/ 
Problem 
detection 

4. Define
mitigation 

objective to 
counteract 

problem 
5. Select a 
mitigation 
strategy 

6. Select 
interface 
adaption 

7. Apply the 
interface 
adaption 

If no  
   Problem 
        detected 

 

Fig. 2. Norman’s “7 Stages of Action” modified for mitigation strategy design [4] 

2   Visual Environment and Cognitive State 

A complimentary definition of this domain space is provided by Neuroergonomics, 
which “postulates that the human brain, which implements cognition and is itself 
shaped by the physical environment, must be examined in interaction with the 
environment in order to understand fully the interrelationships of cognition, action, and 
the world of artifacts” [7]. Therefore, collection of comprehensive environmental 
information is essential when monitoring cognitive state. However, a critical challenge 
in developing a full closed-loop AugCog system is the accurate representation of the 
operational environment or situational awareness (SA) within the decision 
architecture’s expert model used to drive system adaptations. Accurate SA data is 
critical to achieve correct interpretation of the physiological sensors for cognitive state 
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determination of the operator and to ensure appropriate recommendations for system 
adaptations which optimize human-system performance, under specific environmental 
conditions. 

To address this challenge, most of the previous AugCog closed-loop systems have 
been demonstrated within fully characterized simulated environments that provide the 
necessary situational awareness and ground truth data about the operating state to 
drive the intelligent decision architecture. Other demonstrations have explored live 
operating environments which provide an opportunity to monitor electronic C4 ISR 
systems (i.e., communications) to supply the necessary SA. However, the C4 channels 
don’t contain all information influencing the human operator. For example, operators 
collect additional information about objects, personnel, and targets via their visual 
field of view, which is not represented in the C4 data. Consequently, a decision 
system that doesn’t have access to the visual information in the operating space is 
limited in achieving a fully accurate model of the operator’s “state.”  

In any operating environment, the presence (or absence) of other persons 
represents one of the most fundamental elements of operator state and frequently 
influences whether or not operator action is required. In a simulated AugCog 
environment, the entities populating any given situation are programmable, and the 
manipulation and measurement of operator response can be based on predictable 
encounters with anticipated threats. In live situations relying on AugCog support, 
measurement of SA lacks input about the numbers and types of humans in the live 
environment, although these elements exert significance influence on the cognitive 
state of the individual. Emerging video surveillance and facial recognition/analysis 
technology has the potential to provide detection, identification, and tracking of the 
presence of human targets in the operator’s live environment. With this information, 
diagnosis of the incongruency between the ideal expert state and the actual human 
state of the operator might result in appropriate adaptations to ensure optimum 
operating state. Facial recognition technology can be a critical solution for providing 
the necessary environmental SA for effective diagnosis and driving of AugCog 
adaptations.  

3   Facial Recognition  

A suite of facial recognition applications currently being developed at DSCI provides 
real-time face recognition in uncontrolled environments using novel algorithms for 
pattern recognition that are robust for differences in facial expression, pose, 
illumination, camera angle, and facial occlusions. This technology can locate, 
analyze, and provide information about the faces of personnel located within a live 
environment and can specify or determine the number of faces in an image. This 
technology can also be applied to images extracted from a video stream where faces 
are detected, identified, and tracked through a video clip or across cameras, detecting 
and responding to occlusions. The approach consists of a general mapping between 
two images, followed by a measurement of different properties of the two-
dimensional vector field representing the mapping task. Since it does not depend on 
domain specific features, this general approach can be applied to any object or target 
recognition. 
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Working in tandem with the target recognition algorithm is a fast search technique 
for rapid identification via large databases. This fast search algorithm can be applied 
to any algorithm that computes similarity scores for the purpose of pattern 
recognition. This method allows for quick recognition across a large database of 
stored faces or targets by computing only a subset of scores. This technique is 
particularly useful for applications with a large database or list, as well as applications 
that require processing large amounts of data, as in video surveillance applications. 
The face recognition and tracking algorithm, along with the fast search approach, can 
be used for video surveillance applications such as detecting, identifying, and tracking 
individuals and objects (such as suitcases or weapons), face recognition for physical 
and logical access control, watch list identification, suspicious behavior detection, and 
other applications, including providing real-time information about the people within 
a given operating environment. It could also be used to enhance SA in simulated 
AugCog environments by providing detection, identification, and tracking of humans 
in the visual environment. 

4   A New Approach for Biometric Monitoring  

The framework for this approach is similar to the edit distances used in text searches 
(and other searches) where the data can be represented by a one dimensional string of 
symbols, such as letters and numbers. Unlike traditional image recognition 
algorithms, the features extracted from the data are not used for classification. Instead, 
a mapping is found between the image to be identified and the database of faces, and 
properties of this mapping are used for classification. The mappings represent the edit 
distances previously only associated with one-dimensional data such as text [8, 9] and 
other data such as DNA [10] that is typically represented by a string of symbols. Once 
the mappings are found between the test and train images, properties associated with 
edit distances, namely – insertion, deletion, and substitution errors [8, 9] – are used to 
measure the degree of similarity between the images.  

This approach involves the innovative mapping of two-dimensional image data 
into insertion, deletion, and substitution errors traditionally associated with one-
dimensional strings [11,12 and 13]. Also, techniques used to solve the problem in one 
dimension, such as dynamic programming, cannot be extended to two-dimensional 
problems. In this unique approach, properties of the two-dimensional mapping 
between two images are found which represent deletions, insertions, and substitution 
(or match) distances in the one-dimensional problem. This technique is robust to 
variations in lighting and poses, which is critical for applications where surveillance 
cameras are used and the capture of video and still image data occurs in an 
uncontrolled environment. An early version of this algorithm was applied to the 
problem of face recognition [14] as well as image preprocessing and registration for 
face recognition [15]. 

The block matching algorithm used for motion estimation in current video coding 
standards such as MPEG [16, 17, 18, and 19] is the basic framework for the mapping 
between the database or train image and the unknown or test image. The mapping 
between test and train images can be applied in a “forward” direction where the 
mapping is found which converts the test image into the train image, as well as in a 
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“backward” direction where the mapping is found that converts the train image into 
the test image. The forward and backward mappings are not simply the inverse of one 
another. The block matching algorithm was first introduced to perform motion 
estimation and compensation for video compression in order to take advantage of 
temporal correlations between video frames by estimating the current frame from the 
previous frame. In a hybrid video coder based on the traditional motion compensation 
scheme, motion estimation is performed by matching blocks [16] between the original 
frame and the previously reconstructed frame. An estimate of the current block can be 
obtained by searching similar blocks in the previous encoded (or original image) 
frame in a predetermined search area. The block matching algorithm is used for 
motion estimation between two video frames for compression and, in our case, the 
block matching algorithm is used for disparity estimation between the test image and 
each train image. In addressing face recognition, the key differentiator is that we 
expect the disparity map between the correctly matched faces to have significantly 
different properties than the disparity maps found for mismatched faces. We use the 
properties of the disparity fields found in mapping the test image and train images and 
how they relate to the traditional edit distances used in text for optical character 
recognition (OCR). 

5   Applications of the P-Edit Distance to Face Recognition 

While current applications of this face recognition technology include physical and 
logical access control and face detection, identification, and tracking for surveillance 
applications, STAR Face system has the potential to enhance the in SA in simulated 
AugCog environments by providing detection, identification, and tracking of the 
human element in the visual environment. Figures 3 and 4 illustrate typical 
surveillance video footage and face detection results for the STAR Face Recognition 
System. 

 

Fig. 3. Face detection results for surveillance data 

Star Technologies Surveillance System detects faces from surveillance video to 
enroll individuals into a database and to recognize them in later footage. When an 
individual is detected for the first time and a match is not found in the current stored 
database, the database is updated with a new entry for that individual. Later 
occurrences of the same individual, either from the same sensor or other sensors, can 
then be identified. Other information about the individual can also be stored in the 
database for future reference.  
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Fig. 4. User interface for the surveillance system and face detection results 

6   Summary 

Since human cognition is influenced by interaction with the physical environment, in 
order to measure user state for AugCog intervention, tools to enhance environmental 
monitoring abilities are needed. Emerging video surveillance and facial 
recognition/analysis technology has the potential to provide detection, identification, 
and tracking of targets in the operator’s live environment to increase the accuracy of 
the AugCog system’s automated SA. A new methodology for image-based face or 
object recognition based on extending the concept of edit distances for one-
dimensional signals can be extended to the detection, identification, and tracking of 
individuals in a video sequence and includes a method for detecting and recovering 
from occlusions. A fast search method allows for fast recognition when the database 
of individuals to be identified is large or if the amount of data to be processed is large 
such as in video surveillance applications. The searches can be performed on still 
images, videos, or a combination of both. Boolean operators are supported so that the 
user can narrow down the search and filter out unwanted results. Facial recognition 
technology can be a critical solution for providing the necessary environmental SA 
for effective diagnosis and driving of AugCog mitigation, particularly in live 
operating environments.  
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Abstract. Physiological measures offer many benefits to psychological research 
including objective, non-intrusive assessment of affective and cognitive states. 
However, this utility is limited by analysis techniques available for testing data 
recorded by multiple physiological sensors. The present paper presents one set 
of data that was attained from a repeated measures design with a nominal 
independent variable for analysis. Specifically, the International Affective 
Picture System (IAPS; Lang, Bradley, & Cuthbert, 2008), a series of images 
known to convey seven different emotions, was presented to participants while 
measures of their neurological activity (Electroencephalogram; EEG), heart rate 
(Electrocardiogram; ECG), skin conductance (Galvanic Skin Respond; GSR), 
and pupillary response were taken. Subsequently, a discussion of statistics 
available for analyzing responses attained from the various sensors is presented. 
Such statistics include correlation, ANOVA, MANOVA, regression, and 
discriminant function analysis. The details on design limitations are addressed 
and recommendations are given for employing each statistical option.  

Keywords: EEG, ECG, Eye Tracking, Statistical Analyses, Emotion. 

1   Introduction 

Psychological research benefits from the implementation of physiological 
measurement techniques as a way to assess and predict performance. Physiological 
measures index cognitive state and resources used. Along those lines, resource theory 
is supported and cognitive states indexed include workload, stress, fatigue, and 
emotion. Unlike surveys and questionnaires that require task interruption to be 
administered, physiological measures are continuous and tend to be relatively non-
intrusive. The advantage is that state is assessed throughout an entire task, not just 
before or after task completion. Thus, dynamic changes are recorded and a detailed 
understanding of the phenomenon under investigation is provided. Additionally, 
physiological measures provide an objective method for evaluating state, unlike 
questionnaires that fall subject to bias. Ultimately a multi-dimensional approach 
employing physiological, subjective, and performance measures is best to account for 
the most variance, but a couple challenges need to be addressed with regard to 
physiological assessment.  
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Physiological measures are currently limited by two factors. First, different 
physiological measures tend to not strongly correlate with one another. For example, 
results attained using Electroencephalogram (EEG) typically have low correlations 
with Electrocardiogram (ECG) responses recorded simultaneously on the same task. 
This makes it difficult to determine which measure to discuss for interpretation and 
which is accurate. Thus, there is no standardization throughout literature and meta-
analysis is challenging. Second, individual difference is an influential factor across 
physiological measures and is the reason for taking baseline readings. Eye tracking is 
the exception to the rule of needing a baseline. The restriction is that a system 
employing physiological measures must be calibrated to the individual user and every 
time the operator changes, this calibration process must occur. Physiological response 
during a task is compared to the baseline reading taken before a task to determine the 
amount of resources utilized and change in state. The goal is to find an analysis 
technique that allows researchers to create a physiological profile of overall state that 
can then be used as a model for all individuals, enabling a percentage or type of 
change to inform a closed-loop system for any person entering the system. To clarify, 
a physiological profile for workload might be described as an increase in certain EEG 
activity, perspiration, heart rate, and pupil dilation.   

Keeping with that effort, the current paper provides a review of statistics as applied 
to one physiological data set. Knowledge certainly is gained by analyzing 
physiological variables separately, but their greatest potential for usefulness lies in the 
ability to perform multivariate analyses. Univariate analysis determines the effect of 
the independent variable (IV) on the dependent variable (DV) in isolation, but 
multivariate analysis lends itself to investigating potentially complex interactions that 
occur between the many variables, thus moving closer to identifying state profiles. 
Easily accomplished with some study designs, other data structures do not lend 
themselves to multivariate analyses. The aim for the present discussion is to 
investigate the potential solutions to analyzing data collected from one experimental 
design – a repeated measures design with a nominal independent variable. 

2   Method 

2.1   Participants 

Forty-six participants ranging in age from 18-40 years volunteered from the 
University of Central Florida. 

2.2   Procedure 

The present study examined the influence of emotion on various physiological 
responses. The International Affective Picture System (IAPS; Lang, Bradley, & 
Cuthbert, 2008), a series of images known to convey seven different emotions, was 
presented to participants while measures of their neurological activity 
(Electroencephalogram; EEG), heart rate (Electrocardiogram; ECG), skin 
conductance (Galvanic Skin Respond; GSR), and pupillary response were taken. 
Specifically, participants were required to watch a computer monitor as 42 images 
were presented, meaning that participants saw six images of each of the emotional 
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categories − amusement, awe, contentment, disgust, excitement, fear, and sadness. 
The presentation of the images was randomized, with each participant observing a 
uniquely randomized order. No physical or verbal response was required. Each image 
was presented for six seconds with a six second inter-stimulus interval.  

Before the study began, each participant completed a series of baseline tasks to 
account for individual differences in physiological activity. The baseline for EEG was 
Advanced Brain Monitoring’s (ABM) three task baseline battery consisting of a 
visual stimulus-response eyes open task, auditory stimulus-response eyes closed task, 
and a short vigil. Analyses used data computed from the change in power measured 
during the task compared to the power measured during baseline. A five minute 
resting baseline (with eyes closed) was recorded for ECG and GSR for use as a 
comparison of the recordings obtained during the experimental task. A baseline was 
not required for pupil diameter. 

3   Results and Discussion 

To attack the problem of analyzing physiological data, several statistical analyses 
were conducted. The two most common methods for revealing trends and effects were 
performed: correlation and Analysis of Variance (ANOVA). As previously mentioned 
these often provide interesting results, but are limited. Additional analyses were 
explored for comparing the multiple DVs present when using physiological measures. 
Multivariate Analysis of Variance (MANOVA), regression, and discriminant function 
analysis (DFA) were discussed as potential options with the understanding that the 
application of such analyses would need to be performed using a different 
experimental design. 

Table 1. Intercorrelations between physiological measures 

                                 *correlation is significant at α = .05. 

  IBI HRV GSR 

HRV 
r = 0.944* 
p < 0.001 

  

GSR 
r = 0.014 
p = 0.547 

r = 0.010 
p =0.660 

 

Pupil 
r = 0.003 
p = 0.885 

r = 0.040 
p =0.084 

r = 0.179* 
p < 0.001 

3.1   Correlation 

Correlation data is often a valuable starting point for analysis. However, this approach 
is unlikely to reveal insight from the physiological measures, as week correlations 
often result. In this particular study a total of 31 data points were obtained for each 
stimulus presentation [27 EEG values (Nine Sensor Sites: F3, Fz, F4, C3, Cz, C4, P3, 
P0, P4), interbeat interval (IBI), heart rate variability (HRV), galvanic skin response 
(GSR), and pupil diameter]. The average intercorrelation between these variables, 
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taking the absolute value of all 31 points so as to eliminate a possible artifact of 
averaging positive and negative numbers, was found to be moderately weak 
(r=0.2870). Even the intercorrelations within the EEG data produced a moderately 
weak average (r=0.346). The remaining correlations can be seen in Table 1.  

3.2   Analysis of Variance (ANOVA) 

Repeated measures ANOVA is arguably the most practical analysis to conduct for the 
given dataset because the design and assumption requirements are met. By conducting 
a series of ANOVAs with each of the measurements (EEG values, interbeat interval 
(IBI), heart rate variability (HRV), galvanic skin response (GSR), and pupil diameter) 
obtained by the physiological sensors as the dependent variable and emotion type as 
the independent variable, a basic understanding of how the different physiological 
systems respond to emotions is obtained. 

ECG. The ECG data was processed to form two separate variables: inter-beat interval 
(IBI, the inverse of heart rate) and heart rate variability (HRV). As evidenced by the 
very strong correlation between these two variables (r = .944, p < .001), they are 
roughly equivalent. This equivalence is likely due to the brief time periods over which 
each data point is sampled. Over longer time periods, these two methods of 
processing ECG data would likely produce two distinct values, but it seems six 
seconds is not sufficient to adequately differentiate between the two. The ANOVA 
results show virtually identical results for both variables. Significant main effects for 
emotion were found for both IBI [F(6, 264) = 7.435, p < .001] and HRV [F(6, 264) = 
7.406, p < .001]. Subsequent pairwise comparisons found identical patterns for both 
variables, the only difference being the direction of the group differences, which is a 
result of the algorithms used to process the two values. The direction of results of the 
IBI pairwise comparisons are presented in Figure 1.  

 
• Sadness > Amusement, Awe, Contentment, Excitement, and Fear 
• Disgust > Awe, Contentment, Excitement, and Fear 
• Amusement > Excitement 
• Amusement < Sadness 
• Awe, Contentment, and Fear < Disgust and Sadness 
• Excitement < Amusement, Disgust, and Sadness 

Fig. 1. IBI pairwise comparison results. All listed comparisons are significant at α = .05. 

GSR. GSR data was computed as the average skin conductance measured over the six 
seconds of each image presentation. A repeated measures ANOVA found no 
significant effect of emotion category on GSR [F(6, 264) = 0.958, p = .454]. 

Pupillary Response. The pupil response was measured using a head-mounted camera, 
which recorded the average pupil diameter for each image presentation. The ANOVA 
showed that pupil diameter was significantly influenced by emotion category [F(6, 
270) = 19.903, p < .001]. Details from the pairwise comparisons are presented in 
Figure 2. 
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• Awe < Amusement, Contentment, Disgust, Excitement, Fear, and Sadness 
• Excitement < Amusement, Disgust, Fear, and Sadness 
• Excitement > Awe 
• Contentment < Amusement, Disgust, and Fear 
• Contentment > Awe 
• Sadness < Disgust and Fear 
• Sadness > Awe and Excitement 
• Amusement > Awe, Contentment, and Excitement 
• Disgust and Fear > Awe, Contentment, Excitement, and Sadness 

Fig. 2. Pupil diameter pairwise comparison results. All listed comparisons are significant at  
α = .05. 

EEG. The large amount of EEG data required a much more complex analysis. Each 
image generated 27 separate EEG values (power within three separate wavelengths 
across nine separate sensors), therefore simple one-way ANOVAs were not sufficient. 
A 7 (emotion category) x 3 (anterior/posterior sensor position) x 3 (lateral sensor 
position) x 3 (wavelength) repeated measures ANOVA was conducted. 
Anterior/posterior sensor position indicates the location of the sensor on the head with 
three sensors each covering frontal, central (prefrontal), and parietal areas. Lateral 
sensor position further defines the sensor’s location, with three sensors each covering 
left, central (mid-sagital), and right areas. This analysis matrix enabled testing 
complex interactions, which could potentially determine how different wavelengths 
within separate brain areas were affected by various emotions. Unfortunately 
increasing the complexity of the analysis, while improving its potential insight, also 
increases the difficulty of interpretation. 

The results of the EEG ANOVA showed a significant main effect for emotion 
[F(6, 150) = 4.399, p < .001], such that Fear resulted in less EEG power than 
Amusement, Awe, Contentment, Excitement, and Sadness, while Disgust was less 
than Amusement, Contentment, and Sadness. A significant interaction was shown 
between emotion, wavelength, and lateral position [F(24, 600) = 1.792, p = .012]. To 
further analyze this interaction, an emotion x lateral position ANOVA was conducted 
for each wavelength. Within the alpha band, there was a significant main effect for 
emotion [F(6, 192) = 4.116, p = .001], such that Fear had significantly less power 
than all other emotions and there was no significant emotion by lateral position 
interaction. Significant emotion by lateral position interactions were found for both 
beta [F(12, 360) = 2.709, p = .002] and theta activity [F(12, 408) = 2.143, p = .014]. 
These significant interactions required the completion of one-way ANOVAs for 
emotion within each category of lateral position for both beta and theta activity. No 
significant effect was found for emotion on either left or central sensors for either beta 
or theta activity. However, as shown in Figure 3, there was a significant main effect 
for emotion on the right sensors within both beta [F(6, 216) = 9.018, p < .001], and 
theta [F(6, 252) = 4.307, p < .001].  
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• Beta 
• Fear and Disgust < Amusement, Awe, Contentment, Excitement, and 

Sadness 
• Theta 
• Fear < Amusement, Contentment, Excitement, and Sadness 
• Disgust and Awe < Amusement, Contentment, and Sadness 

Fig. 3. EEG activity recorded from the right hemisphere. All listed comparisons are significant 
at α = .05. 

To summarize the complexity of these results, EEG power does reflect changes in 
emotion. Specifically, Fear, Disgust, and Awe tend to result in less EEG power, but 
this effect only occurs in the right hemisphere and only within the beta and theta 
wavelengths with the effect varying slightly between the two wavelengths. 

3.3   Multivariate Analysis of Variance (MANOVA) 

At a glance, MANOVA appears to be the best option for analyzing multiple 
physiological measures. However, the use of MANOVA does not yield a great 
amount of additional information over the use of individual ANOVAs. MANOVA 
creates a linear combination of all of the dependent variables and then a traditional 
ANOVA is conducted on this newly calculated DV. Therefore, the analysis only 
reveals whether the IV (emotion) has an effect on the combination of all of the DVs 
(physiological response from each sensor). Assuming this analysis is significant, the 
only real knowledge gained is that emotion has some effect on some aspect of the 
physiological measures, but individual ANOVAs (as discussed above) must still be 
conducted to determine the specifics of this effect. 

3.4   Regression 

Regression could be capable of providing a great deal of information about the data, 
but was unable to be used to analyze the current dataset because emotion is a nominal 
variable. Regression could still be used with emotion as a variable by dummy coding 
it into a series of dichotomous variables acting as predictors and the physiological 
measures as dependent variables. However, analysis would be limited to one DV at a 
time, which does not provide an understanding of how the physiological responses 
interact or vary together for a given state. The true potential for regression would only 
be possible if emotion were comprised of interval or ratio data. This would allow 
emotion to be entered into the model as if it were the dependent variable (to be 
predicted) with the many physiological variables included simultaneously as 
predictors. In addition to showing the relationships between each physiological 
measure and emotion, this analysis would enable the evaluation of complex 
interactions between physiological measures (though these terms are not computed 
automatically and so would need to be generated manually by the researcher) and 
would test for mediation between variables. Given the extent of the additional  
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analyses possible when employing regression, it is unfortunate that it is not an option 
for the current dataset. Nevertheless, any study in which the independent variable can 
be quantified on some continuous scale, for example if the same study were 
conducted by varying image size, regression should be considered as one of the 
primary analysis techniques. 

3.5   Discriminant Function Analysis 

Thus far, regression affords the greatest potential for understanding the true 
underlying physiological processes of emotion. However, DFA is likely to provide the 
most benefit toward more practical applications because the result of DFA is a simple 
classification algorithm, which weights each of the predictor variables according to 
their relationship with the predicted value (emotion in this case). This algorithm could 
then be used to predict the emotion a person is experiencing based solely on their 
physiological responses. As with regression, DFA is again incapable of being used to 
analyze the current dataset, this time being restricted by the repeated-measures design 
of the study. Traditional DFA assumes that each observation is independent of all 
others, an assumption that is clearly violated by the current study. Fortunately, Roy 
and Khattree (2005) have begun adapting traditional DFA methods for analyzing 
repeated-measures data. No single set of standards has yet been agreed upon and as 
such, no statistical analysis software has adopted this new implementation of DFA. 
As a result, it would be both difficult and inadvisable for researchers to attempt to 
utilize these new methods at this time, but their continued development should be 
monitored. DFA for a repeated-measures design will truly be a powerful tool. 

4   Conclusion 

The endeavor to effectively capitalize on the potential offered using physiological 
measures for assessing human state and performance is complicated. Correlation and 
ANOVA provide direct methods for analyzing physiological data. However, the 
limitations for explaining in greater depth overall physiological response recorded by 
multiple sensors led to the search for more comprehensive analyses. Regression and 
DFA appear to provide the greatest utility for analyzing physiological measures, but 
are also limited by design and scale requirements. Therefore, a carefully designed 
study should be conducted that addresses evaluating the effects of multiple 
physiological measures used to classify overall physiological response for phenomena 
such as emotion, workload, stress, and other states. The rise of physiological 
assessment implementation into all types of human research demands effort put forth 
to discovering and using the best analyses. The present paper is the start of that 
journey and provides one study example that clarifies the types of analyses available 
for physiological measures and when to use each. The challenge to researchers 
utilizing physiological measures, whether for Brain-Computer Interface (BCI), 
Augmented Cognition, or Neuroergonomics, is to stretch the limits and attain deeper 
insight through the best analyses possible. 
 



 Analysis of Multiple Physiological Sensor Data 119 

Acknowledgments. This work was funded by Alion IDIQ Subcontract Agreement 
No. 8005.00X.10 in support of Army Research Laboratory Prime Contract DAAD19-
01-C-0065, Delivery Order #119 along with Alion P.O. #STM1196782. 

References 

1. Lang, P.J., Bradley, M.M., Cuthbert, B.N.: International affective picture system (IAPS): 
Affective ratings of pictures and instruction manual. Technical Report A-8. University of 
Florida, Gainesville, FL (2008) 

2. Roy, A., Khattree, R.: On discrimination and classification with multivariate repeated 
measures data. Journal of Statistical Planning and Inference 134, 462–485 (2005) 



D.D. Schmorrow and C.M. Fidopiastis (Eds.): FAC 2011, HCII 2011, LNAI 6780, pp. 120–128, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Exploring New Methodologies for the Analysis of 
Functional Magnetic Resonance Imaging (fMRI) 

Following Closed-Head Injuries 

Peter B. Walker1 and Ian N. Davidson2 

1 Naval School of Aviation Safety 
2 University of California – Davis 

peter.b.walker@navy.mil, davidson@cs.ucdavis.edu 

Abstract. An increasing amount of research has focused on the use of newer 
and alternative data analytic approaches to multi-dimensional data sets. The 
primary aim of this paper is to introduce two data analytic approaches as they 
have been applied to image scans from functional Magnetic Resonance Imaging 
(fMRI). The first approach involves loading data from fMRI scans into multi-
dimensional cubes and performing tensor decomposition. In addition, we 
introduce a second approach involving the use of network modeling that 
attempts to identify stable networks in fMRI scans across time. Discussion will 
be focused on the application of these approaches to the modeling and 
rehabilitation following closed-head injury. 

Keywords: fMRI, Tensor Decomposition, Graph/Network Modeling. 

1   Introduction 

There has been an increasing need over the past twenty years for the military services 
to develop research programs dedicated to the understanding and application of 
neurosciences in operational settings. This “revolution” in the neurosciences, now 
known as Operational Neuroscience, has resulted in the emergence of an entire 
discipline dedicated to the application of those principles to warfighters in the field  
[1, 2]. However, as research programs continue to seek to integrate both basic and 
applied sciences to maximize the effectiveness of these warfighters, there continues to 
be a need to explore new and/or alternative approaches to analyze human performance 
and physiological data more effectively.  

Recently, there has been a great deal of interest in the application of exploratory 
data analysis techniques such as Singular Value Decomposition (SVD) and Principle 
Components Analysis (PCA) to the analysis of data from functional imaging studies 
such as functional Magnetic Resonance Imaging (fMRI). Data analytic approaches 
such as SVD and PCA, when applied to fMRI, are limited in that they are based on 
matrix calculations where the data may be defined in only two dimensions (i.e., time 
and location) [3, 4]. However, this form of data analysis, by making the data two 
dimensional, abstracts out important details such as the identification of activation 
patterns over time.  
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Techniques such as SVD and PCA attempt to portray the data from a single 
imaging study as a two dimensional data matrix (X). Accordingly, data matrix X can 
be further decomposed into a sum of R outer products of individual factors by:     

∑ +⊗=
R

r
rr EbaX .  (1)

During the decomposition of this data matrix, spatiotemporal properties from the 
fMRI scan are encoded as vectors ar (spatial properties) and br (temporal properties). 
Noise from the functional image is represented as a constant E. The relationships 
between spatio and temporal data from the fMRI scan can be discovered using a 
variable number of data analytic processes. Regardless of the data analytic process 
implemented, both SVD and PCA apply matrix computations and factorize a single 
two-dimensional data matrix into time courses and spatial maps [3]. 

A more thorough explanation of a particular dataset might require the simultaneous 
analysis of three or more dimensions of data (i.e., time, location, and stimulus). 
Within the past ten years, there has been a proliferation of research attempting to 
explore newer and alternative data analytic approaches to multi-dimensional data [5, 
6, 7]. With respect to Operational Neuroscience, these approaches offer a great deal of 
promise due to their ability to efficiently identify patterns in very dense data sets. 

A promising new approach for the analysis of multi-dimensional data involves the 
use of tensors. For example, the use of tensors allows the analysis of the fMRI data, 
without compromise, by representing the data as a four dimensional object (x y z 
locations on a fMRI scan over time). Simply put, a tensor is a generalization of a 
matrix (or scalar or vector) to more than two dimensions. Multi-dimensional data can 
be viewed such that each dimension of a particular dataset might represent a different 
aspect or characteristic. In the case of the fMRI of a single person: the four 
dimensions correspond to location and time, or in the case of more than one person, 
five dimensions and so forth. Figure 1 shows a simple order-three tensor where 
location has been simplified to be viewed in three dimensions.    

 

Fig. 1. Order-three tensor illustrating a functional image. This figure illustrates how data from 
an fMRI scan can be extended to an order-3 (or greater) tensor. Dimensions on the tensor 
include dimensions for (i) individuals, (j) locations, and (k) activation over time. 
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Tensors Defined. As mentioned previously, tensors can be viewed as a data cube 
whereby each dimension of the cube represents some aspect or characteristic of the 
dataset. For functional imaging scans, a 3rd order tensor can be used to represent 
three aspects of the dataset: individual, location of activation, and how the activation 
pattern has changed over time (see Figure 1). A single entry (i, j, k) in the tensor then, 
corresponds to a single individual (i), location of activation for that individual (j), and 
the change in activation of that individual’s scan over time (k).  

2   BOLD Analysis 

Brain imaging techniques such as MRI and, more recently, fMRI have been used in a 
variety of experimental and clinical studies to investigate phenomena ranging from 
working memory to traumatic brain injury [5]. The most likely explanation for the 
continued use of these imaging approaches is the ability of these paradigms to portray 
information processing in the brain as it occurs in real time.   

Perhaps the most common approach to measuring brain activity is through the use 
of fMRI and Blood Oxygen Level Dependence (BOLD). Measurement of BOLD level 
assumes that increased neuronal activity requires more glucose and oxygen to be 
rapidly delivered through the blood stream. The ratio of oxygenated and deoxygenated 
blood in a particular area is therefore presumed to represent brain activation during a 
specific task. Functional Magnetic Resonance Imaging has revolutionized the 
behavioral sciences by offering spatial and temporal resolutions far exceeding brain 
imaging techniques available in the past. Since its introduction during the early 1990s, 
thousands of studies have been conducted examining a range of issues including 
structure, pathology, and processing. 

While BOLD measurements are commonly viewed as the ‘gold standard’ in 
neuroscience today, there are growing concerns over the reliability of fMRI findings 
and the interpretation of their results. For example, BOLD fMRI is often referred to as 
a relative technique in that it attempts to compare images taken during one mental 
state to different scans of the same individual in another state. Series of fMRI scans 
are aggregated to measure the relative differences between two states to perform a 
statistical analysis within a single individual. 

Similarly, neuroimaging studies usually involve the analysis of scans from several 
individuals taken from several different sessions. For analysis techniques such as 
SVD and PCA, this results in the aggregate of data across individuals and/or time. 
Therefore, these types of data analytic approaches may result in the inability to 
identify specific individual differences across different imaging scans. Therefore,  
for the purposes of identifying individual differences across scans, a more suitable 
data analytic approach is one that involves the analysis of multiple data sources all at  
once [3].  

3   Tensor Applications to fMRI Analysis 

Due to many of the aforementioned limitations in fMRI, there has been an increased 
interest in the application of multi-dimensional data analytic tools for functional 
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imaging analysis. Here, we describe the application of PARAFAC decomposition to 
fMRI. Other more complex decompositions exists but we shall use this simplest of 
decompositions to illustrate our points. 

3.1   PARAFAC Decomposition 

Our primary criticism to previous approaches to the analysis of fMRI data is the 
aggregation across various data sources to limit the data to two dimensions. However, 
often times it is more meaningful to identify patterns in the dataset across more than 
two dimensions. For example, suppose that there is a group of functional images that 
identify a pattern of activation for a specific cognitive task (i.e., spatial rotation task). 
In addition, there may be one or more patients in that population that performs poorly 
on that task due to some preexisting trauma. One goal of the data analytic approach 
might be to then identify those individuals that performed poorly on the cognitive task 
and those that performed equivalent to the normal group. Moreover, we might be 
interested in identifying how the pattern of activation for the two groups different 
across time. 

The approach we outline here, constrained PARAFAC decomposition, overcomes 
many of the aforementioned limitations by using a Low-rank tensor approximation. 
This process involves loading images from an fMRI scan into a multi-dimensional 
tensor. After the image is loaded into the tensor, a PARAFAC decomposition (see 
Figure 2) is performed such that each slice may be analyzed independently at separate 
locations and at different times [7, 8].  

∑
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Fig. 2. PARAFAC Decomposition of FMRI. This figure illustrates the decomposition of F 
factors (i), each of which describes a time, individual, and location of activation. The 
decomposition of the tensor varies depending upon the relationship between the different 
dimensions in the data cube. 

The PARAFAC decomposition is accomplished by representing three (or more 
dimensions) of data by a trilinear combination of three outer products:     
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For the purposes of fMRI, properties such as spatial location (ar), the individual (br), 
and/or the activation pattern as it occurs over time (cr) are each encoded as vectors. 
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However, other properties of the functional image may also be projected within the 
multi-dimensional data cube. Regardless of the number of dimensions, decomposition 
of the tensor allows for the identification of specific relationships between any or all 
vectors of the tensor. 

A novel computation of our work is to explore constrained tensor decomposition. 
Regular decompositions will find the mathematical optimal decomposition but this 
may yield non-actionable results. For example, the outer product of a_i and b_i may 
yield a non-contiguous activation area or the activation level (the t dimension) may be 
non-smooth or multi-modal. In our work we explore constraining the decomposition 
so that these and other issues which may make the decomposition difficult to interpret 
are constrained not to occur 

3.2   fMRI Interpretation 

For the present study, we used a rank 10 tensor to approximate the original tensor. 
The tensor approximation allows us to view brain activation as a multi-dimensional 
process. In the case presented below, we are representing BOLD activation in a three 
dimensional space as it unfolds over time. However, the tensor decomposition 
approach allows us to model activation for any number of dimensions. 

  

Fig. 3. Visualization of functional images from the same patient at different time steps. Note 
that similar activation patterns are clearly identified for different time series. 

 

Fig. 4. Visualization of functional images from different patients at the same time steps. Note 
that very different activation patterns are clearly identified for different image slices. 

To further illustrate this process, the tensor decomposition process was applied to 
several fMRI images from patients while at rest. Since a 53×63×28×235 tensor can 
also be considered as 53×63×28 tensors over 235 time steps, we compared these 
tensors (from the same patient) over time. Not surprisingly, when this process was 
applied to the same patient at rest we found that the tensors do not differ much. 
However, when comparisons from two tensors from two different patients were made, 
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the resulting tensors were quite noticeably different (see Figures 3and 4). These 
conclusions were consistent for both the original tensor and its approximation. 
Together, these results provide converging evidence that the decomposition approach 
does provide an alternative analytic approach to brain imaging techniques.  

4   Network/Graph Analysis of fMRI 

Though PARAFAC analysis has many advantages, it is limited in that it does not (in 
its basic form) consider the spatial relationships between the different locations from 
an fMRI scan. When searching for interactions, PARAFAC treats different but 
adjacent locations from the functional scan the same as locations that are far apart. 
This can, in turn, lead to the inability to identify factors which are spatially diverse 
and not contiguous. Furthermore, tensor analysis also has other inherent limitations 
such as requiring a symmetrical distance which is implicitly defined. A symmetrical 
distance function requires the distance from a to b to be the same as b to a and this is 
not often the case. Therefore, we have also applied principles of network/graph 
analysis to fMRI data in an attempt to overcome some of these limitations. The 
benefit of a network/graph analysis of fMRI data is that these spatial relationships and 
preferences can be directly encoded. 

Network/graph analysis attempts to identify both symmetrical and asymmetrical 
relationships between discrete objects. A graph can be viewed as an abstract 
representation of a network consisting of nodes and a set of edges (or connections). 
An edge that connects two nodes suggests there is a relationship between both nodes 
in the graph (see Figure 5) and the weight of the edge indicates a measure of distance 
or similarity between the nodes. 
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Fig. 5. Visualization of a graph or network. Each node in the network may refer to the 
activation of a particular area during functional imaging. Edges connecting various nodes in the 
network suggest that different locations may have a similar pattern of activation. 

Formally, graphs can be represented as an adjacency matrix A. Edges that connect 
two nodes in the graph are represented in the adjacency matrix as Ai,j = 1. However, if 
no relationship exists between the two nodes, then the adjacency matrix represents 
that relationship as Ai,j = 0. Furthermore, the number of edges connecting to a 
particular node is described as the degree k. Therefore, the probability P(k) that a 
randomly chosen node will have degree k is given by the degree distribution [9]. 

The edges in any particular network can be represented as either nondirectional, 
where the relationship between each node is homogenous, or directional, where the 
relationship between the nodes may be heterogeneous (one node influences the other). 
This concept is important with regard to modeling fMRI activation. Specifically, this 
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allows us to model patterns of activation such that some areas of activation may 
facilitate the activation of other areas in the brain. However, that relationship need not 
be reciprocal.  

The network model we use is an example of an enhanced 2-Graph. In this 
network/graph, each voxel from an fMRI scan is treated as a separate node in the 
network. Similarly, there exist edge weights between nodes indicative of their spatial 
distance or some other measure of similarity. However, the analyst can set these edge 
weights to reflect what-ever relationship they wish the analysis to emphasize. At each 
node/voxel is the behavior of that node over time as given by the fMRI scan. In this 
way, the network analysis can be viewed as a tensor with encoded spatial (or other) 
information in the form of edge weights. 

The benefits of edge weights as a tool to allow analysts to emphasize their domain 
expertise cannot be over-emphasized. The relationship between voxels need not be 
symmetrical for a pair of voxels or even provided if it is not known. Furthermore, 
graphs are a more natural interpretation (extension) of the way in which we theorize 
processing to occur in the brain. That is, it is common to view the brain as being 
composed of very discrete structures separated by geographic boundaries within the 
brain. Therefore, it would seem apparent of the need to apply a discrete modeling 
process. Similarly, this discrete modeling process takes into account many of the 
spatial properties that were alluded to earlier. 

The study of graph theory and its application to neuroscience is an important area 
of focus. For example, it has been suggested that this approach can be used as a 
methodology for identifying functional clusters of brain activity during experimental 
tasks. However, it is critical to first identify under what boundary conditions this form 
of data analytic approach might be used.  

The analysis of such a complex graph is an area of ongoing research. Recently, 
Davidson and collaborators showed how to analyze such graphs so as to segment 
them [10], project them into lower dimensional space [11] and perform multilabel 
prediction [12]. However, very little research has been conducted to examine the 
application of these approaches to fMRI data [13, 14].  

5   Diagnosis and Rehabilitation Following Closed-Head Trauma 

FMRI is commonly recognized as a premier modality for imaging brain physiology 
and tracking neural correlates of plasticity. The increase in popularity of functional 
imaging paradigms is due to the ability of these imaging technologies to view the 
activated brain during specific tasks. However, functional imaging modalities are not 
immune to their own criticisms. As discussed previously, these imaging techniques 
are often limited to very coarse data analytic techniques. The techniques outlined in 
this paper are an attempt to formalize alternative data analytic techniques that might 
identify more granular patterns in the data set. Specifically, the use of tensor 
decomposition or network/graph analysis is able to efficiently analyze interactions in 
the data that might occur across individuals, localized activation from the scan, or 
activation patterns across time. 

However, there has been little progress in the use of imaging technology on 
patients following closed head trauma [15]. Unfortunately, it is these types of 
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functional imaging modalities that offer the most promise with respect to the 
diagnosis and rehabilitation of patients following closed-head trauma. Ultimately, it is 
our hope to establish a paradigm for the diagnosis of and eventual rehabilitation of 
patients following traumatic brain injury. Specifically, it is believed that the 
approaches highlighted above can be used to identify intact neural pathways for 
patients following traumatic brain injury. In addition, these approaches may also 
allow for the identification of those neural pathways that might bypass neural 
pathways affected by cortical injury or strengthen those pathways that promote neural 
plasticity.  

6   Concluding Remarks 

Currently, there is a gap that exists between the basic science of brain imaging 
technology and the implementation of that science in the operational environment. 
Operational Neuroscience, to be effective, must continue to utilize recent innovations 
in both basic and applied research. Ultimately, operational neuroscience should 
continue to challenge the boundaries that define the limits of human performance. The 
primary aim of this paper was to introduce alternative data analytic approaches to 
fMRI. These approaches, if proven to be efficient and scalable, might be used to 
supplement the use of neuroimaging tools in operational settings. 
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Abstract. Many uses for neurophysiological data in training have been 
proposed in the literature [6], [10], and [11]. However, to date it has not been 
demonstrated that the use of EEG yields performance diagnoses that are 
actually more accurate. The current study investigated the capability of EEG to 
accurately diagnose performance difficulties by examining the predictive ability 
of an accurate diagnosis on future performance. The data from this study 
suggests that using EEG to filter a trainee’s performance data prior to analysis 
on a computer based tank identification task yields a more accurate diagnosis 
than analyzing the data with the traditional statistical methods.  

Keywords: electroencephalography, training, neurophysiology. 

1   Introduction 

Recent advances in our ability to measure and interpret brain activity have sparked 
great enthusiasm and optimistic speculation about the potential benefits this 
technology may bring to a diverse collection of domains. Training and education, in 
particular, appear to be well suited to reap the benefits of the developments in both 
the theory and the measurement capabilities of the brain sciences. For example, 
Poulsen, Luu, & Tucker [1] argue that a more accurate and detailed articulation of a 
theory of the neurophysiology of learning and memory is almost certain to provide 
insights into the causal mechanisms of effective instructional interventions and may 
inspire the development of new strategies for facilitating and motivating learning 
processes.  

Even without utilizing the theoretical advances, the improved measurement 
capability could have a significant impact in supporting training and educational goals. 
Across the last decade, a large variety of potentially relevant, physiologically-based 
indices have been proposed and investigated. These can be loosely grouped into three 
categories [2,3]: affective state, cognitive state and expertise. Stevens, Galloway & 
Berka [4], for example, propose that EEG-based indices can be used to determine a 
learner’s position within Shriffin’s three stages of skill acquisition. They provide 
preliminary evidence of systematic changes in brain activity with increasing expertise 
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at a specific problem solving task. Other researchers [e.g., 5] have begun searching for 
task-independent indices related to a student’s level of expertise.  

While measurement is typically the final stage of an instructional episode, it can 
also be used to support instructional decisions that are tailored to the needs of the 
learner throughout the course of instruction. In fact, much of the recent literature 
proposes that we can maximize the value of a training experience by adapting some 
aspect of the instruction based on a real-time assessment of a student’s affective state, 
cognitive state and/or level of expertise. DuRousseau, Mannucci & Stanley [6] state 
that the “form, timing and content of an individual’s training protocol” could be 
shaped by using EEG to monitor changes in aspects of the individual’s cognitive 
state, such as arousal, attentional capacity, executive workload and coordination of 
cognitive resources. That’s not to say that researchers are proposing that 
neurophysiological measures alone are always sufficient to drive instructional 
adaptation. Mathan & Dorneich [7] and Stevens, Galloway & Berka [8] provide some 
explanation as to how these measures could be integrated with performance data and 
student models to conduct a complete diagnosis of a student’s level of expertise.  

Early, broad claims that instructional adaptations can be driven by neurophysiological 
assessment have given way to the specification of candidate pairings between 
individual indices and manipulations. Examples include controlling the presentation 
speed of textual information based on an assessment of how well the student is 
processing the content [9], breaking a task into smaller steps as a student’s working 
memory capacity appears to be overloaded [7], and modifying the modality of 
feedback to leverage underutilized processing channels [2].  

What is missing in all of this work is clear empirical evidence that the incorporation 
of neurophysiological measurement into a training system can yield some significantly 
improved capability over and above what can be accomplished without that 
measurement. As a first step towards this goal, Campbell & Luu [10] demonstrated that 
EEG could be used to distinguish intentional, learned responses made during training 
from other types of responses such as guesses and slips (i.e., unintentional actions). 
They argued that different types of errors should be remediated in different ways – an 
accidental slip, for example, should not be treated the same as an incorrect action that 
the student believes to be appropriate. Thus, being able to distinguish intentional 
responses (whether correct or incorrect) from other responses should allow for more 
focused and appropriate training responses.  

Of course, showing that it is possible to distinguish different types of responses 
doesn’t ensure that distinguishing between those responses will actually lead to a 
different diagnosis of a trainee’s underlying knowledge, skills and abilities. It is 
possible, for example, that guesses and slips could be so rare as to not significantly 
impact an interpretation of a performance pattern. In a follow-up study, however, 
Campbell, Belz & Luu [11] took this work a step further and demonstrated that in at 
least one domain, removing slips and guesses from a trainee’s performance data set 
did change the performance pattern that emerged.  

In summary, to date it has been shown that EEG data is capable of distinguishing 
intentional responses from guesses and slips made during training, and that when it is 
used in conjunction with performance data it may yield different diagnoses of student 
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competence than would be inferred based on performance data alone. The objective of 
the current study is to test the hypothesis that diagnoses based on a combination of 
EEG data and performance data are more accurate than diagnoses based solely on 
performance data. Our approach to evaluating the accuracy of a diagnosis is to 
evaluate the extent to which that diagnosis predicts future performance patterns. If a 
problem occurs because of an actual error in the trainee’s underlying knowledge, then 
it is very likely to occur again in the future. However, if a mistake occurs as the result 
of a bad guess or accidental slip, then that mistake is not highly likely to occur in the 
future. In other words, if using EEG truly improves diagnostic accuracy, then it 
should improve our ability to predict future problems. This basic argument is the 
foundation for this study.  

2   Method 

2.1   Participants  

Thirty-two volunteers, 18 men and 14 women, all 18 years or older were given 
financial compensation for participating in this study. The mean age of the 
participants was 23 years (SD = 5; range: 18-35).  

2.2   Apparatus 

The EEG data for each participant was acquired using a 256-channel HydroCel 
Geodesic Sensor Net (Electrical Geodesics, Inc., Eugene, OR). The recordings were 
referenced to Cz and all of the electrodes were kept below 70 KΩ. The EEG was 
sampled with a 16-bit analog-to-digital converter at 250 s/s and was bandpass filtered 
at 0.1- to 100-Hz. Stimulus control was maintained by Eprime© (Psychology 
Software Tool, Pittsburgh, PA).  

2.3   Materials 

A computer-based, speeded, flash-card style program, created in Eprime©, was used 
to train participants on identification of military vehicles. The images used were 
selected from the United States Marine Corps unclassified anti-armor training 
materials. They consisted of six tank illustrations: the BMP-2, BMP-3, M1A1, T-72, 
T-80, and the ZSU-23-4.  

2.4   Procedure 

Each participant took part in two 90 minute experimental sessions separated by 48 
hours. The first was a training session in which they were taught to recognize the six 
tank silhouettes from three different viewing angles (head on, side view and rear 
view). During this session each participant first completed the informed consent 
paperwork, and was then fitted with a 256-channel sensor array. The computer based 
learning task then began with 132 familiarization trials in which participants learned 
to associate each of the six tank names with a particular key press. Immediately 
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following, the tank identification training began. Each of the six tanks was presented 
at each of the three angles 23 times for a total of 414 trials during the training session. 
Each trial began with the presentation of a tank image in the center of the computer 
screen. Participants had 2000 milliseconds to identify the tank by pressing the 
corresponding response key. For a random selection of one-third of the trials, 
knowledge of correct feedback was shown on the screen for 2000 milliseconds 
immediately following a response or if the response time ended before a key press 
was made. For the other two-thirds, the screen went blank for 100 milliseconds and 
then the next trial began. Reaction times, responses, and EEG data were recorded for 
each trial.  

Following session one, each participant’s performance was evaluated in two 
different ways. First, we computed a confusion matrix using all of their performance 
data, and flagged the errors that were the most problematic for that participant. 
Second, we used single trial analyses of their EEG data to identify and remove 
guesses and slips from the performance data and then computed a confusion matrix on 
the filtered data to identify the errors that were most problematic. While there was 
some degree of overlap between these two methods, for approximately two-thirds of 
the participants, these two diagnoses diverged on at least one tank image. We then 
randomly assigned the participants to one of two groups, which identified which 
problems to highlight: in one group we used the confusion matrix generated by all of 
the data and in the other we used the confusion matrix generated by the EEG filtered 
data. We then created feedback for the participant that provided cues that would help 
them better identify the tanks they had the most trouble with (See Figure 1).  

Two days later, the participants returned for the second session. They again 
completed the informed consent and were fitted with the EEG apparatus. Then they 
were given the feedback to review before completing the testing trials of the tanks 
they saw during session one. During these trials participants were again asked to 
identify the tank images in a brief period of time (1000 milliseconds) by pressing the 
appropriate key. This time, however, no feedback was provided.  

 

Fig. 1. An example of a cue used to provide feedback to participants 
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3   Results 

Our hypothesis was that the use of EEG data to filter the performance data set prior to 
computing a confusion matrix would yield a more accurate assessment of each 
participant’s true underlying confusions, and thus would flag the tank images that 
would be most likely to cause problems during the second session. In order to test this 
hypothesis, we calculated average improvement scores from session one to session 
two for the subsets of images on which the two assessment methods diverged 
(feedback was suggested but not given in one of the two conditions). For those images 
that were flagged as problematic using the entire data set, but not after the EEG-
filtering, the average improvement score was 40% (SD = 0.38). For those images that 
were flagged as problematic in the EEG-filtered data set, but not in the complete data 
set, the average improvement score was -9% (SD = 0.66). This difference represented 
a statistical trend, t(20) = 1.92, p = 0.07. It is important to note, that for the purpose of 
this paper, we were only interested in, and thus only report data on the trials from 
session 2 in which participants did not receive feedback. This is because we wanted to 
assess future performance on items that did not receive feedback in the condition a 
participant was in, but would have received feedback if they had been in the other 
condition.  

4   Discussion 

There are many claims in the research community that neurophysiological data will 
revolutionize training; however, there are few studies that actually provide direct 
evidence to back up these claims. Even people who show neurophysiological data 
could be used don’t show that it gives you an advantage over not using it. This study 
is one of a series attempting to bridge this gap. Our approach to evaluating the 
accuracy of a diagnosis is to evaluate the extent to which that diagnosis predicts 
future performance patterns. 

It is something of a truism in psychology that the best predictor of future 
performance is past performance. In this case, our data suggest that this is not 
necessarily the case. When we examined all of the past performance data, the 
“problems” that people experienced in the past showed some amount of spontaneous 
improvement in the future, suggesting that some of those “problems” did not 
represent true faults in an underlying knowledge representation. However, when we 
focused on the subset of past performance problems that were identified by EEG data 
as representing true misconceptions we saw that, when left untreated instructionally, 
these same problems reoccurred with approximately the same frequency in the future.  

While our results only represent a statistical trend, when taken in combination with 
other studies of the use of EEG to distinguish intentional responses made during 
training [10, 11], we believe that the data are converging on the conclusion that this is 
a viable use of neurophysiological data in at least some training systems. Of course, 
work remains to be done. Attention needs to be paid to the question of which training 
systems are most likely to benefit from this type of data. More importantly, trainers 
need to demonstrate that they can use a more accurate diagnosis of a trainee’s true 
problems as the basis to deliver more efficient training.  
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Abstract. From perceiving objects in space to recognizing emotions at a 
distance, culture affects how people think, feel, reason as well as the 
neurobiological mechanisms underlying these processes. Here I review recent 
evidence from cultural neuroscience, introduce the notion of computational 
cultural neuroscience – the development of computational and formal models of 
how culture affects neurobiological mechanisms and vice versa – and finally, 
discuss the implications of computational cultural neuroscience for research in 
augmented cognition. 
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1   Introduction 

Over the past two decades, researchers in the field of augmented cognition have 
worked to develop novel technologies that can both monitor and enhance human 
cognition and performance. Much of this research in augmented cognition has relied 
on research findings from cognitive science and cognitive neuroscience, fields which 
seek to illuminate how the mind and brain work. Seminal findings from these fields, 
such as resource limitation capacities in working memory and attention, have enabled 
augmented cognition researchers to identify potential bottlenecks in human 
achievement and to develop technological solutions that overcome such limitations.  

While notable advances have been made in the field of augmented cognition, 
recent advanced in the fields of cultural psychology and cultural neuroscience suggest 
that across a range of cognitive and perceptual abilities vary across cultures leading to 
the need for researchers across disciplines to determine ways to model and implement 
culturally-diverse technologies that can monitor and enhance human cognition and 
performance with efficacy across cultural groups. 

In this paper, I will review recent empirical evidence in cultural psychology and 
cultural neuroscience demonstrating cultural variation in perceptual, cognitive and 
socioemotional processing. Next, I will describe ways in which formal computational 
models of cognition across cultures may facilitate the ability of augmented cognition 
researchers to design technologies that enhance how the human mind and brain work 
in individuals across diverse cultures. 
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1.1   Cultural Influences on Behavior and Brain Function 

A fundamental dimension that cultures vary on is individualism and collectivism  
[1-3]. Individualistic cultures encourage thinking of people as independent of each 
other. By contrast, collectivistic cultures endorse thinking of people as highly 
interconnected to one another. Individualistic cultures, such as the West, emphasize 
self-expression and pursuit of individuality over group goals, whereas collectivistic 
cultures, such as the East, favour maintenance of social harmony over assertion of 
individuality [1-3]. Cultural psychological research has shown that cultural variability 
in self-construal style affects a wide range of psychological processing, from how 
people perceive objects in the environment to how they think about the world around 
them and recognize the mental states of others. 

Recent evidence from cultural neuroscience is demonstrating that culture affects 
not only behavior, but also brain function. Cultural neuroscience is an emerging 
research discipline that investigates cultural variation in psychological, neural and 
genomic processes as a means of articulating the bidirectional relationship of these 
processes and their emergent properties. Research in cultural neuroscience is 
motivated by two intriguing questions of human nature: how do cultural traits (e.g., 
values, beliefs, practices) shape neurobiology (e.g., genetic and neural processes) and 
behavior and how do neurobiological mechanisms (e.g., genetic and neural processes) 
facilitate the emergence and transmission of cultural traits? 

The idea that complex behavior results from the dynamic interaction of genes and 
cultural environment is not new [4]; however, cultural neuroscience represents a 
novel empirical approach to demonstrating bidirectional interactions between culture 
and biology by integrating theory and methods from cultural psychology [5], 
neuroscience [6] and neurogenetics [7-9]. Cultural neuroscience aims to explain a 
given mental phenomenon in terms of a synergistic product of mental, neural and 
genetic events. Cultural neuroscience shares overlapping research goals with social 
neuroscience, in particular, as understanding how neurobiological mechanisms 
facilitate cultural transmission involves investigating primary social processes that 
enable humans to learn from one another, such as imitative learning. However, 
cultural neuroscience is also unique from related disciplines in that it focuses 
explicitly on ways that mental and neural events vary as a function of culture traits 
(e.g., values, practices and beliefs) in some meaningful way. Additionally, cultural 
neuroscience illustrates how cultural traits may alter neurobiological and 
psychological processes beyond those that facilitate social experience and behavior, 
such as perception and cognition. 

For instance, cultural variation between Westerners and East Asians affects how 
people think about themselves and their relation to the environment not only affects 
human behavior, but underlying neurobiological processes. For instance, Westerners 
engage brain regions associated with object processing to a greater extent relative to 
East Asians who are less likely to focus exclusively on objects within a complex 
visual scene [10]. Westerners show differences in medial prefrontal activity when 
thinking about themselves relative to close others, but East Asians do not [11]. 
Activation in frontal and parietal regions associated with attentional control show 
greater response when Westerners and East Asians are engaged in culturally preferred 
judgments [12]. Evolutionarily ancient limbic regions, such as the human amygdala, 
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respond preferentially to fear faces of one’s own cultural group [13]. Brain regions 
associated with social cognition, or thinking about what others are thinking, such as 
the superior temporal sulcus, show greater response when inferring the mental states 
of members of one’s own cultural group [14]. Taken together, these findings show 
cultural differences in brain functioning across a wide variety of psychological 
domains and demonstrate the importance of comparing, rather than generalizing, 
between Westerners and East Asians at a neural level. 

2   Computational Cultural Neuroscience 

The existence of cultural variation in neural systems presents a novel opportunity and 
challenge for the development of a computational cultural neuroscience. 
Computational modeling of human brain and behavior provide a potent way to 
develop and test formal theories of the multilayered, complex and dynamic relation 
between cellular and network properties of neurons to mental representations that 
guide how people think and behave [15].  

While computational modeling, in principle, allows for the development and 
testing of a multitude of theories regarding the relation between neural and behavioral 
systems, growing evidence from cultural neuroscience regarding how culture affects 
the human brain and vice versa represents a key advance allowing for the emergence 
of a computational cultural neuroscience. By knowing which neural systems show 
modulation of activation by cultural values, practices and beliefs and how systematic 
cultural modulation of neural systems alters human behavior, we gain important 
insights into fundamental structural and functional constraints underlying formal 
mathematical models of cultural influences on mind, brain and behavior.  

Ultimately, by combining cultural neuroscience evidence with computational 
modeling, we may uncover an array of distinct formal models that capture the basic 
informational processing mechanisms underlying how people think, feel and behave 
across a diversity of human cultures. One important challenge in this endeavor is 
determining guiding principles that help to constrain and characterize the range of 
influence of culture on neurobiological systems (e.g., what aspects of the 
informational processing systems are universal or distinct across cultures and why). 
Another important challenge is distinguishing formal models of cultural influences on 
brain and behavior from formal models of individual differences in brain and 
behavior (e.g., what aspects of the informational processing systems represent 
individual versus group differences in brain-behavior relations).  

2.1   Three Starting Points for a Computational Cultural Neuroscience 

Here I describe three examples of a computational cultural neuroscience approach to 
understanding how and why structure-function mapping may vary across cultures. 
The first structure-function mapping that may vary across cultures exists within 
subregions of the occipitotemoral cortex, which is responsible for the learning and 
representation of complex visual recognition, including objects, places and faces. 
Recent evidence from cultural neuroscience indicates that cultures vary in the extent 
to which neural responses within occipitotemporal cortex vary within fusiform gyrus 
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and occipitotemporal gyrus, but not parahippocampal gyrus. For instance, Goh and 
colleagues [16] showed that activity within object-processing and object-scene 
binding in the ventral visual area varies across cultures. While encoding complex 
visual scenes consisting of objects embedded within a background, Caucasian-
Americans and East Asians varied in the extent to which they showed increased 
neural response within ventral visual regions. More specifically, recent neuroimaging 
evidence shows that visual processing of complex visual scenes in Caucasian-
Americans is more object-focused compared to East Asians and to facilitate this 
variability in attention and encoding towards objects compared to the background, 
neural response within object processing brain regions, such as lateral occipital 
cortex, is significantly heightened in Caucasian-Americans compared to East Asians. 
This variability in the degree to which occipitotemporal cortex is recruited during 
scene encoding reflects group differences in neural connectivity underlying 
attentional and memory processes. Future work in computational cultural 
neuroscience is needed to test formal models of how cultural variation in engagement 
of ventral visual regions during object processing arises from cultural differences in 
the type or kind of neural representation of objects and scenes within this region or 
merely reflects differential recruitment of core object processing regions universal 
across both groups. 

Additionally, Gutchess and colleagues [10] recently showed that brain regions 
within fronto-parietal regions, including the right angular gyrus and right middle 
frontal gyrus, reveal cultural differences in neural response during semantic 
categorization. For instance, East Asians show increased neural response when 
categorizing semantic relations as a function of relation and category compared to 
Caucasian-Americans. Additionally, during semantic conflict trials compared to 
match trials, East Asian participants, showed greater response within a frontal-parietal 
network previously implicated in controlled executive function, whereas Caucasian-
Americans, who showed increased response within the temporal lobe and cingulate 
gyrus, a brain region engaged during cognitive conflict. This variability in neural 
response suggests that cultural modulates the strength of network connectivity of 
fronto-parietal and temporo-cingulate connectivity during semantic categorization. 
Future work in computational cultural neuroscience is needed to test formal models of 
the extent cultural variation in network connectivity between these two cortical 
circuits arises from differences in feedforward or bidirectional neural connectivity. 

Cultural variation exists not only with cortical regions underlying perception and 
cognition, but also socioemotional processes associated with emotion recognition and 
mental state inference. For instance, the human amygdala is a subcortical brain region 
which dense innerconnectivity with cortical regions and is specialized for recognition 
of emotional and social information [17]. Prior affective neuroscience studies have 
shown that the amygdala is critical to fear recognition and in particular the inferences 
of emotional states from the eye region of the face [17]. The ability to infer the mental 
states of others also recruits lateral brain regions such as the superior temporal sulcus 
that decodes social information from perceptual information within the face, including 
the eye, nose and mouth region. Recent evidence from cultural neuroscience suggests 
that Chiao and colleagues [13] showed that evolutionarily ancient limbic regions, 
such as the human amygdala, respond preferentially to fear faces of one’s own 
cultural group. Additionally, brain regions associated with social cognition, or 
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thinking about what others are thinking, such as the superior temporal sulcus, show 
greater response when inferring the mental states of members of one’s own cultural 
group [14]. In both instances, these brain regions engaged during socioemotional 
processing show heightened response to culturally-familiar social signals. One 
important question that computational modeling can provide insight on is the extent to 
which this heightened processing for own-culture social stimuli is a function of 
cultural differences in perceptual information within the stimulus (e.g., template 
arrangement of facial signals) that activates a fixed or template-like neural 
representations within these regions. Alternatively, increased neural recruitment of 
amygdala and superior temporal sulcus for culturally-congruent perceptual 
information could simply reflect a learned neural response to a specific stimulus that 
remains flexible or dynamic to a wide range of perceptual input at certain period of 
development but then tunes with experience. 

3   Implications for Augmented Cognition 

While much work lies ahead in developing a computational cultural neuroscience 
approach to human brain and behavior, the implications of such an approach are 
numerous, particularly for the field of augmented cognition. A chief concern in 
developing novel technologies that increase human performance and decision-making 
is determining whether or not such technologies will adapt readily, with similar 
efficiency and accuracy, to human users who vary in cognitive styles due to cultural 
differences. To address this problem, augmented cognition researchers may use 
models from computational cultural neuroscience to engineer culturally-flexible 
technologies, achieving the goal of enhancing human cognition and socioemotional 
processing across culturally diverse populations. 
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Abstract. A study was conducted to investigate the use of neurophysiologic 
synchronies as a measurement of team cognition (1) in a military-style virtual 
environment simulation. Neurophysiologic synchronies (NS), defined as the 
second-by-second quantitative co-expression of the levels of cognitive 
measures by individual members of a team (8), were found to be useful in 
monitoring the quality of teamwork and to be a means to identify more optimal 
patterns of team interaction which can be used to provide feedback during 
training. In the current study, findings showed promise for further research in 
the collection of NS. A framework is also proposed to support the research and 
training of team cognition. 
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1   Introduction 

Team performance is critical to the success of many organizations whether the teams 
are co-located or virtual; hierarchical or decentralized. Today, team performance is 
equally critical for our warfighter. Mission success is dependent upon the coordinated 
effort of those teammates executing the mission side-by-side as well as the efforts of 
the extended team responsible for planning and supporting the mission.  

Our service men and women are well trained before they deploy. They are trained 
in how to operate their equipment, trained in operations and other requisite skills. 
However there is an identified gap between their formal training and the skills needed 
during a mission in a forward location. Sometimes what they need to know for a 
successful mission is only discovered the day prior.  

This gap is being addressed by the Services via deployed mission rehearsal training. 
During these training exercises, specific, current tactics, threats and situations can be 
rehearsed and practiced prior to the mission. Critique of the training rehearsal can be 
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given prior to the mission and a level of mission expertise can be attained by the team 
prior to the beginning of the mission. 

Deployed mission rehearsal training provides an opportunity to address the 
complexity of team performance. One aspect of team performance is experience. Dyer 
(2) suggests that when a team has more experience working together, they are better 
able to coordinate their efforts, and have better team processes and performance. 
Klein, Zsambok and Thordsen (3) suggest that teams may have maturity levels as they 
move from entry-level to expert-level team. Mission rehearsal provides an 
opportunity to execute scenarios of potential situations to allow the teams to move 
from entry-level to expert. 

A component of team expertise is addressed in the construct of team cognition or 
sometimes referred to as team level macrocognition (4, 5, and 1). This construct can 
be seen as the integrated thinking of a team that includes cognition, behavior and 
attitudes that contribute to team performance. It includes shared knowledge or mental 
models and shared processes. Blickensderfer et al (6) distinguish between pre-
performance shared knowledge (mental model) and the dynamic shared knowledge, 
such as shared situation awareness, that forms among team members while 
performing a task. Klein (7) lists real-time team processes whose quality contributes 
to team performance, such as controlling the flow of information, forming shared 
situation awareness, applying strategies for decision making and problem solving and 
monitoring team performance.  

Klein (7) and Blickensderfer et al. (6) suggest cognitive task analysis techniques to 
identify the knowledge requirements, including processes, decisions, barriers, errors, 
cues and strategies that need to be shared for effective team performance. Team 
cognitive task analysis techniques can be used to define the content of the shared 
mental model which will be the basis for mission training, including: mission 
objective, unique mission situation, roles and responsibilities, possible threats, and 
modifications to procedures for response to threats based upon latest intelligence and 
intent. 

The use of a virtual training environment simulation of the mission provides the 
rehearsal needed to build the expertise of the current team and to create a team shared 
mental model when directed feedback can be provided. Mathieu et al. (5) used a 
networked simulation with six scenarios to investigate the development of shared 
mental models and their effect on team performance. They did not provide detailed 
analysis and feedback, such as an After Action Review, after each scenario because 
they were looking at the effects of experience alone. They found some improvement 
to coordination and cooperation, but it did not result in a greater shared mental model. 
Their findings support the idea that guided experience and developmental feedback is 
needed to support this type of learning. Given that team cognition addresses both 
internal and external processes of the team, a challenge to providing the most 
appropriate feedback to enhance training becomes identifying a measurement of team 
performance that allows for timely feedback to the team to guide them in their 
internal process of building their shared mental model and improving their team 
processes. Stevens et al. (8) suggests that internal processes can be studied via 
surrogate quantitative measures such as EEG metrics, pupil size, and heart rate 
variability.  
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2   Neurophysiologic Measurement of Team Performance 

Previous research examined the utility of collecting team members’ 
electroencephalography (EEG) and electrocardiography (ECG) to measure cognitive 
components such as attention, workload, engagement, and stress for the modeling of 
team cognition (8). In this study, five three- person- teams of college students were 
asked to do a problem solving task to make a determination if the person shown in a 
simulated reality show should seek help for drug abuse. EEG data collected using the 
B-Alert wireless headset and software from Advanced Brain Monitoring, Inc (ABM). 
first decontaminates and then performs real-time calculations of cognitive states 
changes. The result is a value for mental work load (WL) and engagement (E) ranging 
from 0.1 to 1.0 for each 1 second epoch. The WL and E values are then normalized, 
values for each team are provided to a self organizing artificial neural network which 
then provides patterns of WL and E for each team, called neurophysiologic 
synchronies (NS). Neurophysiologic synchronies (NS) are the second-by-second 
quantitative co-expression of the levels of cognitive measures by individual members 
of a team. Stevens et al. (8) report unique neurophysiologic synchronies that were 
commonly found across the teams. Examples are patterns where all team members are 
actively engaged with moderate to high workload values to ones where one or more 
team members were not engaged and had low workload values. 

Each team was tested against the identified patterns and it was determined that 
each team was different in the number of NS and which NS were most frequent. For 
example, Group 3 had fewer NS frequently repeated and those were ones where all 
teammates were engaged and working. At the other end of the spectrum was Group 2 
with a high number of NS, with more of them representing team members who were 
not engaged or not working. Group 3 performed better based upon subjective ratings 
of video logs and objective measure of time to solution and correct solution. Group 2 
took the longest to complete the task. Stevens et al. (8) further aligned the NS to tasks 
the operators were performing and how those tasks map to three processes: mental 
model formation, mental model sharing and integration, and mental model 
convergence and revision. They identified three NS whose patterns of reoccurrence 
aligned well to each process.  

These findings suggest a promising approach for monitoring the quality of team 
internal processes that relate to team performance. We wanted to apply this approach 
to small teams of warfighters and to hopefully identify points to recommend more 
optimal synchronies after a mission rehearsal in order to improve team cognition and 
performance. 

3   Pilot Study 

A preliminary study was designed to further investigate the nature of team cognition, 
in particular, aspects of neurophysiologic synchronies as applied to small groups of 
warfighters. While the end objective is to look at team cognition at multiple levels: 1) 
the small team and 2) the multi-team, such as platoon level team, and to identify a 
method for providing directed feedback on internal team processes during a mission 
rehearsal session, the initial pilot study was designed to begin more simply.  
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Our hypothesis is that as members of a team perform a collaborative task, each 
team member will generate varying degrees of cognitive components such as 
attention, workload and engagement and that the levels of these will vary depending 
upon the task and the level of expertise of the team. Specifically, we expect to see 
changes in the levels of the cognitive component from first execution of the scenario 
to the sixth execution. We expect to see improvements in team performance in terms 
of time to execute the scenario and ability to recognize and avoid threats from the first 
execution of the scenario to the sixth execution. We expect to see patterns in 
neurophysiologic synchronies change from the first execution of the scenario to the 
sixth execution. 

3.1   Tasks and Methods 

For this study, the training scenario was built to investigate the fundamentals of three-
person team collaboration in a dismounted engagement in a small village. Total 
Immersion Software, Inc. RealWorld software was used to construct the scenario. 
RealWorld is a PC-based simulation platform that enables non-programmers to 
rapidly build 3D, geo-specific simulations. The primary team objective is to eliminate 
a foe and complete the mission, but to do that they must traverse a village and 
overcome unexpected obstacles. The scenario was designed to create cause-and-effect 
across team members. For example, if one team member did not obtain and 
communicate intelligence in a timely manner, the other team member would advance 
too far. This would trigger a hostile attack, a detonation of an IED, etc. Figure 1 
shows a view of the village with potential threats identified. Team member A (route 
shown in red) and B (route shown in blue) were on the ground with a choice of routes 
to achieve their objective and meet at the rendezvous point(s). Team member C acted 
in a command and control role from a remote location while using a UAV (free 
camera) feed to gain his tactical oversight of the village and mission. His second role 
is to be the communication link for the team. He has full access to beyond-line-of-
sight communications to provide intelligence reports of late breaking news to the 
team and to pass on requests for support from the team.  

Six subjects were recruited to participate in the study. Testing was conducted at the 
ABM offices located in Carlsbad, Ca. Three gaming systems were set side-by-side in 
a test room. Subjects were assigned to role of team member A, B, or C.  

The three team members were fitted with the ABM B-Alert EEG 9-channel 
wireless headset that has the following sensor site locations: F3, F4, C3, C4, P3, P4, 
Fz, Cz, and POz. An individual EEG baseline was collected. Subjects were given a 
30- minute practice session to allow them to become familiar with the RealWorld 
gaming controls. The subjects were briefed on their mission and a provided map of 
the village. The scenario was then initiated. Duration of each scenario was 
approximately five minutes. Subjects participated in 6 sessions running the scenarios 
with a 10 minute break between each session. Subject’s sessions were video recorded. 
Scenario start and end times and key event times (such as the triggering of an IED) 
were logged to RealWorld event log.  

The EEG data was processed by the software from ABM which first 
decontaminates and then performs real-time calculations of cognitive state changes. 
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Values for mental workload (WL) and engagement (E) for each individual team 
member was provided in a range from 0.1 to 1.0 for each 1 second epoch. Please refer 
to Berka et al. (9, 10 and 11) for a detailed description of the development of the 
gauges and this process. WL and E values were then normalized for each individual 
team member, and then combined at each epoch for every team member into a vector 
representing the state of the team as a whole. The epoch-by-epoch team vectors were 
then presented to a self organizing artificial neural network developed by the IMMEX 
Project, which results in a series of neurophysiologic synchronies (NS).  

 

Fig. 1. Map of Village with Threats and Possible Routes 

3.2   Results and Discussion 

Preliminary analysis of the data was both encouraging and disappointing. Time to 
complete the scenario was reduced by 59% from session 1 to session 2, but all 
subsequent sessions were no different from session 2. This suggests that although the 
scenario had a dynamic quality, given that many of the threats could be triggered by 
proximity, the actual execution of the scenario lacked the complexity necessary to 
distinguish or allow for improvements of the team after the second trial.  

The EEG data analysis was encouraging. Six neurophysiologic synchronies were 
frequently identified among the two teams. These can be characterized as the 
following: 

• Team member A highly engaged, but B and C had low engagement 
• Team members A and B were highly engaged 
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• Team member A and C were highly engaged 
• Team member B and C were highly engaged 
• No team members were highly engaged 

These NS occurrences are displayed over the course of a scenario in Figure 2. 
These invite the opportunity to investigate a relationship among operator tasks and 
team processes to NS as was done by Stevens et al. (8).  

 

Fig. 2. Neurophysiologic Synchronies during a Scenario 

Team engagement values were compared from session 1 to session 2. All three team 
members had a 6% increase in the occurrence of low levels of engagement (this is the 
None NS described above) in session 2 when compared to session 1. Said another way, 
team members spend 6 % more time not engaged in session 2 compared to session 1. 
Also, the amount of time Team member C was highly engaged with either Team 
Member A or Team member B decreased by 6% from session 1 to session 2. 

While the difficulties encountered with the scenario resulted in limitations in the 
data collected, two conclusions can comfortably be reached. First, neurophysiologic 
synchronies can be identified in a military-type scenario using a virtual environment 
simulation. This suggests that with further refinement of methodologies and future 
research, it may be possible to measure NS, correlate them to tasks and internal 
processes, identify optimal and suboptimal NS demonstrated by performance, and 
provide this feedback in a form for training during deployed mission rehearsal. 

A second conclusion that can comfortably be reached is that as new tools and 
techniques are discovered, a frequent challenge for cognitive researchers is to 
establish an experimental system that integrates these tools and techniques in a way 
that acknowledges the complexity of human cognition while allowing for 
experimental manipulation. Team cognition relies on a sophisticated understanding of 
shared mental models and the real-time monitoring and analysis of internal cognitive 
processes which must be tied to external performance. The number and types of 
human internal and external data points necessary to represent this complex 
phenomenon is in itself complex. In an attempt to address this fundamental research, a 
framework is proposed in the following section. 
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4   Proposed Experimental Framework 

In studying team cognition, as well as other complex phenomenon involving human 
cognitive abilities, the idea of an experimental platform has started to take form (12). 
Previous researchers in the field have developed systems to manage the research 
process, as well as the training process. This framework hopes to capitalize on these 
prior systems by use of modular plug-in components and defined interfaces. This will 
allow the “best of breed” tools and systems to be integrated into the framework.  

The EXpertise transferred to novice Performance for Evaluation, Research and 
Training (EXPERT) framework is designed to be scalable and flexible which could 
provide a working platform for Cognitive Research, Training as well as Adaptive 
User Interfaces and Human Factors/User Interface evaluation. 

As discussed in sections 1 and 2 above, both the delivery of a deployable mission 
rehearsal training system with access to targeted feedback for both internal and 
external process contributing to team performance, as well as the research platform 
needed to reach the point of such a deployable system requires the flow and 
integration of data that is easy for non-programmers to operate. The components 
shown in Figure 3 would make up such a system.  

 

Fig. 3. EXPERT Framework Components 

4.1   Knowledge Capture and Cognitive Model 

Desired or expert knowledge, processes, and procedures need to be captured, edited 
regularly and understood by the expert and training staff. The ability to systematically 
capture and represent this expert model allows the model to become a foundational 
piece to the EXPERT framework to track variations from the model during scenario  
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execution and provide a basis for establishing “success” criteria for a study. 
Variations may represent errors or at least events of interest to the study at hand 
whereas adherence to the model may represent confirmation or achievement of 
cognitive milestones. 

4.2   Database 

The database will provide the storage for the expert cognitive model as well as the 
operator/subject testing data that is stored in SCORM compliant format. This will 
allow the tracking of user progress toward objectives as well as the training record 
that could interface with a Learning Management System, if desired. The database 
will also provide the content required by the Mitigation component.  

4.3   Scenario Builder 

This component is the intersection of the cognitive model, the presentation system 
and the training objectives. It will contain a user interface that allows a trainer, tester 
or experimenter to specify the characteristics of the scenario to be run. Multiple 
scenarios can be created, stored and accessed by the testing component (for 
sequencing, etc). The builder will pass those values to the presentation system and 
also link to the knowledge model to draw the knowledge and behaviors appropriate 
for target participants and the OPFOR avatars. Scenario characteristics, such as the 
following need to be extracted and presented in a “checklist” format: pre-conditions, 
equipment load out, location and related map to be brought into presentation 
component, mission or tasking order details, personnel players, OPFOR personnel, 
and errors, threats, and situations of interest. 

4.4   Presentation System 

Presentations can include prototypes or already developed systems, training 
presentations such as simulations or serious games, or specially developed presentations 
for research studies. Outputs presented to the participant include sound, smell, facial 
features, virtual 3-D, and haptic sensations. Input devices to the system will include 
keyboard, mouse, joystick, touch, and gesture. 

4.5   Data Collection 

The framework will allow the collection of a variety of participant and system outputs 
for analysis to form the basis for understanding the current student/team model. 

• Neurophysiologic sensors data from systems such as EEG, EKG, GSR  
• Eye movement, fixations and pupilometry via eye trackers  
• Participant facial responses  
• Communication both verbal and chat  
• Critical system events such as the presentation of cues as well as user’s actions 

taken within the system 
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• Performance measures. This may require an input module to prompt the participant 
for a response or may require correlation to the model to monitor performance. 

• Synchronized logging of system events, sensor data, and user performance is 
stored and made available to the framework. 

4.6   Mitigation 

This component will compare the student model with the expert model. It will contain 
the rules for when a presentation intervention/change is required based upon 
participant and system data. It will also point to the content (remediation information, 
displays, etc) needed to address the mitigation.  

As our research continues our goal is to build out this framework. 
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Abstract. Augmented Cognition (AugCog) explores behavior in real-time and 
in real world settings. This research avenue is a departure from standard 
experimental approaches such as those accepted in the fields of Cognitive 
Psychology and the Neurosciences. AugCog as a field of study, therefore, has 
the potential to up-end some of the tried-and-true laboratory based findings on 
such topics as learning and transfer of learning. Steeped in history from both the 
biological systems perspective and the cognition neuroscience vantage, the 
future of AugCog seems contingent on its success at merging these paradigms 
and concurrently producing analysis tools with which to keep peering into the 
brain as it functions in operational environments. In this paper, we review the 
theories that drive Augmented Cognition approaches and evaluate their capacity 
to keep the field moving forward.  

1   Introduction 

Augmented Cognition (AugCog) was borne out of the Defense Advanced Research 
Projects Agency’s (DARPA) push for technologies that enhanced the Warfighter’s 
communication skills and those technologies that improved biosensing for medical 
applications [1]. The significance of combining these technologies into a capability 
that proposes to improve human cognitive abilities within high stress operational 
environments utilizing cognitive state information and a seamless human-
computational interface cannot be understated. Technology, methods and, constructs 
of cognitive neuroscience found their way into the dynamically changing, and at 
times, highly stressful reality of the combat soldier. However, AugCog is an applied 
research paradigm, and thus necessitates appropriate brain theories, sensitive 
measurement tools, as well as valid, reliable metrics to support its continued success.  

Kruse [2] identified several research gap areas that encompass AugCog protocols. 
These gap areas included validating baseline cognitive state measures and separating 
task-independent cognitive states and functions. However, the research gaps may be 
more fundamental. For example, the choice of brain theory guides the experimental 
approach and subsequently affects the results. More specifically, AugCog accepts an 
information-processing approach to brain function. This theoretical base determines 
the types of response variables and overall metrics needed to create a closed-loop 
adaptive human-computer interface. What evidence is there to suggest the type of 
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information-processing approach appropriate for reliably classifying cognitive states 
such that state information can in turn become a reliable response variable to the 
system?  

From a historical perspective, Bartlett [3] in his studies of memory also questioned 
how well we understood the internal state of the individual, especially at the start of 
an experiment (p. 10). He was concerned that the use of statistics would lend to 
confirmation bias and false support for theories based solely on results from 
laboratory experiments, which may be far from real world responses. In his view, we 
can never know the internal starting point of a participant; therefore, individual 
differences plagued experimental design despite randomization. Bartlett chose 
meaningful stimuli and explored how people passed information on to others (serial 
reproduction) or remembered the information themselves over time (repeated 
reproductions). Highly reliable or reproducible behavior patterns across participants 
emerged after repeating the experiment over several sessions. Repeating the trials 
with the same participants controlled for individual difference, while using two 
related response variables converged outcomes to suggest that memory was not 
veridical or stored in a single place or memory trace. While memory involved 
processing, it was not linear or statically stored information.  

Bartlett predicted that the interface between environment and mental process 
produced emergent properties of the memory “trace” not found in the foundational 
interaction [4]. Thus, memory formation and its subsequent recollection are active 
processes whereby there is a “top-down” or personal influence when interpreting the 
world. With respect to memory, Bartlett’s active construction process based upon 
prior knowledge is very different from a stimulus driven associative process that 
theorists such as William James proposed [5]. This latter constrained single direction 
of brain processing stages seems inherent in the current AugCog approach. Moving to 
the 21st century, do current dynamical neural systems approaches and their more 
explicit relation to cognitive processes provide a better foundation from which to 
operationally define important constructs of AugCog?  

In this review, we outline the historical attributes of information-processing theory 
that currently influence the AugCog approach. Multiple resource theory, which drives 
underlying constructs pertaining to adaptive system design, is also discussed [6]. We 
further present alternative theories such as cybernetics and dynamic neural systems 
that may change the outcome of not only the system design, but also how we measure 
operator cognitive states.  

2   Historical Review of the Information Processing (IP) Approach  

Neisser [7] defined ‘cognition’ as “all the processes by which the sensory input is 
transformed, reduced, elaborated, stored, recovered, and used”. The computer 
metaphor acted as an organizing principle from which to guide appropriate avenues of 
study. Humans as information-processing systems actively acquired knowledge and 
skills through interaction with the environment, as well as through inner reflection. 
Information was then processed, stored, and subsequently retrieved when needed for 
responding. Foundational units of cognition are internal mediating states called 
representations that can be symbolic (image or words), enduring, and amodal (sensory 
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independent) in nature [8]. Learning became a process, then that involved the 
forming, integrating, and organizing of mental representations in a series of sequences 
and stages. What a person knows, therefore, is not necessarily observable by their 
behavior as suggested by other schools of thought (i.e. Behaviorism). 

Mental representations are similar to data structures of a computer whereby they 
allow for efficient manipulation and storage of information. More specifically, a 
representation defines the type of input and output (information) a process or more 
generally, a system handles as opposed to the environment (i.e., behaviorism). 
Computations are the logical rules that organize and operate on representations, for 
example, to create new representations. In general, an information processing 
approach determines the sequence of metal operations (cognitive processing) and 
defines the products (representations) that delineate the cognitive constructs (e.g., 
memory systems) of interest.  

David et al. [9] described the fundamental constructs of cognitive psychology as: 
information processing, cognitive structures, and cognitive architectures. Accordingly, 
IP provides the rules necessary to transform mental representations. A cognitive 
structure (e.g., memory systems) is the organized outcome of these computations. A 
cognitive architecture then integrates and unifies all related cognitive structures, 
processes, and representations such that a model (e.g., symbolic or network) can 
explain and predict cognition [10]. Further, the IP theory afforded analytic methods 
that allowed for mathematical definitions that provided an objective means of 
characterizing, quantifying, and qualifying underlying brain processes [11]. IP, as a 
framework, provided the constructs and analysis tools for a rich exploration into the 
nature of information processing (e.g., continuous versus discrete transmission, 
limited-capacity versus capacity free processing, etc.). However, these experiments 
remained laboratory based and contrived in the sense that they matched assumptions to 
a model and not directly to the human operator. Would the IP model hold in 
operational environments?  

3   Multiple Resources Theory and the Human Operator 

Multiple Resource Theory (MRT) extends IP theory into the multi-tasking domain of 
real world human performance [6, 12]. Resources are loosely defined as 
“commodities” possibly “pools of energy” used during information processing. 
Wickens [12] postulated the existence of separate resources for the different stages of 
processing. These stages include perception, cognition, and responding. In addition, 
codes of processing or algorithms used to transform information are different across 
modalities such as vision and audition. The model suggests that time-sharing will be 
more efficient when tasks do not share the same resources within a stage. The strength 
of this theory is its predictive power when determining performance outcomes of 
dual-task experiments [6, 13]. The MRT has become a widely used heuristic in 
human-system interface design [14]. While cited as a theoretical premise for AugCog 
research, the MRT may not be detailed enough to predict performance results from 
dynamically changing, complex tasks.  

Wickens [6] outlined weaknesses of the MRT such as not considering tactile input 
to the modalities dimension and the inability of the model to discern resources 
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allocation. Szalma and Hancock [15] suggested that the term resources itself is not 
operationally defined meaningfully. Further, the MRT fails to distinguish between 
bottlenecks due to structural attributes (e.g., brain architecture) and those that are truly 
resource related. While decreased performance is the common outcome of either a 
structural or a resource limitation, from the AugCog perspective, these underlying 
mechanisms may lead to different approaches to mitigating the performance 
decrement. Thus, a better understanding of how the brain works may be necessary to 
continue the forward progress of AugCog.  

4   Behavioral Cybernetics and Automated Systems Intelligence 

Current neuroimaging data support that the brain performs information-processing 
tasks. However, it is also true that the human system provides feed-forward and feed-
backward controls such as those proposed by behavioral cybernetics. According to a 
cybernetics framework, motor processing modified through sensory feedback 
underlies all behavior [16]. Theoretically, this closed-loop system may provide a more 
natural paradigm from which to guide interface design. Human-system interactions 
should determine the types of sensory feedback and subsequent motor control, both 
static and dynamic, necessary for optimal task performance. Thus, task-specific 
factors supported more or less by the design features within the human-system setup 
affects cognitive learning, transfer of training, and other individual difference based 
outcomes. Smith et al. [16] suggested that task design components affect cognitive 
performance of the operator more than internal information-processing bottlenecks (p 
284). Smith and Henning [17] further contended that information-processing theories 
are “nonrefutable” and provide little explanatory power; therefore, theories such as 
the MRT are incapable of driving the field of AugCog.  

The failure of information-processing approaches to account for motor-sensory 
control issues of the operator potentially oversimplifies the human to input/output 
responses that do not account for feedback based control or behavioral adaptation in 
response to changing environmental variables. The AugCog closed-loop system would 
lack appropriate transfer of control between the automated system and the human 
operator. A system that does not allow the operator to predict next actions readily or 
flexibly may be a deterrent to consistent task performance and learning [17]. The 
adaptive system within the AugCog closed-loop design should be intelligent enough to 
support the operator in a cooperative manner. In this bi-directional information 
exchange between the adaptive system and the operator, how then does the system 
initialize the starting point of the operator and subsequently identify state changes 
(machine and human) that may be detrimental to the symbiotic relationship needed 
during task performance? The lack of specificity of either behavioral cybernetics or IP 
theories are not convincingly powerful enough alone to address the critical design 
issues of an AugCog system.   

5   Dynamical Neural Systems and Cognitive State 

Cognitive state implies the existence of a measurable global neurocognitive state and 
additionally the potential to measure the status of different brain systems that mediate 
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response behavior [18]. The IP approach suggests that the brain manipulates or 
processes brain representations via specified rules or in the case of a connectionist 
model, learning algorithms [19]. Therefore, we must localize the brain area that 
facilitates processing of task related representations to assess operator cognitive 
status. Bressler [18] points out that the brain is highly interconnected via long and 
short-range connections, thus cognitive state may not be measurable through a 
localization or input/output approach.  

A state reflects a change over time that can dynamically shift based upon internal 
and external forces. Coordinated brain patterns and not the sequential sense-think-act 
model may apply better when considering meaning in the context of a particular 
environment or situation [19]. The theoretical position of coordination dynamics 
posits that there is a dynamic coupling between brain areas, as well as the world, that 
functions to convey cognition [20]. Electroencephalography (EEG) may capture the 
neural signatures related to brain state changes better than other neurosensing tools 
(e.g., functional magnetic resonance imaging-MRI). A dynamical systems approach 
may provide the flexibility and measurability needed for successful AugCog research.  

6   Conclusion 

In his historical review of skill acquisition, Adams [21] noted that, “experiments 
enriched by history could contribute to the science rather than only brightening an 
inconsequential corner” (p. 41). Additionally, grounding theoretical explorations 
within a historical framework protects against fad research that detracts from the 
forward progress of a field of study. AugCog, from its inception, based itself in 
cognitive psychology theory. Translating information-processing theories into a 
viable applied approach whereby reliable measures of operator cognitive state within 
operational environments are questionable. A more sustaining and fruitful approach to 
AugCog research may lie in understanding dynamical neural systems.  
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Abstract. Along with theoretical advances in neuroscience research, recent 
neurotechnological developments provide portable recording and processing 
systems that can be employed for real-time assessment in applied military 
environments. This article provides a brief overview of research related to non-
invasive brain biomarkers derived from brain signals that can track brain 
dynamics during cognitive-motor performance. Potential applications of such 
brain biomarkers for military personnel such as neurofeedback for accelerated 
learning as well as brain monitoring for performance assessment and 
rehabilitation are discussed.  

Keywords: Cognitive-motor performance, EEG/fNIRS biomarkers, alpha 
power, phase synchronization, brain monitoring, neurofeedback, rehabilitation. 

1   Introduction 

In parallel with the continuous advancements of neuroscience, the recent developments 
of neurotechnology are able to provide wearable sensors and portable recording 
systems that can be employed for real-time assessment in applied environments [1],[2]. 
Thus, the idea to transfer some current techniques from laboratories to the field is 
increasingly being considered. Among the various avenues of applied neurosciences, 
applications in clinical settings and in the operational realm could be highly beneficial 
to the military as well as commercial/industrial communities [2]. In particular, when 
considering the military environment, it is widely accepted that “the Soldier is the 
acknowledged centerpiece of the Army’s warfighting system, and success largely 
depends on the mental status of these individuals.” ([3], p.1). Therefore, there is a need 
to develop rigorous neuropsychological/neurological assessment techniques, which 
would represent a major advance in Soldier performance research [3],[4]. Specifically, 
the training of individuals, as well as the monitoring of individual cognitive-motor 
states during performance, appear to be two important avenues that need to be 
considered in operational settings [2].  
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Training and monitoring of cognitive-motor performance can be based on the 
combination of behavioral analyses as well as on the investigation of brain dynamics. 
Brain activity assessment can provide sensitive indicators to evaluate the brain/mental 
status of the performer. For instance, while behavioral outcomes are informative on 
the quality of performance, the performance can be influenced by multiple 
confounded factors (e.g., fatigue, workload, level of expertise, etc.), which could be 
revealed by accessing brain/mental status. 

Such assessment is possible by employing non-invasive embedded brain 
monitoring systems based on specific indicators or brain biomarkers to track brain 
dynamics. Additionally, such monitoring tools should allow for the tracking of brain 
dynamics in ecological situations in which humans learn new tasks, master novel 
tools, and/or adapt to changing environments. Thus, these brain biomarkers should 
not only be non-invasive (i.e., no surgical intervention needed), but also simple to 
record and analyze in addition to being robust and sensitive to specific changes in 
brain function in natural situations. Electroencephalography (EEG) is well suited for 
such assessment in situations that require non-invasive recording of the dynamic brain 
activity with high temporal resolution (e.g., millisecond). In addition, hemodynamic 
signals such as functional near infra-red spectroscopy (fNIRS) can also be recorded 
by portable devices and provide a good complementary method to EEG [5]. Over the 
years, multiple research efforts (e.g., [6],[7],[8],[9],[10],[11],[12],[13],[14],[15],[16]) 
proposed methods and provided such biomarkers that could be employed to track the 
brain status during cognitive-motor performance. 

This article, will first overview elements related to brain biomarkers of cognitive-
motor performance. Then, potential applications in a military context such as 
neurofeedback for accelerated learning as well as brain monitoring for veteran 
rehabilitation and performance assessment will be discussed. 

2   Elements of Overview 

This section will focus mainly on brain biomarkers associated with cognitive-motor 
performance derived from EEG and to a lesser extent from fNIRS. As mentioned 
above, both can be recorded by portable systems and, therefore, are particularly well 
suited for brain assessment during cognitive-motor performance (e.g., aiming, 
reaching) in the field.  

2.1   Spectral Power 

Since the seminal work conducted by Hatfield and colleagues [10] close to three 
decades ago, a growing body of evidence suggests that it is possible to assess the 
cortical dynamics of cognitive-motor skills in expert performers during visuomotor 
tasks. These investigations revealed progressive changes in EEG during skill learning 
and also differences in the level of EEG power between novice and expert sport 
performers [8],[9],[11],[14],[13],[14],[15],[16]). Particularly, alpha (~ 8-13 Hz) and 
theta (~ 4-7 Hz) power were positively related to the level of cognitive-motor 
performance [8],[11],[12],[13]. For the sake of clarity and conciseness, only the 
results related to alpha power are presented here. However, theta oscillations also 
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appear to be related to performance enhancement and, specifically, an increasing body 
of evidence supports that theta oscillations could be functionally related to error 
monitoring [9],[17],[18].  

Namely, previous investigations reported that experts demonstrated an overall 
increase in EEG alpha power compared to novices in the left temporal region during a 
precision aiming task [11],[12]. The results suggest that differences in EEG alpha 
power are related to the differences in the level of mastery of the cognitive-motor task. 
In general, such EEG changes are indicative of high levels of skill and associated with 
a cortical refinement leading to reductions of nonessential cortical resources to perform 
the task [11]. This is consistent with the idea that a high level of alpha power 
corresponds to a reduced activation of a given cortical region indicating a reduction of 
the recruitment of neural resources [11]. Also, these differences in cortical dynamics 
between novices and experts mirror important performances discrepancies. Namely, 
the experts scored higher and exhibited lower performance variability compared to the 
novices. Thus, these studies can contribute to the development of brain biomarkers 
(e.g., changes in EEG alpha power) capable of identifying a high level of cognitive-
motor performance resulting from an extensive practice period. However, this research 
did not focus on the evolution of such brain biomarker throughout the training period 
itself. 

 

Fig. 1. Concomitant EEG and kinematic changes throughout adaptation for the learning and 
control groups. Changes in movement time (MT) for the learning (A) and the control (B) 
groups for early, middle, and late adaptation. The scalp plots represent the changes in alpha 
power through the same practice period for the planning stage. Changes in the magnitude of the 
standardized (sd units) EEG alpha power during planning (black circles) and execution (empty 
circles) for the learning (C) and control (D) groups. (Adapted from [9]). 

Cortical changes during learning were examined in a recent investigation that 
assessed changes in brain dynamics throughout a marksmanship intensive training of 
novice performers from the US Naval Academy during three months [13]. The 
findings revealed that throughout the training period the shooting performance was 
enhanced along with an increase in alpha power at the (contralateral) left temporal site 
while such a result was not observed when participants were at rest. Recently, this 
research has been extended by employing movements related to daily activities (e.g., 
reaching, grasping; [9],[16]). This research employed a shorter learning timeframe 
(hours instead of weeks/years) of a new cognitive-motor skill and assessed 
interferences with previously acquired motor experiences [9]. This latter aspect is 
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important since, in practice, Soldiers often need to switch/adapt rapidly from one task 
to another, potentially inducing interference between tasks. In this study, EEG brain 
signals were analyzed from participants divided into two groups: i) a learning group 
that had to learn a new visuomotor transformation while performing drawing 
movements requiring suppression of familiar cognitive-motor responses, and ii) a 
control group for whom no visual transformation had to be learned [9]. The findings 
revealed that as participants of the learning group enhanced their cognitive-motor 
performance, EEG frontal alpha power during both movement planning and execution 
was progressively increased. It was suggested that such changes reflected initial 
involvement of frontal executive functioning to suppress established visuomotor 
mappings followed by a progressive idling [9]. No change in EEG alpha power nor 
performance was observed in the control group.  

Thus, altogether this research suggests that changes in EEG alpha power can be 
used as non-invasive functional brain biomarkers either to assess the level of mastery 
of a particular cognitive-motor skill and/or to track the evolution of brain dynamics 
throughout cognitive-motor training. 

2.2   Phase Synchronization 

Besides biomarkers derived from EEG power, phase synchronisation (coherence, 
phase locking value (PLV)) of EEG signals that reflect the degree of cortico-cortical 
communication also provide brain biomarkers for cognitive-motor performance.  

Although relatively less common than studies investigating EEG power, several 
recent investigations focusing on the degree of cortico-cortical communications in 
relation to changes in cognitive-motor performance have been conducted 
[6],[7],[16],[19]. Generally, these studies have provided convergent evidence that 
skilled individual exhibited a reduced level of coherence between cortical areas. For 
instance, EEG coherence between frontal and several other cortical regions in two 
groups of highly skilled marksmen who were similar in expertise, but who differed in 
competitive performance history were compared. One group performed consistently 
better in competition and exhibited significantly lower coherence between the left 
temporal region and the premotor area in the high-alpha (10–13 Hz) and low-beta 
(13–22 Hz) bandwidths during the aiming period [6]. Similarly, it was shown that 
coherence could assess brain dynamics in relation to the level of mastery of a motor 
task. Particularly, expert marksmen exhibited lower coherence over the whole scalp 
compared to novices, with the effect most prominent in the right hemisphere. 
Coherence was positively related to aiming movement variability in experts [7]. A 
reduction in coherence is generally interpreted as a refinement of cortical networks in 
experts reflecting a reduction of nonessential functional communications among the 
cortical regions of interest associated to a superior performance [11].  

Recently, (similar to the EEG power, see section 2.1) this research has been 
extended by considering a short period of training during which participants had to 
learn a new visuomotor task while inhibiting prepotent cognitive-motor responses 
[20]. The findings revealed a decrease of phase synchronization (PLV) for both 
movement planning and execution as participants adapted throughout training. These 
changes were correlated with enhanced kinematics as the task progressed.  
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Fig. 2. Changes in PLV for the learning (A) and control (B) groups throughout practice during 
the planning stage. PLV versus movement length (ML) for the learning (C) and the control (D) 
groups. Standard deviation (SD) is used as unit. The black and gray color represent the PLV 
values for the pair of electrodes Fz-F4 (high beta band) and Fz-C4 (gamma band), respectively. 

Therefore, as a whole, changes in EEG coherence can be used as additional 
functional brain biomarkers to assess the level of a particular cognitive-motor skill 
and/or to track brain dynamics during cognitive-motor training. 

2.3   Functional Near Infra Red Spectroscopy and Hemodynamic Responses 

Besides EEG it is also important to investigate hemodynamic changes by using 
alternative approaches such as fNIRS to derive brain biomarkers related to cognitive-
motor performance. While EEG measures electrical activity, fNIRS measures blood 
oxygenation levels in the brain, providing a different, possibly complementary, source 
of information about brain functioning that is accessible with portable recording 
systems [1],[5]. fNIRS is an emerging optical brain imaging modality that measures 
hemodynamic response in order to provide biologically relevant indicators for brain 
functions such as cognitive workload [21] and cognitive-motor performance [22],[23]. 
These qualities make fNIRS well-suited for assessing brain status during ecological 
situation in the field [21],[22]. Specifically, several studies investigated the brain 
activity by employing fNIRS when comparing cognitive-motor skills in novice and 
expert performers during training [22],[23]. For instance, by analyzing fNIRS signals 
recorded in prefrontal regions and manual dexterity, technical skill of expert and 
novice surgeons while performing a surgical knot-tying task were compared [22]. The 
findings revealed a decrease in relative changes of total and oxygenated hemoglobin 
as well as an increase in deoxygenated hemoglobin throughout training. It was 
concluded that learning-related refinements in performance were mediated by 
reductions in prefrontal activation. Recently, by using a task where participants had to 
learn a novel visuomotor transformation while suppressing familiar motor plan (see 
section 2.1), the changes in fNIRS recorded at the prefrontal regions along with 
changes in performance were investigated [23]. Preliminary results revealed that 
throughout training the performance was enhanced along with a simultaneous and 
progressive reduction in prefrontal oxygenated hemoglobin.  

The high prefrontal activation during early learning may reflect a primary role of 
the inhibitory processes to suppress familiar motor responses of inappropriate actions 
while such a role is reduced during late learning reflected by a smaller prefrontal 
activation [23]. It must be noted that the enhancement of the performance along with 
a reduction of the prefrontal activity are in accordance with results revealing an 
increase in prefrontal alpha power previously reported with the same task [9].  
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Fig. 3. Changes in movement time (MT; left panel); in oxygenated hemoglobin (HBO2; middle 
panel) throughout adaptation for the learning group. Oxygenated hemoglobin versus movement 
time (MT) for the learning groups (right panel). Standard deviation (SD) is used as unit 
(Adapted from [23]). 

Therefore, although additional research is needed, changes in oxygenation, 
deoxygenation, total haemoglobin extracted from fNIRS signals seem to be promising 
to provide (hemodynamic-based) non-invasive functional brain biomarkers to assess 
the level of a particular cognitive-motor skill and/or to track the evolution of brain 
status during cognitive-motor practice.  

3   Future Potential Applications 

3.1   Neurofeedback and Accelerated Learning 

A possible area of application of these EEG/fNIRS biomarkers would be the training 
of military personnel. “Today's warfighter is required to master a large number of 
diverse skills spanning the range of cognitive and motor domains in increasingly rapid 
timeframes” [24]. Thus, the training/learning of cognitive-motor performance is often 
performed under time pressure and may require the acquisition of several tasks at the 
same time. Thus, there is a growing interest to develop methods to enhance/accelerate 
the learning.  

A possible method to enhance/accelerate learning would be to use augmented 
feedback with neurofeedback (or biofeedback) systems. Neurofeedback (or 
biofeedback) is a training technique that measures processes and provides feedbacks 
(e.g., visual, auditory) based on the neural activity (e.g., EEG) of individuals to help 
these individuals learn to control/change their brain activity. Although, further 
research seems to be needed, one possible application of neurofeedback with healthy 
individuals is enhancement of cognitive-motor performance [25]. For instance, based 
on previous results associating the changes in EEG alpha power at specific scalp sites 
and performance outcomes, it was shown that neurofeedback could significantly 
improve shooting performance in twenty four skilled archers [26]. The effect of EEG 
neurofeedback training was also examined in golfers, comparing performance 
enhancement with and without neurofeedback [27]. It was shown that the overall 
percentage of successful putts was significantly greater once neurofeedback was 
administered. Moreover, combined with additional findings (e.g., performance related 
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to memory, attention, creativity and mood [28],[29]) it appears that neurofeedback 
can elicit positive changes in performance and thus has promising implications to 
enhance/accelerate cognitive-motor performance. 

Therefore, since the functional biomarkers previously described were able to track 
changes in cerebral cortical dynamics during learning of a new cognitive-motor skill, 
it would seem reasonable to integrate them in a neurofeedback system to provide 
augmented feedback to individuals and thus analyze how this would enable 
enhanced/accelerated learning. Thus, this augmented (brain-based) feedback could be 
combined with feedbacks from the behavior that should allow the participants to learn 
faster/better compared to the situation when only ‘classical’ feedbacks are available 
[27]. When considering the augmented feedback, (without overloading the 
information processing capacity of individuals) multimodal augmented feedback 
could be considered including EEG (e.g., power, coherence) and fNIRS (e.g., 
oxygenated hemoglobin) biomarkers to provide a more robust, accurate and efficient 
feedback during the learning of new cognitive-motor skills. However, general (e.g., 
directionality of the changes in power and coherence) as well as specific (e.g., brain 
sites) features of these biomarkers depend on several factors (such as the nature of the 
task; task requiring inhibition of prepotent cognitive-motor responses or not, etc.) and 
thus should be taken into account in neurofeedback systems design.  

3.2   Brain Monitoring for Cognitive-Motor Performance Assessment  

Military Personnel 
Another application of these brain biomarkers would be to monitor brain activity for 
cognitive-motor performance assessment in military personnel performing a specific 
task. An application that seems particularly well-suited would be to monitor brain 
activity when behavioral performance may be not directly accessible. This is typically 
the case of the remote warfighters where Soldiers are unseen from other team 
members, operating in remote outpost (e.g. inside building in urban conflict) [3]. 
Thus, the recording and processing of objective brain biomarkers for such individuals 
would allow brain monitoring related to performance, fatigue, workload or 
stress/emotional status assessment [3],[30]. Thus, biomarkers related to cognitive-
motor performance could also be combined with others related to specific mental 
states such as fatigue [31], workload [32] or stress/emotional responses [33]. For 
instance, it has been recently suggested that changes in EEG coherence would provide 
a metric that could monitor workload/task-related mental demand and assess 
cognitive-motor learning [32]. Moreover, it was also suggested that the commonly 
observed high level of alpha power this is generally associated to the mastery of 
cognitive-motor skills in the left temporal region appears to be reduced when 
individuals perform under pressure [33]. In the same vein, theta power increase can be 
related to fatigue and reduced alertness [31] as well as performance enhancement 
[17],[9]. Interestingly, changes in theta power related to drowsiness are reflected by 
the low component (~4-5 Hz) located at the central and posterior sites of the frontal 
regions [31],[34] while those observed for cognitive-motor performance enhancement 
are reflected by the high component (~ 6-7 Hz) located at the anterior and lateral sites 
of the frontal regions [23]. Therefore, when combining these various biomarkers it 
would possible to disentangle and thus assess, to some extent, separately the level of 
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cognitive-motor performance, stress, fatigue and workload. It is important to note that 
even if the behavioral performance is available, the monitoring of brain states is still 
important since a poor cognitive-motor performance can result from several factors 
(e.g., stress, workload, fatigue, etc.) that will affect the behavior. Thus, such brain 
status assessment could help to provide a more accurate and relevant decision making 
tool related to Soldier and task force management. For instance, if the level of fatigue 
or stress is becoming too high, the Soldier should be replaced before he/she makes 
any mistakes. In the future, brain monitoring systems based on multiple biomarkers 
(e.g., EEG power, coherence) could allow identifying when Soldiers are incapacitated 
and predict forthcoming human failure. By providing robust brain status assessments, 
such multimodal brain monitoring systems could be particularly significant as a part 
of a more general system that can automatically take over from the human in the loop 
in order to prevent any critical failure [3]. 

Rehabilitation of Veterans  
Another interesting avenue for brain monitoring applications would be the 
rehabilitation of veterans and specifically to provide assessment tools for diagnostic, 
prediction and recovery. This seems particularly relevant for veterans having 
cognitive-motor problems (e.g., post-traumatic stress disorder, traumatic brain injury) 
such as the “Invisible Wounded Soldier” where the integrity of brain functions has 
been compromised. Thus, in addition to the information provided by the usual 
behavioral performance, brain biomarkers specifically engineered for a particular 
impairment could provide critical metrics for diagnosis (e.g., the Soldier is able to 
return to duty if desired, impairment identification, etc.). Similarly, the combination 
of behavior and brain biomarkers could be employed for cognitive-motor restoration 
by providing complementary information that would allow identifying potential 
cerebral compensation mechanisms. One promising direction would be to employ 
such biomarkers to assess the dynamics of the cognitive workload capacity recovery 
in veterans throughout the rehabilitation process. In such a context, heightened mental 
workload could be indicative of compromised brain processes resulting from 
cognitive impairments. In addition to the EEG power and coherence previously 
mentioned [32], metrics such as event related potentials (ERPs) could also be 
employed as reliable indices of mental workload [35].  

Therefore, the combination of brain biomarkers from (e.g., EEG power, coherence, 
ERPs, and fNIRS) different brain imaging modalities could provide a higher degree of 
confidence in assessment tools that would enable efficient and robust brain 
monitoring systems to enhance cognitive-motor performance.  
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Abstract. Motion sickness (MS) is a normal response to real, perceived, or even 
anticipated movement. People tend to get motion sickness on a moving boat, 
train, airplane, car, or amusement park rides. Although many motion sickness-
related biomarkers have been identified, but how to estimate human’s motion 
sickness level (MSL) is a big challenge in the operational environment. 
Traditionally, questionnaire and physical check are the common ways to 
passively evaluate subject’s sickness level. Our past studies had investigated the 
EEG activities correlated with motion sickness in a virtual-reality based driving 
simulator. The driving simulator comprised an actual automobile mounted on a 
Stewart motion platform with six degrees of freedom, providing both visual and 
vestibular stimulations to induce motion-sickness in a manner that is close to that 
in daily life. EEG data were acquired at a sampling rate of 500 Hz using a 32-
channel EEG system. The acquired EEG signals were analyzed using 
independent component analysis (ICA) and time-frequency analysis to assess 
EEG correlates of motion sickness. Subject’s degree of motion-sickness was 
simultaneously and continuously reported using an onsite joystick, providing 
non-stop psychophysical references to the recorded EEG changes. We found that 
the parietal, motor, occipital brain regions exhibited significant EEG power 
changes in response to vestibular and visual stimuli. Based on these findings and 
experimental results, this study aims to develop an EEG-based system to 
estimate subject’s motion sickness level upon the EEG power spectra from 
motion-sickness related brain areas. The MS evaluation system can be applied to 
early detection of the subject’s motion sickness and prevent its uncomfortable 
syndromes in our daily life. Furthermore, the experiment results could also lead 
to a practical human-machine interface for noninvasive monitoring of motion 
sickness of drivers or passengers in real-world environments. 

Keywords: EEG, ICA, motion-sickness, estimation, time-frequency, driving 
cognition. 

1   Introduction 

Motion-sickness is a common experience to everybody, and it has provoked a great 
deal of attentiveness in plenty of studies. The sensory conflict theory that came about 
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in the 1970’s has become the most widely accepted theorem of motion-sickness 
among scientists [1]. The theory proposed that the conflict between the incoming 
sensory inputs could induce motion-sickness. Accordingly, new research studies have 
appeared to tackle the issue of the vestibular function in central nervous system 
(CNS). In the previous human subject studies, researchers attempt to confirm the 
brain areas involved in the conflict in multi-modal sensory systems by means of 
clinical or anatomical methods. Brandt et al. demonstrated that the posterior insula in 
human brain was homologous to PIVC in the monkey by evaluating vestibular 
functions in patients with vestibular cortex lesions [2]. In agreement with previous 
clinical studies, the cortical activations during caloric [3] and galvanic vestibular 
stimulation [4] had been studied by functional imaging technologies such as positron 
emission tomography (PET) and functional magnetic resonance imaging (fMRI). To 
overcome the temporal limitation of the two imaging modalities, some studies have 
investigated the vestibular information transmission in time domain. Monitoring the 
brain dynamics induced by motion-sickness because of its high temporal resolution 
and portability De Waele et al., for example, applied current pulse stimulation to 
patients’ vestibular nerve to generate vestibular evoked potentials [5]. 

The EEG studies related to motion-sickness can be divided into two groups 
according to the types of stimuli: vestibular and visual. Vestibular stimuli were 
normally provided to the subjects with rotating chair [6-7], parallel swing [8], and cross-
coupled angular stimulation [9] to induce motion-sickness. Theta power increases in 
the frontal and central areas were reported to be associated with  motion-sickness 
induced by parallel swing [8] and rotating drum [6-7]. Chelen et al. [9] employed cross-
coupled angular stimulation to induce motion-sickness symptoms and found increased 
delta- and theta-band power during sickness but no significant change in alpha power. 
Visually induced motion-sickness is also commonly studied in previous studies. 
Visually induced sickness can be provoked with an optokinetic drum rotating around 
the yaw axis. This situation can cause a compelling sense of self-motion (called 
vection). Vestibular cues indicate that the body is stationary, whereas visual cues report 
the body is moving. Hu et al. investigated MS triggered by the viewing of an 
optokinetic rotating drum and found a higher net percentage increase in EEG power in 
the 0.5-4 Hz band at electrode sites C3 and C4 than in the baseline spectra. [10]. This 
study employees ahe driving simulator comprised an actual automobile mounted on a 
Stewart motion platform with six degrees of freedom, providing both visual and 
vestibular stimulations to induce motion-sickness and accompanied EEG dynamics.  

Our past studies [11-13] had investigated the EEG activities correlated with motion 
sickness in a virtual-reality based driving simulator. We found that the parietal and 
motor brain regions exhibited significant alpha power suppression in response to 
vestibular stimuli, while the occipital area exhibited motion sickness related power 
augmentation in mainly theta and delta bands; the occipital midline region exhibited a 
broad band power increase. Based on these results, we think that both visual and 
vestibular stimulations should be used to induce motion sickness in brain dynamic 
research. Hence, we attempt to implement an EEG-based evaluation system to 
estimate subject’s motion sickness level (MSL) upon the major EEG power spectra 
from these motion sickness related brain area in this study. The evaluation system can 
be applied to early detect the subject’s MSL and prevent the uncomfortable 
syndromes occurred in advance in our daily life. 
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2   Materials and Methods 

2.1   Experimental Paradigm 

Unlike the previous studies, we provided both visual and vestibular stimuli to 
participant through a compelling VR environment consisting of 360o projection of VR 
scene and a motion platform with six degree-of-freedom to induce motion-sickness.  
With such a setup, we expected to create motion-sickness in a manner that is close to 
that in daily life.. During the experiment, the subjects were asked to sit inside an 
actual vehicle mounted on a motion platform, with their hands holding a joystick to 
report their sickness level continuously.  The VR scenes simulating driving in a tunnel 
were programmed to eliminate any possible visual distracter and shorten the depth of 
visual field such that motion-sickness could be easily induced. A three-section 
experimental protocol (shown in Fig. 1) was designed to induce motion-sickness. 

 

Fig. 1. Experimental design of motion-sickness experiments 

First, the baseline section contained a 10-minute straight road to record the 
subjects’ baseline state. Then, a 40-minute motion-sickness section, which consisted 
of a long winding road, was presented to the subjects to induce motion-sickness. 
Finally a 15-minute rest section with a straight-road condition was displayed for the 
subjects to recover from their sickness. The level of sickness was continuously 
reported by the subjects using a joystick with continuous scale on its side. The 
experimental setting successfully induced motion sickness to more than 80% of 
subjects in this study. 

2.2   Subjects 

Sixteen healthy, right-handed volunteers with no history of gastrointestinal, 
cardiovascular or vestibular disorders or of drug or alcohol abuse, taking no 
medication and with normal or corrected-to-normal vision participated in this 
experiment. EEG signals were recorded with 500 Hz sampling rate by 32-channel 
NuAmps (BioLink Ltd., Australia). Simultaneously, during EEG recording, the level 
of sickness was continuously reported by each subject using a joystick with a 
continuous scale ranging 0 – 5. The subjects were asked to raise/lower the scale to a 
higher/lower level if they felt more motion sick comparing to the last condition. This 
continuous sickness level was reported in real time without interrupting the 
experiment rather than the traditional motion-sickness questionnaire (MSQ). 

2.3   EEG Data Acquisition and Signal Processing 

EEG signals were recorded with 500 Hz sampling rate by 32-channel NuAmps 
(BioLink Ltd., Australia). Simultaneously during EEG recording, the level of sickness 
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was continuously reported by each subject using a joystick with a continuous scale 
ranging 0 – 5. The subjects were asked to raise the scale to a higher level if they felt 
more sick comparing to the last condition. This continuous sickness level was 
reported in real time without interrupting the experiment rather than the traditional 
motion-sickness questionnaire (MSQ). 

The acquired EEG signals were first inspected to remove bad EEG channels and 
then down-sampled to 250 Hz. A high-pass filter with cut-off frequency at 1 Hz and 
transition band width 0.2 Hz was used to remove baseline-drifting artifacts, and a 
low-pass filter with cut-off frequency at 60 Hz and transition band width 7 Hz was to 
remove muscular artifacts and line noise. After the preprocessing procedures, the 
clean EEG signals will feed into the proposed evaluation system for further analysis. 

3   Proposed MS Level Estimation System 

The proposed evaluation system to estimate subject’s motion sickness level can be 
divided into five parts: independent component analysis (ICA), component clustering, 
time-frequency analysis, Feature Extraction by Principle Component Analysis (PCA), 
and Estimation part by applying linear regression, RBF Neural Network and Support 
Vector Regression with leave one out (LOO) cross validation. Figure 2 shows the 
system flowchart of the proposed motion sickness evaluation system. 

 

Fig. 2. System flowchart of the proposed motion sickness evaluation system 

Independent Component Analysis (ICA) was applied to EEG recordings to remove 
various kinds of artifacts, including blink artifact and indoor power-line noise, and to 
extract features of human’s cognition. Among components from all subjects, those 
with similar scalp topographies, dipole locations and power spectra were grouped 
using k-means clustering. 

After doing ICA process, component clustering was analyzed using DIPFIT2 
routines, a plug-in in EEGLAB, to find the 3D location of an equivalent dipole or 
dipoles based on a four-shell spherical head model. Among components from all 
subjects, those with similar scalp topographies, dipole locations and power spectra 
were clustered. Ten component clusters recruited more than 10 components from 
multiple subjects with similar topographic maps were regarded as robust component 
clusters. In component clustering results, we find that not all subjects have every  
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motion sickness related components because the level of motion sickness induced by 
vestibular and visual stimuli to each subject had the significant individual difference. 
According to MSQ results and subject’s self-response of motion sickness, we can 
confirm that each subject indeed felt sickness during the whole experiment session. 
Consequently, these extracted components are correlated with motion sickness. Then 
we can feed the ICA signals into the system and do time-frequency analysis. 

Time-frequency analysis was used to investigate the dynamics of the ICA power 
spectra. In order to provide a temporal resolution of 30 seconds, the spectra of ICA 
activations were calculated using 7500-point non-overlapping window, and subdivided 
into several 125-point sub-windows with 25-point overlaps. Each 125-point sub-
window was zero-padded to 512 points for using 512-point fast Fourier transform 
(FFT) with 1 Hz resolution in frequency. The linear power spectrum density (PSD) 
was then converted into a logarithmic scale (dB power). 

The data set of each subject was combined with all the PSD of the subject’s desired 
component. Since each subject provided 2 – 5 components for MS level estimation 
and each PSD was in 50 dimensions (from 1-50 Hz), the data set of each subject was 
between 100 – 250 dimensions. 

PCA was then used to summarize the variances and extract first few principal 
components of the components’ PSD’s. In this study, the number of 
eigenvectors/components to retain was set to the number of first principal components 
that are necessary to explain 80% of the variances in the data. In addition, the EEG-
based motion sickness evaluation system proposed in this study is including three 
different estimators: 1) Linear regression (LR), 2) Radial basis function neural network 
(RBFNN), and 3) Support vector regression (SVR). The MS level of the subject was 
estimated with leave-one-out cross-validation (LOOCV), where each observation was 
took as the validation data while the remaining as the training data. 

4   Experimental Results and Discussion 

In this study, we totally selected 16 subjects that were analyzed and applied to the 
modeling the estimation of our proposed MS level evaluation system. Figures 3 and 4 
were shown the correlation coefficients (CC) results and root mean square errors 
(RMSE) in comparison with the actual MS level and the estimation performance of 
our proposed system. To summary the all estimation performance from 16 subjects, 
the average correlation coefficients were about 0.6467, 0.6738, and 0.7123 in 
corresponding to linear regression (LR), RBF neural networks (RBFNN), and support 
vector regression (SVR), respectively. As for the RMSE performance, the average 
estimation results were 0.2256, 0.2134, and 0.2199 in corresponding to LR, RBFNN, 
and SVR, respectively. According to the estimation results in Figure 3, we can see 
that the proposed MS level estimation system using SVR is better than using RBFNN 
or LR models. Subject 11’s performance is an outlier subject because he/she reported 
not feel sickness during the experiment period according the self-reported MSQ. 

We then select two subjects (S1 & S13) to show their comparison results between 
the actual MS level and estimation results from LR, RBFNN and SVR in Figure 5. 
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The black line shows the subject’s actual (self-response) MS level and the black, blue 
and red dotted lines plot the estimation level from LR, RBFNN, and SVR evaluation 
systems, respectively. We can clearly see that the estimated performance followed the 
trend of the actual MS level, especially at the MS level increasing in the curving road. 
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Fig. 3. Motion sickness estimation via using correlation coefficients results 
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Fig. 5. Subjects 1’s (left) and 13’s (right) motion sickness estimation performance via using 
LR, RBFNN and SVR 
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Through the experimental results on the system performance under different 
conditions, we find that 9 subjects out of 15 subjects except subject 11 had the better 
CC estimation result via using SVR, and 6 subjects had better performance via using 
RBFNN. In conclusion, this study demonstrated that our proposed EEG-based 
evaluation system could successfully estimate the motion sickness level reported by 
individual subject, we suggest that SVR model can be utilized to estimate the motion 
sickness level in the operational environment. Since the potential of real-time 
application is emerging and desired, nevertheless, we need to consider more about 
the complexity, instantaneity, and robustness of the system. These results let us open 
an emerging sight on the potential of real-time application. Nevertheless, the 
complexity, instantaneity, and robustness of the system still have to be considered 
for the implementation. 
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Abstract. This work serves as an initial investigation into improvements to 
classification accuracy of an imagined movement-based Brain Computer Interface 
(BCI) by combining the feature spaces of two unique measurement modalities: 
functional near infrared spectroscopy (fNIRS) and electroencephalography 
(EEG). Our dual-modality system recorded concurrent and co-locational 
hemodynamic and electrical responses in the motor cortex during an imagined 
movement task, participated in by two subjects. Offline analysis and classification 
of fNIRS and EEG data was performed using leave-one-out cross-validation 
(LOOCV) and linear discriminant analysis (LDA). Classification of 2-
dimensional fNIRS and EEG feature spaces was performed separately and then 
their feature spaces were combined for further classification. Results of our 
investigation indicate that by combining feature spaces, modest gains in 
classification accuracy of an imagined movement-based BCI can be achieved by 
employing a supplemental measurement modality. It is felt that this technique 
may be particularly useful in the design of BCI devices for the augmentation of 
rehabilitation therapy. 

1   Introduction 

A brain-computer interface (BCI) is a system for generating computer control signals 
based on changes in monitored brain activity [1], [2]. BCIs have been used for many 
diverse reasons, such as for allowing tetraplegics to interact with computers [3], 
amputees to control prosthetic robotic limbs [4] and healthy subjects to control 
computer interfaces through thought alone [5]. Our research interest however is in the 
use of a BCI for stroke rehabilitation. We aim to use this system to circumvent the 
stroke affected area of a patient’s brain by encouraging the neuroplastic process. 

Neuroplasticity is the process by which the human brain physically alters neuronal 
connections within itself in order to adapt to sensory input. During the 20th century it 
was widely believed that physical changes in the adult brain as a response to sensory 



178 D.J. Leamy, R. Collins, and T.E. Ward 

input were impossible. Research articles challenging this consensus appeared during 
the past decade and began changing this belief about the brain. Researchers thus 
began exploring the capabilities and possibilities of a brain that can physically adapt 
to changing sensory inputs. Research into neuroplasticity has found that dyslexia in 
children can be treated [6], discovered that blind people use the visual cortex to help 
process other information [7] and that a musician can improve their musical abilities 
through mental rehearsal [8] - each of these as a result of a physically changing brain. 

In cases where a stroke sufferer has lost the use of a limb, the neuroplastic process 
is capable of reassigning a different area of the brain to take over from the stroke-
damaged area [9]. In certain stroke cases, it may still be possible to record a patient’s 
attempt to move a stroke-affected limb in the motor cortex. A stroke patient’s 
attempts to move a stroke-affected limb may be similar to a healthy subject imagining 
limb movement when the the motor cortex is still intact (as can be the case for lacunar 
strokes). For this reason, this paper investigates imagined movement-related activity 
in the motor cortex of healthy subjects. 

BCIs require a method for monitoring brain activity, from the analysis of which 
external control signals are generated. Our research is in stroke rehabilitation so our 
subjects may be weak, have low mobility and may move during measurement. We 
therefore use two measurement modalities that are portable and relatively inexpensive: 
functional near infrared spectroscopy (fNIRS) and electroencephalography (EEG). 
Both of these modalities have unique advantages and they do not interfere with each 
other. EEG has very high temporal resolution whereas fNIRS is not affected by 
electromagnetic interference and is not as susceptible to movement artefact as EEG. By 
using both modalities on the same area of cortex, extra information about the cortical 
activity can be recorded. As this implements a combined electrical and hemodynamic 
recording of cortical activity, we are making direct observations of neurovascular 
coupling. Such information may prove to be vital for our research into stroke 
rehabilitation. 

1.1   fNIRS 

fNIRS is a measurement modality based on changing concentrations of oxy-
haemoglobin (HbO) and deoxy-haemoglobin (HbR) in cortical areas of the brain. 
Multiple wavelengths of light in the red to near-infrared range of the electromagnetic 
spectrum (620 nm - 1200 nm) are emitted into the scalp of a subject from the surface 
of the head from an fNIRS “source”. Light incident on the head disperses through the 
biological tissue, a portion of which exits the head again after passing through cortical 
areas of the brain, where the chromophores HbO and HbR are present. For a given 
entry and exit point on the scalp, the photons are known to have followed a roughly 
banana-shaped path through the head, known as the “photon path” [10]. The mean 
depth of the photon path is related to the physical distance between the points of entry 
and exit on the scalp. The intensity of the wavelengths of light transmitted through the 
head is measured with a fNIRS “detector”, which is then used to infer time-changing 
concentrations of HbO and HbR along the photon path. This is done using the 
modified Beer-Lambert law, which describes optical attenuation in a highly-scattering 
medium [11]: 
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(1)

where OD is the optical densities, I0 is the incident light intensity, I is the transmitted 
intensity, α is the absorption coefficient of the chromophore, c is the concentration of 
the chromophore, B is the differential pathlength factor, L is the distance between the 
source and detector and G is a term to account for scattering loss. If measurements are 
only made of the changes in light attenuation then B, L and G remain constant and 
changes in HbO and HbR concentration can be derived from the expression: 

 
(2)

A typical hemodynamic activation response is an initial decrease in HbO and 
increase in HbR followed by a large increase in HbO and a decrease in HbR while the 
cortex is active. When the cortex is at rest, HbO and HbR concentrations return to 
baseline levels. These changes in HbO and HbR concentration are used to determine 
hemodynamically whether an area of cortex is active or not. 

1.2   EEG 

Non-invasive EEG is the measurement of the spatially integrated dendritic activity of 
similarly oriented neurons near the surface of the brain. EEG features a spectral 
structure which changes locally in response to neuronal activity. Spectral power 
changes in the EEG which occur in temporal relation to subject engagement with a 
task are known as Event Related Synchronisation (ERS) and Event Related 
Desynchronisation (ERD). The particular ERS/ERD responses in the motor cortex to 
motor tasks have been detailed elsewhere [12]. Immediately before a subject engages 
with a motor task, the motor cortex EEG exhibits a suppression of power in the µ 
frequency range (8-12 Hz), known as Pre Movement Mu Desynchronisation (PMMD) 
[13]. Similarly, when a subject rests from motor activity, an increase of power in the β 
frequency range (12-30 Hz) is observed shortly after, known as Post Movement Beta 
Synchronisation (PMBS) [14]. These changes in spectral power are used to determine 
electrical changes in motor cortex activity associated with movement and imagined 
movement. 

2   Methodology 

2.1   Subjects 

Two healthy individuals participated in the study. Subject A was 38 years old and 
left-handed. Subject B was 26 years old and right-handed. Both participants had 
normal or corrected vision. Neither participant had consumed any stimulant prior to 
the experiment. Each participant gave informed oral consent. The experiment was 
approved by the ethics board of the National University of Ireland Maynooth. 

2.2   Experimental Procedure 

The subjects were seated in a comfortable chair facing a computer monitor with their 
feet flat on the floor and their arms resting on armrests. Instructions were delivered 
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visually via a computer monitor diagonally measuring 43 cm and positioned 80 cm 
from the subject’s eyes, centred at eye-level. Instruction presentation and trigger 
signal generation were carried out with custom software written using C# and the 
.NET framework. Trigger signals were recorded simultaneously by both the fNIRS 
and EEG systems. 

Each subject completed 40 experimental trials, during which instructions were 
presented to the subject. Before instruction periods began there was a 10 second wait 
during which the computer screen was blank. Two types of instruction period were 
used - an activity period during which the screen displayed the message “Imagine 
Movement” and a rest period during which the screen displayed the message “Relax”. 
Instruction periods lasted 10 seconds, facilitating a total experimental time of 410 
seconds. 

Prior to the commencement of the experiment, the subject was handed a fist-sized 
soft ball and asked to practice squeezing the ball with their dominant hand for one 
minute. The subject was instructed to imagine squeezing the ball during an activity 
instruction period. Subjects were told to not make any actual movements. Subjects 
were instructed to stop imagining the movement during a rest instruction period. 

2.3   Signal Acquisition 

Multichannel fNIRS and EEG systems were implemented concurrently to record both 
hemodynamic and electrical responses in the motor cortex of the subjects during 
experiments. Three fNIRS sources, three fNIRS detectors and seven EEG electrodes 
were arranged in a unique montage on a custom-made head mount. The head mount 
was made of low-density polythene backed by polyurethane foam. fNIRS sources and 
detectors were positioned with 3 cm spacing, with the EEG electrodes positioned at 
the mid-way point of each pair of adjacent fNIRS sources and detectors. fNIRS 
acquisition was performed with a TechEn CW6 system (TechEn Inc., MA, USA) 
using wavelengths of 690 nm and 830 nm. fNIRS data was digitally sampled at 25 
Hz. EEG acquisition was performed with a BioSemi Active Two system (BioSemi 
Inc., The Netherlands). DC-coupled EEG data was digitally sampled at 2048 Hz. 

Figure 1 shows the layout of the fNIRS-EEG montage. fNIRS source positions are 
labelled S1-S3, fNIRS detector positions are labelled D1-D3 and EEG electrode 
positions are labelled E1-E7. Seven channels of fNIRS-EEG were recorded. The 
fNIRS sources and detectors and EEG electrodes used for each channel are displayed 
in Table 1. During experiments, the fNIRS-EEG montage was centred over the 
subject’s dominant-side motor cortex (C4 of the 20/20 system for left-handed Subject 
A and C3 for right-handed Subject B). Figure 2 shows the orientation of the montage 
in place on Subject A’s head. 

2.4   Signal Processing and Feature Extraction 

fNIRS. The fNIRS system records raw light intensity signals. These are first 
converted to changes in optical density (ΔOD) and then, using the modified Beer-
Lambert law, to changes in concentration (ΔHbO and ΔHbR). 
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Table 1. Channel fNIRS and EEG designations 

Channel 
Num 

fNIRS EEG 
Src Det 

1 S1 D1 E1 

2 S1 D2 E2 

3 S2 D1 E3 
4 S2 D2 E4 

5 S3 D2 E5 

6 S2 D3 E6 

7 S3 D3 E7 
 

 

Fig. 1. fNIRS-EEG montage 

 

Fig. 2. Dual fNIRS-EEG module over subject’s motor cortex 

The raw intensity signals were initially low-pass filtered with a cut-off frequency 
of 0.5 Hz to remove high-frequency components, such as those associated with the 
cardiac cycle. Next, the intensity signals are normalised using their mean amplitude 
over the entire recording. The normalised intensity signals are then high-pass filtered 
with a cut-off frequency of 0.01 Hz to remove baseline drift and Mayer wave 
interference. ΔOD signals are obtained by taking the negative logarithm of this 
filtered signal. 4th order Butterworth filters were used for all filtering steps. 

The modified Beer-Lambert law is then used to find the ΔHbO and ΔHbR signals 
from the ΔOD signals for each channel. Once the source-detector separation for the 
channel, the extinction coefficients for both the 690 nm and 830 nm light in HbO and 
HbR and the differential pathlength factor are known, the operation involves a simple 
matrix inversion and multiplication to obtain the ΔHbO and ΔHbR signals. A 
differential pathlength factor of 5.93 was used (in accordance with the literature [15]). 



182 D.J. Leamy, R. Collins, and T.E. Ward 

The ΔHbO and ΔHbR data was then separated into individual 10 second trials. 
During each trial, the change in average amplitude of the ΔHbO and ΔHbR signals 
from the initial 5 seconds to the subsequent 5 seconds was used as the feature to train 
and test the classifier. 

EEG. The EEG data was first high-pass filtered with a cut-off frequency of 1 Hz to 
remove DC and near-DC components. The EEG data was then analysed to identify 
the frequencies at which PMMD and PMBS occurred for the different events. The 
events were “imagined movement onset” and “imagined movement offset”, which 
coincide with a change in on-screen instruction to the subject. The frequencies at 
which ERD and ERS occurred were identified by visual inspection of the average 
FFT plots for the reference and activity periods for both events. 

The reference period was chosen to be between 4.5 and 3.5 seconds before both 
types of event. For an imagined movement onset event, the activity window was 
chosen to be from between 0 and 1 second after the event. For an imagined movement 
offset event, the activity window was chosen to be from between 0.5 and 1.5 seconds 
after the event. The activity windows were chosen because of the expected timings of 
PMMD and PMBS. The raw EEG is filtered for the identified ranges of PMMD and 
PMBS. These µ-range and β-range signals are then squared to get power signals. 

The change in µ-range power and β-range power from reference window to activity 
window were used as features of EEG activity for classification. 

2.5   Classification 

The goal of classification is to decode the subject's current state based on the features 
extracted from the fNIRS and EEG responses. The classifier attempted to classify 
features into one of two classes: ‘active’ and ‘rest’. We employed the Linear 
Discriminant Analysis (LDA) classifier and calculated classification accuracy via 
Leave-One-Out Cross Validation (LOOCV), as we had employed previously [16]. In 
particular, for a total of N trials of data, N-1 trials were used for training the classifier 
and the remaining trial was used for testing. This was repeated N times with each trial 
used for testing once. Accuracy was measured as the amount of correct classifications 
over N trials. Following classification of the fNIRS and EEG 2-dimensional feature 
spaces, the individual feature spaces were combined into an all-encompassing 4-
dimensional feature space. Every trial of data thus had 4 features available for 
classification - change in HbO over the trial, change in HbR over the trial, change in 
µ-range power at the start of the trial and change in β-range power at the start of the 
trial. This combined 4-dimensional feature space was also classified using LDA and 
LOOCV. 

2.6   Results 

The classification results are presented in Table 2. Shown are the classification 
accuracies of the classifier when operating on fNIRS features alone, EEG features 
alone and combined fNIRS/EEG features. 
 



 Combining fNIRS and EEG to Improve Motor Cortex Activity Classification 183 

Table 2. LDA classification results for fNIRS, EEG and combined features 

 Subject A Subject B 
Channel fNIRS EEG Dual fNIRS EEG Dual 

1 59% 51% 64% 64% 46% 62% 
2 56% 59% 67% 51% 54% 59% 
3 56% 54% 64% 61% 41% 56% 
4 69% 67% 72% 64% 59% 67% 
5 61% 51% 72% 41% 36% 46% 
6 56% 77% 64% 74% 59% 69% 
7 56% 59% 62% 15% 43% 49% 

Average 59% 60% 66% 53% 48% 58% 

3   Discussion 

Our results demonstrate that through combining fNIRS and EEG features into a single 
fNIRS-EEG feature space, an increase in classification accuracy of imagined 
movement can be obtained. The two experimental subjects had very different 
classification accuracies of the cortical activity. For Subject A, all but one channel 
made gains in classification accuracy by combining feature spaces. For Subject B, 
however, combining feature spaces often results in a classification accuracy result 
intermediate to those of fNIRS and EEG alone. 

From these results, it appears that when fNIRS and EEG classification is 
reasonably accurate, the combined classification result tends to be higher than both. 
When either fNIRS or EEG classification accuracy is good and the other is not, 
combining feature spaces seems to result in intermediate classification accuracy. It is 
also worth pointing out that when both fNIRS and EEG classification was poor, 
combining feature spaces resulted in better performance. 

These results show that combining fNIRS and EEG feature spaces can results in 
higher classification accuracy. This is of more importance to improving an fNIRS 
system than an EEG system. Improving EEG classification accuracy can be 
accomplished by increasing the density of electrodes over a cortical area. However, 
fNIRS has a limit to the proximity of source-detector pairs. An fNIRS detector can 
suffer from “source-blinding” if sources are placed too close, even if that detector is 
not intentioned to record light from that source. Therefore, for the sole purposes of 
improving classification accuracy, supplementing an fNIRS system with EEG data is 
more useful than adding fNIRS to an EEG system. 

An advantage of a dual-modality system such as this one is that for the same 
measurement space on the head, more information about the underlying neurovascular 
relationship is being recorded. An EEG of fNIRS alone system can only record the 
electrical or hemodynamic response in an area of cortex. Our system records fNIRS 
and EEG but also records information about the relationship between them, even if 
we do not yet fully understand that relationship. 

We expect a similar improvement in classification accuracy when using dry EEG 
electrodes instead of the standard wet electrodes used here. Dry electrodes have much 
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lower signal-to-noise ratio (SNR), so combining a dry EEG set-up with fNIRS could 
help offset the poor SNR. We expect a completely dry fNIRS-EEG system would 
significantly reduce set-up time, reduce subject discomfort and have similar 
classification performance to a wet electrode EEG system. 

4   Conclusion 

Investigation into dual-modality measurement is of importance to BCI researchers 
due to the potential gains in classification accuracy while utilising the same area of 
cortex. This work has demonstrated that improvements to imagined-movement based 
BCIs are possible by implementing multi-modal measurements. We believe this 
research will lead to more accurate BCIs and smaller measurement devices. 
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Abstract. Tests for modeling of the human status at recognition of target and 
non target stimulus with auditory evoked potentials (AEPs) registration; 
emotional neutral and significant information-psychological influences with 
EEG registration and analysis of fractal dynamics (AFD) were applied. From the 
moment of signal presentation the greatest difference of AEPs at target 
stimulation is marked in frontal areas of the left hemisphere through 16-18 ms. 
Emotionally-neutral and emotionally-significant psycho-informational influences 
provided the most conclusive AFD EEG data. Essentially, personal frustration is 
activated when the subject perceives situations to be threatening to his or her 
self-esteem and self-evaluation. Individuals with high levels of frustration are 
inclined to perceive a wide range of situations as threatening and therefore, will 
respond according to what they think the situation dictates.  

Keyword: Auditory Evoked Potentials (AEPs), Brain Mapping, EEG, 
Information-Psychological Influences. 

1   Introduction 

During last more than 100 years human brain is classical model of “the black box”. 
We can estimate parameters of acoustic signals acting to the brain. From other side it 
is possible to register some target data of the acoustic information analysis. 
Development of means and algorithms of multivariate dynamic biological 
measurements creates predictors for expansion of a circle of problems for biometric 
systems [4], [5]. One of perspective directions of development biometrics is the 
analysis of a human functional status in remote research. For example, in such context 
the problem of remote recognition of a human mental condition and likelihood 
forecasting is solved at processing the acoustical information [5], [8], [9]. 

The answer reactions of the brain, namely, auditory evoked potentials (AEPs) 
(event-related potentials) are the target data. The modern methods of brain mapping 
allow to investigate the spatial-temporary characteristics of reactions of the brain in 
reply to acoustic signals and also to estimate mechanisms of processing of the 
auditory information [2], [3], [9], [10].  

The present research was aimed for modeling of human frustration status and noise 
proof feature at perception of the auditory images.  
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2   Methods 

86 healthy examinees (man, age 20-27 years) were surveyed. Audio tests were 
performed with using an original hardware-software complex with neurosystems  
for auditory evoked potentials (AEPs) and EEG registration. Tests for modeling  
of the human status at recognition of target and non target stimulus with AEPs 
registration; emotional neutral and significant information-psychological influences 
(IPI) with EEG registration and analysis of fractal dynamics (AFD); recognition of  
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homogeneous verbal significant and insignificant stimulus (with EEG); with the 
compelled reaction to verbal stimulus, overcoming steady stereotypes (with EEG) and 
psychological testing were applied.  

For realization of audio of testing the hardware-software complex has been created. 
Hardware devices are allocated by shading (fig. 1). The complex contains in the 
structure standard electroencephalograph with regular software (in fig. are led round 
by a dotted rectangular) and also originally programs and the devices developed by us 
especially for realization of the test. These are programs of management of the audio 
test, devices of interface and for processing data of research in a post real time. 
Fragments of presentation of information-psychological influences at simultaneous 
EEG registration are presented in table 1.   

Table 1. Text codes of EEG fragments 

Code Fragment 
1 Background prior to the beginning of presentation of stimulus 
20 The incoherent text 
21 The neutral intelligent text 
22 The incoherent text after the neutral text 
23 The prevention of painful stimulus  
24 The incoherent text up to stimulus 
25 The incoherent text after stimulus 
26 The disturbing text-attitude 

27 
The incoherent text after the disturbing text 

 

3   Results 

The data of the brainstem (short-latency) auditory evoked potentials registration 
testify that the acoustic signal is involved in processing by brain structures in 3 ms 
from moment of its presentation. Usually on this analyzed epoch (3-10 ms) different 
authors allocate 6-8 components [6], [7], in our case – 6 waves (Fig. 2).  

Brain mapping was performed on the analyzed epoch from 10 to 400 msec. From 
the moment of signal presentation the greatest difference of potentials at target 
stimulation is marked in frontal areas of the left hemisphere through 16-18 msec, 
while in occipital and parietal sites the insignificant symmetric activation is marked. 

On the diagram the statistics of peak-time characteristics of potentials are presented 
at target and non-target stimulation (fig. 3). 

Among middle-latency auditory evoked potentials the most stable in both tests are 
4 waves – P16, N30, P40 and N60. The amplitude-temporary characteristics of the Pa/Nb 
complex don’t differ significantly in variants of testing. Some features are observed in 
formation of waves Po and Na at relevant stimulation. The amplitude of Po in the 
parietal (P3 and P4), and also in the left hemispheric C3 and F3 sites (F > 4.0) grows 
significantly. The similar tendency is kept and on the time interval of formation of a 
wave Na in left (P3 and F3, F > 4.0) points of registration.  
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Fig. 2. The components of the BSAEPs, I-VI. Epoch of the analysis – 10 ms; the ordinate’s line 
– in 1 cm 1 uV. 

The temporary parameters of late waves (200-400 ms) are leveled in both tests. 
Only peak latency of the wave P250 is significantly lower at action of the relevant 
signals (F > 4.0). Simultaneously the amplitude of this component in conditions of a 
target task is reduced. Significant differences are observed in left P3 and C3 sites and 
in vertex (fig. 3).  

 

Fig. 3. The average meanings of amplitudes and of PL AEPs waves at non-target (continuous) 
and target (dotted line) stimulation. Badges (+) and (*) – significant (F > 4.0) accordingly for 
amplitudes and PL. P4, P3, …, F3 - sites on system 10/20. 

The marked facts are reflected in the brain mapping images (a, 220 ms; b, 226 ms). 
At performance of the target task the hemispheric symmetry of processes of excitation 
pays attention appreciable. 

In this research healthy subjects and also persons with boundary frustration were 
investigated. For subjects with a high level of personal and situational frustration low 
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percent of identification of acoustical images was characteristic. 8.3 % did not have 
associations. The identification had guessing character. The long identification of an 
auditory image was marked in 15.3 % of cases. If the average duration of the latent 
period of an identification of healthy subjects was 3-5 sec, persons with high levels of 
frustration took 10 to 30 sec. to recognize the acoustical images (table 2).  

The splitting of perception, i.e. loss of the ability to form a complete image of 
object was registered in 12.5 % of cases. Some examinees correctly perceived 
separate details of an acoustical image, but could not connect them into a complete 
structure. Late recognition was marked in 13.8 % of cases, false recognition an 
acoustical image – in 22 % and unreasonably certain character of identification – in 
8.3 % (table 2).  

Affective illusions are established in 8.3 % of cases. Such subjects instead of 
traditional sounds heard a shutter, a gun, shots, steps and the breath of persecutors, 
agonizing groans and shouts of people familiar to them. These features of perception 
correlate with a high level situational and an average level of personal frustration. The 
long identification of an acoustical image (15.3 %), propensity to jam the same 
images (8.3 %) met at high situational and low personal frustration (table 2).  

Table 2. Recognition of Auditory Images Depending on a Level of Situational and Personal 
Frustration 

Features of 
Auditory Images 
Perception 

N,  (% 
from total) 

Level of 
situational 
frustration 

(Points) 

Level of 
personal 

frustration 
(Points) 

False recognition 16  (22,2%) 49 33 

Illegibility of the 
recognition 

8  (11,1%) 30,5 28,75 

Unreasonably 
certain 
identification 
and/or affective 
illusions 

6  (8,3%) 50 37,5 

Late recognition 10  (13,8%) 48,6 31 

The prolonged 
recognition 

11  (15,3%) 45, 6 28,4 

In conditions of strong white noise healthy subjects correctly identified 82 % of 
acoustical images and people with a high level of frustration – 52 % of all masked 
acoustical images (fig. 4). Overall, 30 acoustical images were shown in random order 
over a period of 20 sec. Simultaneously EEG was registered.  

With a decrease in the level of white noise the distinction between examinees was 
reduced. However parameters of an identification of acoustical images at healthy were 
approximately 10 % higher in comparison with to subjects’ high level of frustration 
(fig. 4). 
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We have applied 3 variants of subtests at EEG registration. 
S u b t e s t  1  simulates steady human status during the presentation of 

emotionally-neutral and emotionally-significant information-psychological 
influences. To emotionally-neutral influence carried the incoherent text (a casual set 
of neutral words) and the neutral intelligent text on the abstract topic. For 
emotionally-significant influences we have used texts that force the subject to listen 
and induce feelings of alarm.  

S u b t e s t  2  simulates the human status at recognition of a line of homogeneous 
verbal audio stimulus. One of the stimuli was more significant for the subject.  

 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4. Recognition of Images on a Background of Acoustic Noise 

S u b t e s t  3  simulates the status of human reaction on a verbal stimulus in an 
unusual image, overcoming stereotypes. When the subject during conversation 
intentionally deforms true, which to it for a long time and well-known, similar status 
take place. 

The registered EEG has divided into patterns corresponding with fragments from 
the audio test. To each fragment a code is assigned. EEG fragment codes and variants 
of their sequences are presented in the table 1.  

Further EEG processing was carried out in post real time after the removal of 
artifacts from each file. This is a manual procedure. 

In the EEG files, software has allocated analyzed epoch according to semantics of 
the subtest. For each of epoch are settled an invoice a vector from 79 informative 
attributes. It is automatic procedure. 

For the analysis and recognition of the EEG patterns were automatically allocated 
of values of informative attributes. Thus values of attributes of fragments of different 
EEG type minimally depend on specific EEG features and mainly reflect the EEG 
change at transition from a fragment to a fragment. That is they reflect transition from 
one test to another. 

The subsequent automatic processing of EEG patterns was carried out from 
complex to simple – for allocation of the most significant parameters with a reduction 
of less significant results. 
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4   Conclusion 

I. Brain mapping images of middle latency AEPs (26 ms) during target stimulation 
show distinct symmetry with maximum activation of the occipital-parietal areas, to a 
lesser degree – the central departments and, practically no electrical dipoles in the 
frontal areas of the cortex. 

A higher level of symmetric excitation with a latent period ranging from 300 to 
350 ms was observed when the components of the experiment were mapped. The 
analysis of the spatial–temporary characteristics in this task marks significant 
simplification of amplitude of this wave in all sites, except for the parietal. 

In the first case, it is a question of activating unrealized attention processes, in the 
second – a question of indicating the decision-making process.  

II. Subjects with high levels of personal and situational frustration respond differently 
to the acoustic images when compared to healthy individuals.  

It was characteristic for subjects with high levels of personal and situational 
frustration, to achieve low percentage scores when attempting to identify acoustic 
images. Their responses to the images differed as well, when compared to healthy 
individuals. These responses include: making no association; guessing; taking an 
extended period of time to respond; the splitting of perception; incorrect identification; 
and affect illusions. 

High emotional intensity, anxiety, concern and propensity to test alarm, fears, fear 
even in habitual for them to conditions were observed in individuals with higher 
levels of personal frustration.  

III. Emotionally-neutral and emotionally-significant psycho-informational influences 
provided the most conclusive ADF EEG data (subtest 1). Decreased, or a complete 
absence of motivation and emotionally neutrality account for the low recognition 
scores in subtest 2.  

This demands the formulation of an action plan (the reply) and simultaneously, an 
initial cognitive analysis of the information received, regardless of the individual's 
attitude towards the question or situation. 

Essentially, personal frustration is activated when the subject perceives situations 
to be threatening to his or her self-esteem and self-evaluation. Individuals with high 
levels of frustration are inclined to perceive a wide range of situations as threatening 
and therefore, will respond according to what they think the situation dictates.  

Unlike personal frustration, the reactive (situational) alarm is dynamical, changes 
over time and influences how one would react to a potentially stressful situation. 
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Abstract. Technologies that augment human cognition have the potential to 
enhance human performance in a wide variety of domains. However, there are a 
number of individual differences in brain activity that must be taken into 
account during the development, validation, and application of augmented 
cognition tools. A growing body of research in cultural neuroscience has shown 
that there are substantial differences in how people from different cultural 
backgrounds approach various cognitive tasks. In addition, there are many other 
types of individual differences and even changes in a single individual over 
time that have implications for augmented cognition research and development. 
The aim of this session is to highlight a few of those differences and to discuss 
how they might impact augmented cognition technologies. 

Keywords: Cultural neuroscience, individual differences. 

1   Introduction 

Augmented cognition technologies use physiological measures recorded from humans 
to direct human-systems interactions and improve human performance [1]. A major 
challenge in developing augmented cognition systems stems from the variability of 
physiological measures across individuals. Differences in age, fitness, cultural 
background, use of cognitive strategies, and numerous other factors can affect the 
performance of augmented cognition systems. A tool that works for one group of 
people may not work for another group. A technology that improves one person’s 
performance may hinder another’s performance. Even a tool designed for a single 
individual may become less effective as he or she changes over time. In order to 
develop effective augmented cognition tools, researchers and designers must take 
cultural and individual differences into account. Although these differences can be 
problematic, research on cultural and individual differences also provides information 
that designers could leverage to improve their systems. 

2   Cultural Neuroscience 

A growing body of research shows that a person’s cultural background influences his 
or her cognitive processes in fundamental and pervasive ways. Researchers have 
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argued that several common behavioral findings thought to be universal may not 
generalize to groups other than the narrow demographic from which they were 
collected [2]. For example, people from different cultural backgrounds are 
differentially sensitive to simple visual illusions such as the Müller-Lyer illusion 
[2,3]. Neuroimaging research faces the same problems; patterns of brain activity 
observed for one group of participants may be very different from the patterns 
observed for participants from a different culture [4].  

Researchers studying cultural neuroscience have already found many differences in 
neural processing between groups of people from different cultures. Gutchess and 
colleagues describe culture as a lens through which people attend to and process their 
environment [5]. This lens can have a profound effect on how people perceive the 
world [6]. 

A framework for understanding cultural differences in brain activity and behavior 
comes from the work of Nisbett and colleagues [7,8]. They propose that values and 
beliefs that are central to different cultures bias the ways in which people process 
their environment. Western cultures value individualism, biasing Westerners to focus 
on central objects and categorical relationships. East Asian cultures value 
collectivism, biasing East Asians to use more holistic processing and to focus more on 
relationships than on categories [8].  

A great deal of experimental evidence supports this framework. Westerners and 
East Asians often have different patterns of eye movement when viewing scenes [9, 
10] and faces [11]. Cultural background also influences emotional processing and 
responses to social information [12,13]. Westerners and East Asians have different 
patterns of brain activity that correspond with these processing biases [12,13,14,15]. 
Perhaps because of these fundamental differences in perceptual processing, 
Westerners and East Asians also tend to categorize information differently [16,17]. 
This leads the two groups to use different memory strategies [18] and also makes 
them susceptible to different types of memory errors [5]. 

Cultural differences may also be reflected in the physical structure of the brain. 
Functional magnetic resonance imaging (fMRI) studies have found that certain brain 
regions related to language processing are larger for Chinese speakers than for 
English speakers [19,20]. Other studies have found differences in cortical thickness 
between Westerners and East Asians [21]. 

The numerous differences in neural processing between people of different cultural 
backgrounds could impact augmented cognition technologies in a variety of ways. For 
example, a visual display that is optimized for Western users may be less effective for 
East Asian users. If a system is designed to support memory performance, the 
characteristics of that system may need to be customized for different groups. A 
system intended to help users avoid errors might use different types of error detection 
for people of different cultural backgrounds. Although cultural differences might be 
problematic in some cases, designers can also take advantage of the growing literature 
on cultural neuroscience to make augmented cognition systems as effective as 
possible. 
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3   Individual Differences 

There are also important individual differences between people of the same cultural 
group. Fitness levels can play a major role in brain activity and cognitive function, 
differentiating people within the same cultural and age groups. Erickson and 
colleagues have found that an exercise intervention can effectively reverse age-related 
losses in brain volume [22]. In one study, older adults with higher levels of aerobic 
fitness were found to have better spatial memory performance and greater 
hippocampus volume. In a second study, older adults were assigned to participate in 
aerobic or non-aerobic exercise three times per week for a year. The participants in 
the aerobic exercise group benefited from a 2% increase in hippocampus volume. 
These studies indicate that factors related to lifestyle can have a substantial impact on 
individuals’ brain volume and cognitive function. Human cognitive performance can 
be augmented simply by a change in lifestyle, such as beginning a moderate exercise 
regimen. In addition, this research indicates that human brains retain some plasticity 
throughout the lifespan. Neurogenesis can occur even for older adults. 

Brain plasticity can also affect an individual’s neural responses over very short 
time frames, such as the duration of a single experiment. Weisend and colleagues 
have conducted experiments to measure the variability in individuals’ responses to 
stimuli over the course of an experimental session. Using magnetoencephalography 
(MEG) recordings of an oddball paradigm, they have found that participants’ 
responses to the stimuli become less variable over time. This stabilization may to be 
related to synaptic plasticity. As participants gain experience with the experimental 
paradigm, changes may occur in the timing, phase, or frequency of the neural 
response [23]. These results indicate that a person’s expertise with a system or a set of 
stimuli may be an important factor in augmented cognition technologies. As an 
individual interacts with an augmented cognition system, that system may need to 
adapt to the user’s changing neural response as he or she gains expertise. 

Like cultural differences, differences in personality and previous experience can 
also influence individuals’ strategy choices and their corresponding brain activity. 
Forsythe and colleagues have shown that differences in working memory capacity and 
processing speed, as assessed by standard cognitive tests, correlate with individuals’ 
strategy choices and their willingness to change strategies [24]. These correlations 
have been observed for extremely simple tasks such as drawing a figure eight under 
time or accuracy pressure. The individual differences that correlate with performance 
are fundamental aspects of cognitive processing. These differences are likely to affect 
how people approach any type of task, from the very simple to the very complex. It 
may prove useful to adapt augmented cognition systems to particular users by 
assessing each user’s abilities with a battery of individual difference measures. While 
ignoring such differences could hinder the usability of a system, taking them into 
account and leveraging them could optimize the system’s ability to improve human 
performance. 
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Abstract. Modern devices such as cell phones, handheld computers, and 
technical equipment enable professional users to communicate, understand, and 
act more efficiently and effectively. However, these new systems often increase 
cognitive workload, and may even introduce performance errors. System 
analysts can decrease these errors by identifying a users cognitive performance 
deficits and addressing them through training, improved performance support, 
and redesigned operational systems. To identify these deficits, neurocognitive 
measurements of indicators such as cognitive workload and attention can be 
approximated with high accuracy by using non-invasive sensors to measure 
brain activity and other physiological indicators. Thus, we are designing and 
demonstrating the feasibility of a toolkit for system analysts to use 
neurocognitive measurements to recommend additional training for individual 
users, performance support for all users of the system, and the redesign of 
system interfaces or components. This research addresses a clear need for an 
extensible, general-purpose, stand-alone neurocognitive assessment toolkit that 
can be incorporated into new and existing technology development with little to 
no integration effort.  

1   Introduction 

Modern devices such as cell phones, handheld computers, and technical equipment 
enable professional users to communicate, understand, and act more efficiently and 
effectively. However, these new systems often increase cognitive workload, and may 
even introduce performance errors. System analysts can decrease these errors by 
identifying users’ cognitive performance deficits and addressing them through 
training, improved performance support, and redesigned operational systems.  

The neuroscience of cognition has the potential to offer these kinds of insights. By 
using non-invasive sensors to measure brain activity and other physiological 
indicators, neurocognitive measurements such as cognitive workload and attention 
can be approximated with high accuracy. What is needed is an extensible, general-
purpose, stand-alone suite of sensors that can incorporate rapidly and affordably into 
new and existing technology development. To be practical, such stand-alone sensors 
must incur little to no development overhead, cannot require re-engineering or re-
architecting of the operational system, and must be relatively inexpensive. Similarly, 
they should not overly burden the user; sensors should be portable, light, non-
invasive, low-power, and relatively easy to equip and remove. 
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To understand the cognitive properties of system use, the system analyst must first 
use these sensors to collect neurocognitive data on system use (i.e., user neurological 
data, user physiological data, and available system state data). Once the neurocognitive 
sensors have been deployed in a test or training situation, the analyst must have tools to 
help analyze the collected data to identify key neurocognitive measurements for 
assessment. In particular, the analyst must identify the cognitive causes of performance 
deficits. For example, the analyst of a radar display may discover that high operator 
cognitive workload during target identification severely degrades the accuracy of target 
tracking. Once the analyst identifies the combination of neurocognitive measures that 
predict performance, he or she must implement performance measures to identify 
training needs, performance support, and system interface or component redesign. The 
implemented performance measures eliminate the need for the analyst to reanalyze the 
neurocognitive measures when analyzing the system users. Continuing the example, the 
analyst may develop a “cognitive workload during target identification” performance 
measure; this measure indicates which operators are experiencing this particular 
difficulty so the analyst can recommend additional training for those users. Once 
implemented, these custom performance measures can be used to recommend additional 
training for individual users, performance support for all users of the system, and the 
redesign of system interfaces or components. 

2   Related Work 

The field of neuroergonomics is the study of the brain and behavior at work, a 
combination of human factors design and cognitive neuroscience [1]. Neurocognitive 
measurements are an active field of research, and identified measures include 
cognitive workload [1-5], situational awareness [1], change detection [1], vigilance 
[6], and operator fatigue [7]. Research by Parasuraman and Wilson [8] [9] has 
implemented neuroergonomics techniques for the design of unmanned aerial vehicle 
(UAV) interfaces and automated support, and [10] discussed ramifications of 
neuroergonomics and human error. The design and development of embeddable 
agents for cognitive assessment, however, is a novel task. 

3   System Design and Architecture 

Fig. 1 shows the workflow for using the designed toolkit, termed Cognitive Readiness 
Agents for Neural Imaging and Understanding Models (CRANIUM). The system 
analysis proceeds in two stages. In the first stage, the analyst performs analysis of the 
group to determine which neurocognitive measures correlate with performance, and 
the analyst saves these measurements for the second stage. In the second stage, the 
analyst uses these measures to collect performance data on individual users, grade the 
performance according to the measures, and make recommendations for performance 
support. Each stage includes each of the components in the toolkit architecture. 

In the first stage, the system evaluator uses the Agent Editor to refine the data 
collection specification that specifies which system events (i.e., log file changes, user 
interface screens, or other output) trigger information collection and what sensor and 
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Fig. 1. CRANIUM toolkit workflow 

system information about those events is collected. This specification is deployed 
through Data Collection Agents that collect the specified neurocognitive data from 
the neurological and physiological sensors and from the operational system. The data 
is then used in the Neurocognitive Measurement Computation, and both the 
neurocognitive measurements and data is passed to the Information Analysis Tool. 
The system analyst works with the Information Analysis Tool (or exports the data 
for external analysis) to identify the neurocognitive measurements that best correlate 
with performance. The analyst can repeat this first stage to refine the data collection 
specification or add or remove sensors. The results of this analysis are used to 
construct performance measures for user assessment. 

In the second stage, once training begins on the operational system, the system 
analyst uses CRANIUM to implement the identified performance measures and 
collect performance data on individual users. The analyst uses the Agent Editor to 
define performance measures as combinations of neurocognitive measures and deploy 
the Data Collection Agents to collect them. The Data Collection Agents either 
compute the performance assessment directly—consulting the Neurocognitive 
Measurement Computation—or, if the analysis requires more processing than is 
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available on the device, save the relevant data for offline analysis. The performance 
assessments are returned to the Information Analysis Tool, and the system trainer 
works with this tool to review user performance and identify training needs. If the 
performance measures show that the majority of the user population is experiencing 
significant difficulties using the system, the system analyst may instead recommend 
performance support or system redesign to better meet the needs of the users. 

4   Conclusions and Future Work 

This paper presents the first steps towards an extensible, general-purpose, stand-alone 
neurocognitive assessment toolkit that can be incorporated into new and existing 
technology development with little to no integration effort. With a toolkit such as this, 
system analysts can investigate the impact of their operational system on user 
cognitive workload and overall performance, and the analyst can address potential 
performance issues early in the system development cycle. The end result is a system 
that is more neuroergonomic, augmenting the cognitive abilities of the user instead of 
overloading them.  

Future work includes the design of user interfaces for system analysts to perform 
this function, incorporation of existing neurophysiological sensors, and evaluation 
with user populations. 
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Abstract. Learning a foreign language is a complex human task, involving 
multiple processes and a dynamic network of brain activity. The present study 
used 256-channel dense-array electroencephalography (dEEG) and linear-
inverse source analysis (sLORETA) to identify changes in brain activity during 
the early stages of language training. Twenty native English speakers attended 
two 50-minute sessions of computer-assisted, virtual-reality Dari language 
instruction. Training-specific changes in neural activity were observed in both 
articulatory-motor and semantic processing regions, including increases in left 
posterior inferior temporal gyrus and left lateral inferior frontal regions. Also 
observed was increasing left lateralization, and an increase in mediotemporal 
regions suggestive of memory reconsolidation. These findings illustrate the 
ability to track changes with training in recognized language-processing brain 
regions using source-localized EEG recorded while listening to continuous, 
naturalistic speech. Subsequent research will explore individual differences and 
the development of adaptive training based on neural indices. 

Keywords: language learning, training, dense-array EEG, linear-inverse source 
analysis, electroencephalography, event-related potentials. 

1   Introduction 

When acquiring a foreign language, a stream of initially unintelligible sounds slowly 
emerges into distinct words and meaningful phrases. This transition includes the 
ability to perceive speech sounds (phoneme perception), parse the phonetic stream 
into words (speech segmentation), encode and retrieve word meanings (lexical and 
semantic access), and combine individual words into comprehensible sequences 
(syntactic processing and sentence integration). Underlying this acquisition, which is 
typically experienced in behavior or self-observation of learning, are changes in the 
learner’s brain responses during exposure to the new language. Tracking these brain 
responses during the learning process may guide the development of more efficient 
and effective training, and the formation of real-time, customized, adaptive training 
regimes. 

Event-related potential (ERP) studies of bilingualism and foreign language 
learning have revealed interesting differences in brain responses to language acquired 
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as a native versus non-native speaker. For example, Sanders and Neville [1] showed 
that when native English speakers listened to continuous speech, they evidenced 
large, auditory N1 and N200-300 responses to the onset of each content word, 
accompanied by a distinct absence of such responses to the onset of syllables internal 
to a word, indicative of their ability to parse a continuous stream of speech into 
individual words. In contrast, the brain responses of relatively proficient Japanese 
non-native English speakers did not differentiate between word-initial and word-
medial syllables, presumably due to less efficient speech segmentation processes [2]. 
These findings by Sanders and Neville revealed that differences in the brain responses 
of native versus non-native speakers can persist even after several years of exposure 
to the foreign language. Within-subject longitudinal studies of foreign language 
learning by Osterhout and colleagues, however, have also revealed striking changes in 
brain responses to a foreign language as a function of learning, even very early in 
acquisition. For example, Osterhout et al. [3] examined changes in the N400, an ERP 
index of lexico-semantic access that is typically larger for words whose meanings are 
more difficult to retrieve (e.g., words that are low-frequency, less predictable, or 
semantically anomalous). After only 14 hours of instruction, learners evidenced a 
significantly larger N400 to pseudowords than words, even though they performed at 
chance when distinguishing real words from pseudowords. Importantly, this study 
shows that brain responses can reveal a learner’s acquired knowledge, here about the 
lexical status of these words, even before the learners are aware or able to 
demonstrate this learning behaviorally. Thus, ERP studies have been shown to be 
sensitive to both native versus non-native contrasts in brain activity, as well as 
longitudinal changes within non-native brain responses as a function of language 
training. 

The majority of ERP studies of language processing to date, however, have relied 
on mapping the brain’s detection of, or differential response to, linguistic anomalies, 
such as pseudowords, semantically incongruous words, or syntactic violations, as 
compared to well-formed linguistic input. Furthermore, these studies typically 
describe ERP responses on the scalp surface, measured by relatively sparse electrode 
arrays (e.g., 16, 32, or 64 sensor locations), and rely on a limited number of well-
established scalp ERP components, such as the N1, N400, and P600. Ideally, one 
would like to track changes in brain responses while the learner is actively engaged in 
training, and listening and responding to natural language for comprehension and 
communication. Not only would this better characterize the brain’s processing of 
authentic language processing, it would also provide the neural signatures that would 
be required for aligning language training with the brain’s current learning state. In 
addition, electrical source analysis of dense-array (i.e., 128 or 256-channel sensor 
arrays) EEG (dEEG) recordings would allow the ERP researcher to relate the scalp 
data to brain regions and networks previously revealed by fMRI and lesion research 
on language. 

Prior research on the functional neuroanatomy of speech [e.g., 4, 5] has identified a 
widely distributed network of regions engaged during speech comprehension. These 
include the classic Broca (inferior frontal gyrus) and Wernicke (posterior superior 
temporal gyrus) areas, as well as extensive processing along the superior temporal 
gyrus, lexical and semantic processing along middle and inferior temporal gyri and 
temporal pole, and sensorimotor processing in frontal premotor and parietal regions. 
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Hickok and Poeppel [4] proposed these regions can be divided into two processing 
networks, a dorsal network processing the articulatory sounds of speech perception, 
and a ventral stream focusing on meaning.  

The present study aimed to track processing associated with early language 
acquisition by measuring changes in brain activity across language training sessions 
using dense-array electroencephalography (dEEG) and linear-inverse electrical brain 
source analysis. This study is distinguished from traditional event-related potential 
(ERP) language research by the incorporation of several features. First, brain activity 
was recorded as subjects listened to naturalistic samples of continuous speech for 
comprehension. Thus, it measured the brain’s natural response to auditory language as 
communication, a more ecologically valid task than typical ERP studies that rely on 
the brain response to linguistic violations as a measure of language processing. 
Second, source analysis was conducted to identify the underlying brain regions 
engaged during speech comprehension. This made it possible to draw upon fMRI and 
lesion literature and relate observed regional changes to specific aspects of language 
processing. Third, repeated measurements at multiple time points across early stages 
of language acquisition was better suited to documenting the actual learning process 
than cross-sectional contrasts and will permit more effective exploration of individual 
differences.  

2   Method 

2.1   Participants 

Twenty right-handed, native English speakers (12 male, mean age = 25 years) were 
recruited from the University of Oregon. All participants gave informed consent prior 
to participation and received $60 in remuneration. The study was approved by the 
institutional review boards at Electrical Geodesics and the University of Oregon. 

2.2   Materials  

Language Training. Training consisted of two identical 50-minute sessions of 
Tactical Dari (Alelo, TLT, Los Angeles, CA), a computer-assisted, foreign-language 
training software for Dari, an Afghani language similar to Persian. These training 
sessions covered greetings and introductions through interactive dialogues and 
exercises controlled by the learner with a mouse. Integrated voice recognition 
software was used to enable the computer characters to interact with the learner 
utterances and to provide automated feedback to the learner.  
 

Pretest-Posttest. The 30-minute pretest and posttest were identical and consisted of 
76 mini-dialogues in Dari read aloud by a single native-speaker of Dari. Half the 
dialogues were composed of phrases from the lesson in which they then received 
training (Trained), and half were composed of Dari phrases from a lesson in which 
they received no training (Untrained). The Trained and Untrained dialogues were 
intermixed across the length of the test. Participants actively listened to each dialogue 
and rated after each one, on a scale from 1 to 4, both how well they recognized the 
words in the dialogue and how well they understood the dialogue. 
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2.3   Procedure 

Participants attended two training sessions, separated by a day with no instruction. At 
the start of each day, participants were fitted with a 256-channel HydroCel Geodesic 
Sensor Net for recording of EEG data during the Dari pretest, training, and posttest. 
Participants were seated in front of a computer monitor and listened to all dialogues 
and the Tactical Dari lesson via air canal insert earphones (Etymotic Research, Elk 
Grove Village, IL). During the pretest and posttest, stimulus presentation was 
controlled by E-Prime Software, Version 1.2.1.795 (Psychology Software Tools, 
Pittsburgh, PA), and synchronized with EEG acquisition via the E-Prime Extension 
for Net Station. During the pretest and posttest dialogues, participants maintained 
fixation on a cross (+) presented in the center of the computer monitor in order to 
reduce eye movement artifact during EEG recording. Following the 30-minute pretest 
on Day 1, participants completed a module on how to use the Tactical Language 
Training software in which French was substituted as the foreign language so as not 
to confound exposure to Dari. They then completed a 40-minute Lesson 1 in Tactical 
Dari, Greetings and Introductions, followed by a 10-minute quiz. The session 
concluded with the 30-minute posttest. Day 2 was identical to Day 1, except that 
participants did not complete the module on how to use the software on Day 2. Each 
session, including net application, pretest, language training, and posttest, lasted 
approximately three hours.  

2.4   EEG Recording, Preprocessing, and Source Analysis 

The EEG was recorded during the pretest and posttest using the 256-channel 
HydroCel Geodesic Sensor Net, Net Amps 300 amplifier, and Net Station, Version 
4.4.1, software (Electrical Geodesics, Eugene, OR). Electrode impedances were 
maintained below 100 kΩ [6]. The EEG was recorded with a 100 Hz low-pass filter, 
amplified at a gain of 1,000, with a 250 Hz sampling rate, and digitized with a 24-bit 
A/D converter. All channels were referenced to Cz during data acquisition. 

After acquisition, the continuous EEG was filtered with a 0.1-Hz to 30-Hz 
bandpass filter, and segmented by word onset into 1,000-ms epochs with a 100-ms 
baseline period. Epochs contaminated by eye or movement artifact were identified by 
computer algorithm and eliminated. Individual bad channels were identified and 
interpolated on a segment-by-segment basis using spherical spline interpolation. For 
each subject file, the EEG was averaged into event-related potentials (ERPs), time-
locked to the onset of each word, for each of eight categories: Test (Pre, Post) x Day 
(1, 2) x Lesson (Trained, Untrained). Following visual inspection, the data from one 
participant was eliminated due to a bad reference electrode. A grand average file was 
computed from the remaining 19 participant ERP averages. 

Linear-inverse source analysis was performed on the grand-averaged scalp ERPs 
using GeoSource, Version 2.0, software (Electrical Geodesics, Eugene, OR). A finite 
difference model (FDM) of a typical human head was computed using a segmented, 
high-resolution T1-weighted MRI scan of the brain and CT of the skull in order to 
model realistic head tissue geometry and conductivity. Conductivity values used in 
the FDM model were 0.25 S/m (Siemens/ meter) for the brain, 1.8 S/m for the 
cerebral spinal fluid, 0.018 S/m for the skull, and 0.44 S/m for the scalp. These 
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conductivity values reflect the more accurate 14:1 ratio between brain and skull 
conductivity rather than the traditional 80:1 estimate [7, 8]. Dipole triples (x, y, z 
orthogonal orientations) were placed in 2447 7-mm voxels distributed throughout 
cortical gray matter based on the MNI305 probabilistic map. This FDM lead field 
matrix was inverted using the standardized low-resolution electromagnetic 
tomography analysis (sLORETA) method [9]. The resulting voxel intensities at each 
time point for each condition were displayed on MRI slice views of a typical 
Talairach-transformed brain. 

3   Results 

Rated comprehension increased significantly from pretest to posttest on each day of 
training for dialogues composed of trained, but not untrained, words (see Figure 1), p 
< 0.0001. For the trained-word dialogues, rated comprehension also decreased a 
small, but significant, amount from the posttest immediately following training on 
Day 1 to the time of the pretest on Day 2, p < 0.0002. 

 

Fig. 1. Rated comprehension of pretest and posttest dialogues composed of trained or untrained 
words  

Figure 2 illustrates training-specific changes in brain activity, changes that were 
observed in both articulatory-motor and semantic processing networks. Premotor 
activity was larger on Day 1, both before and after training, than on Day 2. Activity in 
Broca’s area, however, was observed only after training on Day 1, and persisted 
through Day 2. Activity in semantic processing regions, including the left posterior 
inferior temporal lobe (anterior fusiform gyrus) and left temporal pole increased with 
training, especially on Day 2.  
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Fig. 2. Grand-average source solution for the left hemisphere for trained words at pretest and 
posttest on Days 1 and 2. Yellow circles highlight articulatory-motor activation present on Day 
1. Crosshair indicates Broca’s Area, which is engaged only after training on Day 1 and 
continues through Day 2. The green circle marks the fusiform gyrus of the semantic network, 
which increases in activity with training. 

Figure 3 shows the source localized brain activity for both trained and untrained 
words superposed on sagittal (x = -45) and axial MRI views. As can be observed in 
the axial slice view, there is increasing left lateralized activity on Day 2, particularly 
for the trained words.  Finally, a large increase in medial temporal regions of the left 
hemisphere also obtains on Day 2 in both the pre- and posttest for trained, but not 
untrained, words. 
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Fig. 3. Sagittal and axial views of source-localized grand-averaged electrical activity for trained 
and untrained words showing increased left-lateralized activity with training, and a large 
increase in medial temporal activity on Day 2 pretest and posttest for trained words only 

4   Discussion 

As expected, behavioral results for self-ratings of comprehension on the pretests and 
posttests indicated a strong effect of learning from language training on each day. 
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Furthermore, the small decrease in perceived comprehension from the Day 1 posttest 
to Day 2 pretest suggests that learners may have experienced some forgetting over the 
one-day break between sessions, but largely retained their learning from the first day 
of training.  

The pattern of changes in source-localized brain activity also indicated striking 
training-specific changes that are highly consistent with fMRI-based models of 
language processing [e.g., 4, 5]. The decrease, from the first to the second day of 
training, in articulatory-motor regions accompanied by an increase in ventral semantic 
processing regions for trained words suggests a shift away from focusing on the sound 
and articulation of Dari to focusing on the meanings of the Dari words. This is 
reinforced by the observed increase in left lateralized activity, stronger for trained 
words, but also present to a lesser degree for the untrained words by the Day 2 
posttest. Such a pattern suggests that the learners’ brains are increasingly processing 
the Dari input within a left-lateralized language-specific network. Finally, the large 
increase in activity in medial temporal regions following the one-day break between 
training sessions suggests that important memory reconsolidation processes may have 
occurred such that on Day 2, even at the time of the pretest before any additional 
training had been given, the learners’ medial temporal memory regions were actively 
engaged, retrieving the word meanings from consolidated semantic memories. This 
effect is clearly absent during the processing of dialogues composed of untrained 
words for which no consolidated memory traces can exist.  

In summary, these findings illustrate the ability to measure changes associated with 
language learning in recognized language-processing brain regions using source-
localized EEG recorded while listening to continuous, naturalistic speech. Future 
analyses will explore statistical analysis of these source activations and individual 
differences in performance and brain indices of learning. Subsequent studies will 
attempt to identify and track these same changes during engagement in Tactical Dari 
training itself, rather than examining changes from pre- to posttest. This should, 
ultimately, permit the development of adaptive language training based on real-time 
monitoring of neural indices of language acquisition. 
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Abstract. Transcranial Doppler monitoring (TCD) has been proposed as a tool 
to be used in Augmented Cognition (AugCog) systems to monitor brain 
activation during the performance of different cognitive tasks. In the present 
study, the main goal is to analyze variations in blood flow velocity (BFV) 
measured by TCD during the exposure to a virtual reality environment when 
there are changes in the focus of attention of the participants. Two abrupt events 
are forced during the navigation in a virtual environment in order to change 
their focus of attention to the real world. In one of them, the screen goes 
completely blue, and in the other one, a mesh appears in front of the virtual 
environment making it difficult to visualize.  Results show that BFV values in 
both middle cerebral arteries remain similar when the first event occurs, but 
there is an increase during the second event. The origin of this increment may 
probably be found in the higher difficulty of having a mesh in front of the 
virtual environment, requiring more attention than before. These results show 
that changes in the stimuli can generate modifications in BFV that can be 
monitored by TCD, and can be useful for AugCog applications. 

Keywords: Augmented Cognition, Virtual Reality, Transcranial Doppler, 
Neurophysiological Data, Cognitive State Assessment. 

1   Introduction 

Transcranial Doppler (TCD) is an ultrasound diagnosis technique used to monitor the 
blood flow velocity (BFV) variations in major cerebral arteries with high temporal 
resolution [1]. If the neurovascular coupling is adequate [2], these variations reflect 
changes in cerebral blood flow, which increases during the performance of mental 
tasks, such as reading, arithmetic operations, visual stimulation, attention, verbal 
tasks, motor tasks, visuospatial tasks and memory [3-6]. 

In the field of Augmented Cognition (AugCog), TCD has been applied to analyze 
brain activity during vigilance tasks [7-8]. It has been found that the vigilance 
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decrement in detection rate over time is accompanied by a decrease in BFV in both 
MCAs [9]. This reduction only happens when the observers are asked to actively 
monitor the stimuli, and not when they are asked just to look at the vigilance displays 
with no task to be performed. Other studies [10] have focused on abbreviated 
vigilance tasks. Although they found a significant decline in performance, there was 
no significant change in BFV measures over time, which does not coincide with 
earlier findings from long-duration tasks. 

TCD has also been applied during simulated air traffic control tasks [11], in order 
to monitor the influence of automation cues of varying reliability on vigilance 
performance. Performance effects for cueing found in the experiment were closely 
followed by changes in BFV just in the right MCA in conjunction with low salience 
signals. 

Recently, TCD has been proposed as a tool to measure brain activity during the 
exposure to virtual environments (VE) that can be used in Augmented Cognition 
(AugCog) systems [12]. It has already been used to monitor BFV during the exposure 
to VEs in different immersive and navigation conditions [13, 14], in order to analyze 
neural correlates of the sense of presence, which is the feeling of the participant of 
being in the VE. Results from these studies have shown that there is an increase in 
BFV of middle and anterior cerebral arteries (MCAs and ACAs) when the participant 
starts the exposure to the VE. Furthermore, significant differences have been found 
between the increases in BFV observed in various virtual reality (VR) configurations 
associated with different levels of presence in the participants. 

In those previous studies [13-14], no abrupt changes in the presentation of the 
stimuli occurred during the automatic or guided navigations through the VE. The 
focus of attention of the participant was directed upon the VE during the whole 
experience. However, during the navigation in a virtual environment, there are times 
when the participant may switch the interpretation of the sensory inputs as coming 
from the VE or as coming from the real world [15]. These changes in the focus of 
attention from the virtual to the real world have often been described as breaks in 
presence [16], because when they occur, the participants become aware that they are 
participating in a computer-mediated experience in a research laboratory and they 
stop feeling present in the virtual world. Some studies have been conducted to analyze 
both the subjective interpretation and the physiological correlates of those changes 
[17-18]. The moments when the participants changed their focus of attention were 
forced by the experimental design, in order to control the time when those switches 
occur. Specifically, in these studies, there were moments when the projections were 
abruptly changed to white, generating a sudden anomaly in the visual perception. An 
averaged galvanic skin response during the anomalies was presented in one of the 
studies [18]. Heart rate was also analyzed, and a decrease was observed during the 
experimental abrupt modifications in the visual projections. 

In the present study, our goal is to analyze which are the effects on BFV of 
changes in the focus of attention from the virtual to the real world in participants of 
virtual reality experiences, as a complement to previous studies that have been based 
on peripheral physiological measures [18]. Our hypothesis is that there will be 
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changes in BFV during those sudden modifications in the projection stream, either as 
an increase in mean BFV (occasioned by the surprise and rise in the level of 
concentration due to an unexpected event) or as a decrease in mean BFV (generated 
by a diminution in brain activation because the visual stimuli have disappeared and 
navigation in the VE is no longer possible). 

2   Method 

In the following subsections, a description of the methodology used for the 
experimental sessions and BFV data analysis can be found. 

2.1   Subjects 

Seventeen right-handed volunteers aged between 21 and 64 years (mean age, 29.47; 
standard deviation, 12.19) participated in the study. All the participants gave their 
informed consent prior to their inclusion in the study. Handedness was established 
during the previous interview. 

2.2   Transcranial Doppler Monitoring 

A commercially available 2-MHz pulsed-wave TCD unit (Doppler-Box™ 
Compumedics Germany GmbH) was used to obtain a bilateral continuous measurement 
of the Doppler signal. This unit allowed the on-line calculation of BFV during the 
experiment. It was connected to a PC in which DWL Doppler software (QL software) 
was used to receive data from the Doppler Box. The apparatus was connected to a PC in 
which DWL® Doppler software (QL software) was installed. The monitored signals 
were stored on the PC hard disk during the experiments for off-line analysis. 

Details about the insonation technique can be found in other studies (i.e., [19]). 
With this technique, both hemispheres can be simultaneously monitored through the 
temporal windows using two probes. Probes were attached to the user’s head using 
the probe holder provided with the device. Each probe was located to monitor vessels 
between 50 and 55 mm depth, which allowed the registration of left and right middle 
cerebral arteries (MCA-L and MCA-R) BFV.  

2.3   Virtual Reality Settings 

The environment was retro-projected in a 4 x 1.5 m metacrilate screen. Users 
navigated using a Logitech Rumblepad Joypad (Logitech, Fremont, CA, USA). 

The VE displayed on the screen was a park with different elements such as trees, 
benches and swings. Some images of the environment are shown in Fig. 1.  

The environment was programmed using Brainstorm eStudio software 
(Brainstorm Multimedia, Madrid, Spain). Participants could navigate freely through 
the park while they heard to ambient sounds and background music through stereo 
loudspeakers. 
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Fig. 1. Images of the virtual environment (park) used during the experimental sessions 

2.4   Experimental Procedure 

Previously to the beginning of the virtual reality experience, a neurosonologist 
adjusted the angle and the insonation depth of each probe once the subject was sitting 
in front of the screen to monitor the MCAs. When the probes had been adjusted, there 
was a training stage where the participants learnt to navigate in a simple environment 
using the joypad. 

Then, the exposure to the virtual environments (parks) started. Globally, this phase 
lasted 210 s. This period was divided in several stages: 

1. Repose (40 s). The screen remained black. The participant had to be relaxed and 
wait until the next stage started. 

2. Free navigation A (70 s). The subject navigated freely through the park. 
3. Rupture A (20 s). Abruptly, the screen went completely blue. The participants did 

not know that this change was going to happen, so they suddenly became aware 
that they were participating in a virtual experience and changed their focus of 
attention to the real world. 

4. Free navigation B (40 s). The environment was shown again and the participant 
navigated freely. 

5. Rupture B (20 s). A mesh appeared in front of the VE making it difficult to 
visualize it. Subjects could temporarily change the focus of attention to the real 
world. However, in this case, it was possible for them to continue the navigation 
but visualizing the environment partially occluded by the mesh.  

6. Free navigation C (20 s). The VE appeared again and participants navigated 
through it. 

2.5   BFV Signal 

MCA-L and MCA-R BFV signals were captured and stored during the experiment on 
the PC hard disk with a sampling rate of 100 Hz.  

The registries for the different vessels were validated by the neurosonologist. Only 
those cases in which measurements from both vessels were available (14 subjects) 
have been included in the analysis to allow the comparison between vessels. 
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Fig. 2. Photograph of one of the participants navigating with the joypad through the virtual 
environment of the park 

2.6   Data Analysis 

Prior to other processing steps, the BFV signal is filtered using a low-pass filter with a 
cut-off frequency of 10 Hz. Then, the filtered BFV signal is transformed to percentage 
relative units, simply dividing each sample by the arithmetic mean of the full set of data 
during the whole examination time and multiplying by 100 [20] (eq.1). Mean BFV in 
the different monitored vessels during each of the different periods was calculated.  
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A two-way analysis of variance (ANOVAs) with repeated measures was applied to 
analyze the effects in the dependent variables (BFV) of the within-subjects factors: 

• The vessel under study (MCA-R, MCA-L). 
• The period (Repose, Free navigation A, Rupture A, Free Navigation B, Rupture B, 

Free Navigation C). 

If Mauchly’s test indicated that the assumption of sphericity had been violated, 
Greenhouse Geisser corrections were applied. Paired comparisons were calculated to 
allow the comparison between mean BFV in consecutive periods. 

3   Results 

Mean BFV values (and standard deviation) in the different periods are shown in 
percentage relative units in Table 1 (MCA-R) and Table 2 (MCA-L).  
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Table 1. Normalized MCA-R BFV values in the different periods (number of subjects = 14) 

Period Mean MCA-R BFV MCA-R BFV 
 Standard Deviation 

Repose 91.04 4.64 
Free Navigation A 103.26 1.64 
Rupture A 102.14 3.66 
Free Navigation B 100.09 1.27 
Rupture B 102.66 3.20 
Free Navigation C 101.64 2.67 

Table 2. Normalized MCA-L BFV values in the different periods (number of subjects = 14) 

Period Mean MCA-L BFV MCA-L BFV 
 Standard Deviation 

Repose 91.96 6.49 
Free Navigation A 103.34 2.01 
Rupture A 102.99 4.42 
Free Navigation B 99.50 1.93 
Rupture B 101.77 3.64 
Free Navigation C 100.56 3.87 

 
Results from the ANOVA applied to BFV mean show a significant effect for the 

period factor (F(2.120,27.561)=19.928, p<0.001). No significant effect was found for 
the vessel under study factor or for the interaction factor. Paired comparisons applied 
to consecutive periods revealed the following significant differences: 

• A significant increment in BFV between the initial repose and the Free Navigation 
A (p<0.001), in both MCA-L and MCA-R. 

• A significant increment in BFV between the Free Navigation B and the Rupture B, 
in MCA-L (p=0.035) and MCA-R (p=0.005). 

• A significant decrement in BFV between the Rupture B and the Free Navigation C, 
only in MCA-L (p=0.016) 

4   Discussion 

The present work has analyzed the BFV responses of participants in a VR experience 
during forced changes in the focus of attention from the virtual to the real world. The 
interpretation of the obtained results and the main contributions of the work will be 
discussed in the following paragraphs. 

Although there are previous studies that have used TCD to analyze brain activation 
during the exposure to VR settings [13, 14], they have only considered global 
differences between periods of repose and periods of exposure to the VE. The results 
of those studies have shown that there is an increment in the mean BFV during the 
exposure period in comparison with the mean BFV during the previous repose period.  

In the present study, this increase in BFV during the navigation is also observed. 
The results show a significant difference between the mean BFV during the initial 
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repose period and the mean BFV during the first navigation period, both in MCA-L 
and MCA-R, which supply mainly the lateral parts of the brain [21]. As has already 
been discussed in the previous studies [13-14], the origin of this increment can be 
found in different factors, such as the complex interaction between visuospatial 
interaction tasks, attentional tasks, and the creation and execution of a motor plan. 
The users have an active role in the navigation because they are creating a motor plan 
[22], but this role cannot be observed during the baseline, so it may be one of the 
factors that justify the increase in BFV that is observed when the navigation starts. All 
these results are in accordance with studies about navigation in videogames using 
TCD [23-24]. 

However, in the present study, we are interested in the evolution of the BFV during 
the exposure, with the objective of analyzing which are the effects on BFV that can be 
generated by any attentional changes that occur during this period. In order to have 
controlled experimental conditions, and following previous experimental approaches 
[17-18], the influence of the two sudden ruptures in the visual stream that were forced 
during the experience has been analyzed.  

Results show that BFV remains similar during the Free Navigation A, during the 
Rupture A and during the Free Navigation B (no significant difference in mean BFV 
between those periods is observed). There is only a trend to a decrease in mean BFV 
during the rupture. A possible explanation for this trend can be found in the fact that, 
when the rupture occurs, participants of the experience stop focusing on the VE and 
become aware that they are in a laboratory participating in an experimental procedure. 
That generates an interruption in all the tasks that were happening during the 
navigation (such as visuospatial interaction tasks, attentional tasks, and the creation 
and execution of a motor plan). Furthermore, participants stop making movements 
with their arms to control the joypad. All these factors may justify the decreasing 
trend in BFV that is observed in both vessels.  

On the other hand, when the Rupture B occurs (and a mesh partially occludes the 
VE), there is a new significant increment in BFV in both hemispheres. After that, 
BFV remains similar in the rest of the experiment in the case of MCA-R, with no 
significant differences. In the case of MCA-L, there is still a significant decrement 
when the normal navigation is restored. 

Let us discuss possible explanations for the increment in BFV that has been 
observed during the Rupture B. Although maybe initially the participant may change 
his/her focus of attention from the virtual to real world, there is not a complete 
separation from the VE. In fact, the VE remains visible although partially occluded by 
the mesh. The participant keeps on trying to advance with the joypad, so movements 
with the arms and hands to control it continue, but with a higher difficulty because the 
environment is not visualized correctly. More attention than in the previous period is 
required during the Rupture B, and that may be having an influence on the increase in 
BFV during this period. 

Further studies would be required to obtain more detailed conclusions about the 
effects of the change of the focus of attention from the virtual to the real world. 
Globally, with the results of the present study, the preliminary conclusions are that an 
abrupt interruption of the visual stream (that completely eliminates the visualization 
of the VE) does not have a high impact in BFV, and only a trend to a decrease is 
observed. However, if the changes in the visual projections still allow that the 
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participant visualizes part of the VE, significant increases in mean BFV are observed, 
maybe because a higher level of attention is required to continue the navigation. 

It would be interesting to continue analyzing in future studies the influence on 
BFV that any changes of attention during the exposure to a VE may have. Using 
TCD, it is possible to obtain information closely related to the processes that occur in 
the brain in response to those changes. This kind of information will help us to 
understand any changes in BFV that occur during the exposure to VR environments in 
the AugCog field.  
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Abstract. This paper describes a recent human factors study that was 
performed on a flight simulator and in a fighter trainer jet aircraft to quantify 
the cognitive effects of simulator fidelity. There are many parameters that could 
be manipulated to affect physical fidelity in a simulator and we want to point 
out that in this study we make no claims of having covered a large portion of 
the possible fidelity design space. Rather, this study provides a comparison of 
trainee performance in a low to mid-level simulator with the performance 
obtained in a real fighter jet training aircraft using state-of-the-art operator state 
characterization equipment. As this study is ongoing, only partial data is shown 
in this paper. 

Keywords: Neurocognitive measures, operator state characterization, flight 
training. 

1   Introduction 

This paper describes a human factors study, which was funded by the Office of Naval 
Research (ONR) as part of a Small Business Technology Transfer Research (STTR) 
program at Advanced Infoneering, Inc. [1]. The study involved the measurement of 
neuroergonomic parameters including eye gaze behavior, electroencephalogram 
(EEG), heart rate variability (HRV), and mission specific measures of performance in 
pilots performing a close air support (CAS) task using a pop-up bombing maneuver  
in a simulator and a real fighter jet trainer aircraft.  

The technology that was developed under this STTR will find application in 
civilian and military flight training and technology testing applications. One 
application that is especially well-suited for neuroergonomic performance assessment 
technology is the emerging area of Live Virtual Constructive (LVC) training. LVC is 
a relatively new paradigm in aviation training that has considerable potential to 
revolutionize the way aviators are trained and prepared for their missions. LVC 
incorporates live aircraft, virtual simulators, and constructive entities into a single 
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environment that provides training participants with an opportunity to interact the 
same way how they would interact when performing their real missions in theater. 
Live aircraft are connected to the network of ground-based simulators using high-
bandwidth digital datalinks and dedicated robust data protocols [2]. In this fashion, 
LVC not only supports the training of the pilots in the live aircraft and flight 
simulators, but also the training of other participants, such as airborne and ground-
based controllers and their support teams including Joint Terminal Attack Controllers 
(JTACs) and Joint Forward Observers (JFOs). Rockwell Collins in collaboration with 
the Operator Performance Laboratory (OPL) recently demonstrated the huge training 
potential of LVC by enabling a real JTAC to receive LVC training to regain night 
currency during a demonstration at the 2010 Interservice Industry Training 
Simulation Education Conference (I/ITSEC) in Orlando [3]. During this training for 
credit, the JTAC in training controlled the OPL jet aircraft flying in Iowa. From this 
JTAC training station in Orlando he prosecuted a simulated close air support mission 
against virtual targets that were overlaid in the real world. 

Naval aviation flight training is performed using a combination of procedure 
trainers, flight simulators and live aircraft [4]. While flight simulators and procedure 
trainers have become very capable and flexible, there are still many skills that naval 
aviators need to acquire in live training and fleet aircraft. However live flight training 
can be very costly and logistically difficult to accomplish and the current fleet of 
aircraft is fairly thinly stretched across training and war fighting operations. LVC is 
an integration concept that incorporates live, virtual, and constructive elements into a 
single environment, in an attempt to leverage the best of each world to minimize 
logistics and maximize training effectiveness [2, 5]. What makes LVC so attractive is 
its ability to connect airborne and ground-based assets in a net centric training 
exercise that can be geographically distributed [6]. 

The overarching objective of LVC training is to improve the effectiveness of the 
delivery of content while at the same time achieving a reduction in operational costs 
and enhanced flight safety. Cost-effective delivery of instruction will be enabled by 
the inherently embedded and net centric capability of LVC [2, 5], where the reduction 
is demonstrated by a smaller number of training flights required to complete the 
tactical tasks and component skills called for in the training syllabus and also through 
a reduction in the required number of flights to provide live opposing force necessary 
for readiness training of another pilot [7]. LVC also requires the development and 
indoctrination of new concepts of operation (CONOPS) including methods of 
exercise planning, briefing, air traffic and range control, rules of engagement (ROE), 
handling of emergencies, performance evaluation, and debriefing. Our team has 
performed LVC research and demonstrations for the past two years [2, 6], and we feel 
that LVC has great potential to reduce cost by reducing or eliminating logistical 
complexities and enhancing training effectiveness by enabling early immersion of 
trainees in complex net centric distributed exercises that draw on many dimensions of 
the cognitive-perceptual stimulation that is necessary to prepare our warfighters for 
effective operation in theater. 

Designers of virtual environments such as flight simulators are faced with difficult 
cost-benefit trade-offs that may affect its fidelity and its training effectiveness or 
transfer of training. The construct of fidelity has several dimensions, including 
physical fidelity, functional fidelity, and cognitive fidelity. Interaction of different 
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fidelity dimensions have an impact on trainee immersion, presence, and buy-in [8]. In 
flight simulators, physical fidelity relates to the accuracy of the physical layout of the 
crew station and how closely the visual, auditory, haptic, vestibular, and flight 
dynamic stimuli mimic those that will be experienced in the real aircraft. Functional 
fidelity primarily relates to how accurately the simulated crew station equipment acts 
like the operational equipment and cognitive fidelity is a quantification of how closely 
the human factors effects of the virtual environment track with those that will be 
found when training in the real aircraft. 

This paper describes the synergistic combination of our recent developments in 
aviation LVC technology in conjunction with a human factors study to specifically 
investigate the cognitive effects of simulator fidelity. The Operator Performance 
Laboratory (OPL) has two L-29 jet training aircraft [6], each modified with an 
evaluation cockpit in the rear seat, integrated instrumentation pods, a ground support 
infrastructure, and a neuroergonomic operator monitoring and evaluation system [9, 
10]. Additionally, the OPL has developed a matching ground simulator with a 
functionally identical simulated avionics set up and the same operator monitoring 
system. The avionics, datalink, and LVC concept of operations work at OPL was 
funded over the past two years by Rockwell Collins.  

2   LVC Research Apparatus 

Our current LVC infrastructure consists of two L-29 jet training aircraft (Fig. 1) and 
two flight simulators, one being of a fast jet factor and the other one being of a 
transport aircraft form factor. Each aircraft is instrumented with an evaluation cockpit 
in the rear seat, integrated range instrumentation pods, a ground support 
infrastructure, and an operator monitoring and evaluation system. A third, piston 
powered, aircraft is available for use as data link relay and/or as an airborne 
command-and-control platform. The flight test assets are interconnected to a ground 
station using a range instrumentation, datalink that can transmit in several formats, 
including the Advanced Range Data System (ARDS) protocol. A command-and-
control ground station with two high gain pan-tilt rotator systems is located at the 
OPL flight operations center at the Iowa City municipal airport. This ground station 
provides the interconnection between the airborne and ground based assets. All 
ground assets communicate with each other using the HLA protocol. By using this 
constellation of airborne and ground-based assets, we can test the performance of 
multiple crews in an LVC exercise.  

To simplify the deployment of the neurocognitive and physiological sensors on the 
pilot we have integrated the EEG electrodes in the liner of a flight helmet. The 
respiration belt and ECG electrodes are worn under the flight suit connecting to the 
peripheral electronics that are integrated in a pilot survival vest as shown in Fig. 2a. 
This level of integration provides for a ruggedized instrumentation package with a 
single point umbilical connection to the aircraft or flight simulator. Fig. 2b shows a 
rear quartering view of the fixed base flight simulator that was used in this study. The 
flight simulator features three channels of outside visuals, subtending a total of 135° 
lateral visual field of view (FOV) or around 45° per channel and a vertical field of 
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view of 25 degrees. The outside visual (OSV) channels 2 and 3 were used to 
manipulate the fidelity of the flight simulator with low fidelity corresponding to the 
condition where OSV 2 and 3 were off and medium fidelity when OSV 2 and 3 were 
on. In the present study, high fidelity corresponded to runs in the L-29 jet. 

Standard F/A-18 head up display (HUD) symbology was overlaid on OSV channel 
1, providing the participant with symbology to fly a bombing run with a Continuous 
Computed Impact Point (CCIP) for Mark-82 dumb bombs. The head-down display 
(HDD) showed the layout of an F/A-18 instrument panel with Stores Management 
System (SMS), map page, Up Front Controls (UFC), and a Horizontal Situation 
Indicator (HSI) page. The HDD is a touch screen so that all SMS and UFC functions 
can be activated by touch. 

   

             Hawk 11              Hawk 12      Range Integration Pod 

Fig. 1. OPL’s Instrumented L-29 Fighter Jet Trainer Aircraft 

Fig. 2c shows the front cockpit of the L-29 jet where the safety pilot (SP) operates. 
The SP performs all maneuvering on the ground, take-off, landing, and repositioning 
of the aircraft between runs. The SP uses standard aircraft instruments to navigate in 
US airspace under FAR part 91 flight rules. Two VHF radios are available to allow 
the SP to simultaneously communicate with air traffic control (ATC) and the 
command and control ground station on separate frequencies. A side display touch 
screen called the Phase Tagger (Fig. 2c) is available to the SP to start and stop the 
recorder, tag events to check the video data link integrity, and to check CATS and the 
integrity of the eye tracker. The rear cockpit is the crew station that the evaluation 
pilot (EP, experiment participant) occupies. A daylight readable 15 inch touch screen 
display installed in the head-down position that allows presentation of any avionics 
symbology as per program requirements. The symbologies can be driven either with 
PC board dedicated avionics graphics processors. In this experiment, the symbologies 
were identical to the ones used in the simulator and represented an F/A-18 instrument 
panel. A daylight readable 15 inch touch screen in the head-up display (HUD) 
position provided the same outside visuals and F/A-18 HUD symbology as in the 
simulator. The lateral FOV of the HUD display was 45° which made the imagery 
displayed on it conformal with the real world. Therefore, a pilot in the rear crew 
station had an essentially unrestricted view of the surroundings, with the central 45° 
being a computer generated photorealistic inset and the remaining view being the real 
world.  
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a. Pilot with Sensor Vest                                               b. Flight Simulator 

 

                     c. L-29 Front Cockpit    d. Rear Cockpit 

Fig. 2. Instrumented Flight Simulator and Matching L-29 Flight Test Aircraft 

3   Experimental Design and Procedure 

The authors of this paper fully understand that simulator fidelity is a very complex 
concept and that our simple experiment does not color the entire gamut of fidelity. We 
tested three levels of fidelity as a between subjects factor. Participants in the low 
fidelity group flew their mission in the flight simulator using only one channel of the 
outside visuals. Participants in the medium fidelity group flew their mission in the 
simulator using all three channels of visuals. Participants in the high fidelity group 
flew their missions in the jet. Each group consisted of five pilots who had no military 
tactical flight experience.  

The mission consisted of a holding pattern at a combat air patrol (CAP) point 
followed by a series of waypoints leading to an offset pop-up bombing pattern with a 
15° climb and a 30° dive angle to deliver a Mk-82 low drag general-purpose bomb 
onto a target represented by the middle of the bridge deck across a river (Fig. 3). We 
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chose this mission profile because it has a wide range of perceptual, motor, and 
cognitive demands ranging from a simple holding pattern, a dynamic high-speed route 
with precise turns and crossing altitudes, culminating in a relatively complex pop-up 
bomb delivery pattern that requires precise management of pitch, bank, speed, and 
heading in a very short amount of time.  

 

Fig. 3. Holding Pattern, Route, and Pop-Up Attack Pattern 

Normal pop-up weapons delivery is performed following a low-level route at 500 
feet AGL. The pop-up itself actually serves to increase altitude to several thousand 
feet to allow for a reasonable amount of tracking time in a dive during which the 
bomb guidance symbology can be tracked against the desired target. In this 
experiment, we did not fly the route at a low level for reasons of flight safety and 
compliance with the required speed limit of 250 kts below 10,000 feet. Rather, we 
started the rout at 15,000 feet gradually descending to 13,000 feet just prior to the 
pop, with apex altitude of 16,200 feet, 6 seconds of tracking time and the release 
altitude at or above 11,400 feet. Fig. 3 shows the mission profile that was flown 
identically in the simulator and the real aircraft. Each pilot was given simulator 
training to acclimate to the flight symbology and to learn the mechanics of the route 
and pop. A total of 10 minutes of simulator training was provided to allow the pilot to 
acclimate the flight symbology. Following that, a total of 30 min. of simulator 
training was provided to teach the participants the basics of the route following and 
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pop-up bombing pattern. This training was always administered with only the center 
channel available in the flight simulator. After training was complete, data collection 
was performed for score. The flight simulator groups performed their runs using 
either one or three channels of OSV, depending on which fidelity group they belong 
to. The jet group always performed their runs in the real world in the L 29 jet. 

The data was analyzed with CATS that has provisions to access the tags that are 
placed by the experimenters throughout the runs to be able to separate the holding 
pattern from the route and the pop-up bombing pattern. CATS generated over 60 
mission technical, neurocognitive, and physiological performance metrics. Mission 
technical performance was quantified in terms of the flight path accuracy (speed, 
offset angle, pull-up-point, climb angle, pull-down-point, apex altitude, dive angle, 
tracking time, release altitude, and accuracy of the weapon delivery). The 
physiological assessment consisted of six metrics of heart rate and short-term heart 
rate variability. Additionally, eye gaze metrics of performance included fixation 
duration, fixation count within areas of interest, lateral and vertical fixation 
dispersion, and distance between fixations. CATS generated over 65 neurocognitive 
metrics based on the average, RMS, and standard deviation of EEG power in the 
frontal, midline, occipital, and sensorimotor areas. Subjective workload data was 
collected after each pop using the Bedford workload scale and situation awareness 
data was collected using the SART scale.  

4   Preliminary Results 

Data analysis is still ongoing at the time of writing of this paper (March 1, 2011). 
Data for all pilots in the flight simulator has been collected at this time. Flight test 
data collection has been slow due to adverse winter weather, but we are making good 
progress with data for three subjects in the jet group already being collected. As the 
data analysis is continuing we are going through dozens of combinations of the 
dependent measures to determine which ones are statistically significantly able to 
predict the level of pilot workload. Preliminary results are shown in this paper for the 
flight simulation groups. One exciting finding is that heart rate (Fig. 4) is highly 
predictive of workload for the task used in this experiment.  

The cumulative histograms in Fig. 4 shows that heart rate increases for increasing 
task demand. This is indicated by the right shift of the curves towards hire beats per 
minute numbers. Holding at CAP demands the least workload from the pilot. Flying 
the route requires considerable concentration and demands a significant amount of 
workload from the pilot to precisely cross the waypoints at the assigned altitudes and 
speeds. Flying the pop-up bombing maneuver requires very precise pull-up timing, 
accurate flight path angle control in the climb with simultaneous tracking of the offset 
heading, monitoring of the approaching pull-down altitude, proper selection of the 
bank angle (about 135°) at the pull-down point, a sufficient pull to achieve the correct 
heading change to the final attack heading and dive angle on the pitch ladder, and 
precise dive angle and final attack heading tracking of the CCIP bomb fall line (BFL) 
onto the target with a bomb release at wings level and at or above, release altitude. 
This entire sequence takes around 40 seconds to complete, and failure to accomplish 
any of the sub tasks is likely to make it impossible to achieve proper tracking and 
bomb release.  
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Note:N=10 participants in Flight Simulator. CAP=low workload, RTE=Medium workload, 

POP=High workload, EGR=Low workload. Repeated measures Anova for Task 
F3,27=17.36, p<0.0001 

Fig. 4. Heart Rate as a Function of Mission Task Difficulty 

The egress following the bomb release consists of a simple pull to a 10° flight path 
angle while tracking towards the egress waypoint. This demand is well characterized 
by the simple heart rate (beats per minute) as indicated in Fig. 4. What is rather 
astounding is how quickly heart rate responds to increases and reductions of workload 
demand as indicated by the egress (EGR), heart rate curve. The egress follows only 
seconds after the pop-up bombing segment has been completed, yet the heart rate 
responds correctly. A repeated measures analysis of variance (ANOVA) of heart rate 
against task indicates statistical significance with F3,27=17.36, p<0.0001.  

Fig. 5 shows the heart rate of the pilots as a function of the level of fidelity, with 
low fidelity being representative of the five pilots who flew the flight simulator with 
only one channel of the outside visuals and medium fidelity being representative of 
the five pilots who flew the simulator with all three visual channels. The higher heart 
rate for the lower fidelity simulation clearly indicates that the pilots had a higher 
workload when only one channel of outside visuals was present.  

Using the very large data set that we have amassed in this study we are going to 
continue to use statistical, data mining, and neural network methodologies to find the 
best combination of physiological, neurocognitive, and flight technical performance 
metrics in an effort to create a robust model to predict workload. Going forward, we 
propose to use the existing LVC framework consisting of flight simulators (one at 
OPL, two at Rockwell Collins), two instrumented fighter trainer jet aircraft, and a 
JTAC training station to quantify neuroergonomic measures of effectiveness in pilots 
performing in multi-participant LVC exercises.  
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Note:N=10 participants in Flight Simulator. CAP=low workload, RTE=Medium 
workload, Low Fidelity = 1 Channel OSV, Medium Fidelity = 3 
channels, Anova for Task F1,198=33.71, p<=0.0001 

Fig. 5. Heart Rate as a Function of Fidelity Level 

5   Conclusions 

The CATS neurocognitive, physiological workload measurement package described 
in this paper has performed very well in our flight simulator and instrumented fighter 
jet trainer. State-of-the-art active shielding electrodes have helped us to mitigate the 
effects of adverse noise and signal acquisition. In our experiment we have 
demonstrated that this package can be rapidly deployed on the pilot was performing I 
dynamics tactical maneuvering in the real fighter jet training aircraft. Perhaps the 
most significant conclusion of this paper is that heart rate appears to be a reliable, yet 
simple method to characterize pilot workload demand. 
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Abstract. The process of reading activates a large-scale neural network which 
includes different cortical brain regions. This network is thought to be age-
dependent and changes throughout the process of reading acquisition. The 
frontal lobe is considered to be related to higher, executive, functions. We 
conducted a functional Near InfraRed Spectroscopy (fNIR) study in order to 
compare frontal lobe performance during a Lexical Decision Task (LDT) 
among two different age-groups: children and adults. Data indicated significant 
differences with age in LDT behavioral performance, and brain activity in the 
upper left frontal lobe. The young group exhibited slower reaction times and 
lower accuracy in addition to differences both in the level of blood oxygenation 
as well in the blood oxygenation timeline. The current study’s results suggest 1) 
the involvement of the frontal lobe during the process of reading and that 2) 
frontal lobe activity is modified with the age of maturity.  

Keywords: Neuroimaging, fNIR, Lexical Decision Task, Developmental 
language. 

1   Introduction 

One of the common methods of investigating neural networks related to language is 
the Lexical Decision Task (LDT) [1-7], which involves the identification of words 
and pseudowords. It has been suggested that word identification occurs through 
orthographic processing and pseudoword identification through phonological 
processing [8]. As such, this task is often used in an attempt to investigate the 
developmental and impaired aspects of word decoding processes. Previous 
neuroimaging research suggested that several brain regions are involved in LDT 
performance, including the superior and the inferior frontal lobe [1, 5, 6, 9]. 
According to these studies, the superior frontal lobe is involved in the process of 
decision making [3], where an input from more posterior brain regions involved in 
semantic information processing (mainly the inferior parietal lobe, specifically the 
angular gyrus) evokes a positive intra-lexical decision response following a word 
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stimulus, or a negative response which is triggered by an extra-lexical temporal 
threshold [5, 10]. The inferior frontal lobe is thought to be more involved in 
differentiating between frequent and non-frequent words [6, 9].  

fNIR is an emerging, non-invasive brain-imaging technology that allows for the 
measurement of hemodynamic changes within the brain. It is a portable, affordable, 
and easy-to-use device that is considered to be more tolerant to movement artifacts as 
compared to other brain imaging modalities such as electroencephalography (EEG) 
and functional Magnetic Resonance Imaging (fMRI). Due to these many attractive 
attributes, fNIR has become commonly used in various areas of cognitive research [5, 
11-14]. Specifically, several studies focused on the involvement of the frontal lobe in 
different aspects of language. For example, Sakatani et al. [15] used near infrared 
spectroscopy to show the effect of aging on the left prefrontal cortex activity during a 
series of lingual and memory tasks. Quaresima et al. [14] reported on the involvement 
of the left Broca in the process of language translation task. Watanabe et al. [16] 
correlated between language dominance and handedness. In addition, Hofmann et al. 
[5] used near infrared spectroscopy to demonstrate the involvement of the left 
superior and inferior frontal lobe in the performance of LDT. Although these studies 
support the notion that the left frontal lobe is involved in language, the role of the 
frontal lobe in the process of reading acquisition still remains unclear. 

The purpose of the current study was to find whether, and to what extent, the 
frontal lobe is involved in the performance of the LDT. Specifically, we investigated 
whether there are age-related differences, in the frontal lobe activation during the 
performance of the task. 

2   Method 

Participants: Twenty-two adults (age 25.1±2.48, 9 females and 13 males) and 25 7th 
grade children (age 12.65±0.467, 13 females and 12 males), participated in the study. 
All subjects fall into the criteria of a regular reading definition based on Standard 
Hebrew Reading Test. The decoding score was 92.98±36.52 for word and 
47.33±23.40 for pseudowords per minute for the adults and 76.96±21.05 for word and 
31.27±10.30 for pseudowords per minute for the young group (F(1,46)=4.012, p<0.05; 
F(1,46)=10.57, p<0.01, for words and pseudowords, respectively). The adults were paid 
volunteers and the teenagers were compensated with a gift at school. All participants 
had nonverbal IQs in the normal range (100 and above) as measured by the Raven 
Standard Progressive Matrices [17]. All participants were native Hebrew speakers 
from a middle-class background. All subjects were right-handed, displayed normal or 
corrected-to-normal vision in both eyes, and were screened for normal hearing. None 
of the participants reported chronic use of medications. Informed consent approved by 
the University of Haifa ethics committee was obtained prior to each participant’s 
participation in the study.  

Apparatus: Two computers were employed. The first computer presented the LDT 
stimuli via ePrime software (Psychology Software Tools, Inc. http://www.pstnet.com) 
and collected the participants’ reaction times. The second computer hosted the fNIR 
system (fNIR Devices LLC; http://www.fnirdevieces.com). The fNIR device used in 
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this study was composed of two main parts- a head piece holding the light sources and 
detectors, and a control box for data acquisition with a sampling rate of 2 Hz. The 
flexible fNIR sensor consists of four light sources and ten detectors designed to image 
cortical areas underlying the forehead (dorsolateral and inferior frontal cortices). With 
a fixed source-detector separation of 2.5 cm, this configuration results in a total of 16 
voxels. The control box was connected to the computer for data collection and storage 
which were utilized by the COBI studio software (Drexel University). In order to 
synchronize the two computers, a COM cable was used to send online event triggers 
from the ePrime software to the COBI studio software. Matlab software (Version 
2010a, The Mathworks, Natick, MA) was used for the signal processing and to 
prepare data for statistical analysis which was performed using IBM SPSS (Version 
18, IBM SPSS Inc., Chicago, IL). 

Task: The Lexical Decision Task [18] included 96 trials, of which 48 trials included 
high frequency words in the Hebrew language [19] and the remaining 48 trials 
included pseudowords created from the same letters as the real words. The stimuli 
were presented for 400 ms horizontally in the center of the screen in white on a gray 
background. Each stimulus was comprised of 4-5 Hebrew letters, each letter one-
quarter of an inch (0.6 cm) in diameter. The participants were seated approximately 
80 cm from the computer screen and were asked to press with their right hand '1' for 
word and '2' for pseudowords. The between-trials time interval was set to 10 seconds 
with a jitter of ± 4 seconds to allow sufficient time for the hemodynamic response to 
fully evolve [20, 21]. An fNIR resting baseline of 10 seconds was recorded prior to 
the performing of the LDT, which was used as a reference in the computation of the 
relative blood oxygenation changes [18].  

Behavioral Reaction Extraction: The reaction time of the trial was defined as the 
time starting from the stimulus onset until participant’s reaction is received. Reaction 
time and accuracy for each trial were first obtained from the LDT log files. Then, for 
each participant, mean reaction times for words and pseudowords and for correct and 
incorrect reactions were calculated. Due to the ceiling effect obtained in the LDT, 
only correct reaction trials were used in the statistical analysis. 

fNIR Data Processing and Feature Extraction: Once the heart pulsation, 
respiration and movement artifacts were removed, fNIR intensity measurements were 
first converted to relative changes in hemodynamic responses in terms of oxygenated 
(OxyHb) and deoxygenated hemoglobin (DeoxyHb) using the modified Beer-Lambert 
law (MBLL) [22]. Note that, since there is an age difference between the two study 
groups, an age-dependent correction to the path length factor was integrated in MBLL 
to accurately extract the hemodynamic signals [14, 23]. Then, Oxygenation, which 
was defined as the subtraction of the DeoxyHb from the OxyHb, was computed. 
Finally, once oxygenation data epochs were segmented from the stimuli onset to 15 
seconds later for each trial, fNIR features such as minimum, maximum and mean 
value, and time to reach minimum and maximum value, were extracted for each 
Oxygenation trial epoch, voxel and participant. For the statistical analysis, each 
parameter was averaged over trials per participant. Noisy segments, which mainly 
occurred due to movement artifacts, were excluded from the statistical analysis.  
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Statistical analysis: A series of 2 X 2 mixed model Analysis Of Variance 
(rmANOVA's) tests were conducted in order to verify age (children X adults) and 
stimulus-type (word X pseudoword) differences in the research parameters. In 
addition, in cases where significant age by stimulus-type interaction was found, 
appropriate t-tests were applied. The rmANOVA was applied separately to different 
variables including mean reaction time, accuracy, and fNIR features which were 
obtained from the Oxygenation data of 16 channels. Since fNIR is considered to have 
a low signal to noise ratio, in order to verify data integrity, in each of the analyses, the 
fNIR parameters were first tested for normal distribution using the Kolmogorov-
Sminrnov test of normality. In cases where the test of normality failed, and outliers 
were found, the outliers were screened out from the analysis, and then the test of 
normality was run for the second time.  

3   Results 

The comparison of behavioral responses and fNIR features between the two age 
groups (children and adults) and stimuli (word and pseudoword) revealed both group 
differences as well as stimulus-dependent differences.  

3.1   Behavioral Reaction Results 

Reaction time (Fig. 1a): Results revealed a significant group effect (F(1,37)=21.35, 
p<0.001). The younger group exhibited a slower reaction as compared to the adults. A 
significant stimulus-type effect (F(1,37)=22.21, p<0.001) was also obtained. Both 
groups exhibited a slower reaction time to the pseudoword stimulus as compared to 
the word. No group and stimulus-type interaction was found (F(1,37)=2.80, p=0.103).  

 

Fig. 1. The children (dark line) and adults (light line) mean (a) reaction time and (b) accuracy 
performance in LDT. Error bars represent group’s standard deviation. 

Accuracy (Fig. 1b): Data indicated a significant group effect (F(1,35)=29.143, 
p<0.001). The adult group obtained higher accurate reactions as compared to the 
younger group. A significant stimulus-type effect (F(1,37)=8.686, p<0.01) was also 
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found, for both groups accuracy was higher for pseudowords as compared to words. 
Furthermore a significant group by stimulus-type interaction (F(1,37)=7.38, p=0.01) 
was also found. The interaction stems from lower accuracy rate in words (t(35)=-5.24, 
p<0.001) and not for pseudowords (t(35)=-1.925, p=0.062) among the younger group.  

 

Fig. 2. The children (dark line) and adult (light line) Oxygenation results measured at Channel 
3. Error bars represent group’s standard deviation.  

fNIR Results: The statistical analysis on the features extracted from oxygenation data 
epochs within the time interval of 15 seconds following the stimulus onset revealed  
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that stimulus-type and age effects were found mainly in Channel 3 which is located in 
the upper side of the mid-left frontal lobe. Fig. 2 presents the results for the fNIR 
analysis. 

Minimum value of Oxygenation (Fig. 2a): Data revealed significant group effect 
(F(1,33)=9.522, p<0.01). The children exhibited a larger decline in the value of the 
Oxygenation as compared to the adults for both words and pseudowords. A significant 
stimulus-type effect was also found (F(1,33)=4.139, p=0.050). For both groups a lower 
minimum value was found under the pseudowords condition as compared to words. No 
group and stimulus-type interaction was found (F(1,33)=0.181, p=0.673).  

Minimum-time in which the Oxygenation signal reached its lower value (Fig. 2b): 
revealed a non-significant group effect (F(1,36)=0.094, p=0.760), non-significant 
stimulus-type effect (F(1,36)=2.278, p<0.140), and no group by stimulus-type 
interaction (F(1,36)=1.394, p=0.245).  

Maximum value of the Oxygenation signal (Fig. 2c): revealed no significant group 
effect (F(1,37)=0.552, p=0.462) and stimulus-type effect (F(1,37)=1.800, p=0.188) as well 
as no group by stimulus-type interaction (F(1,37)=0.231, p=0.634).  

Maximum-time in which the Oxygenation signal reached its maximum value (Fig. 
2d): indicated a significant group effect (F(1,37)=4.650, p<0.05), the children reached 
the maximum value of Oxygenation faster as compared to the adults. In addition a 
stimulus-type effect was also obtained (F(1,37)=8.370, p<0.01) where both groups 
exhibited a longer time to reach the maximum Oxygenation value under the 
pseudowords condition as compared to the word. No group by stimulus-type 
interaction (F(1,37)=0.432, p=0.515) was found.  

Mean Oxygenation value (Fig. 2e): Data revealed a significant group effect 
(F(1,32)=10.077, p<0.01) where the adults group showed a higher mean value of 
Oxygenation. No stimulus-type effect (F(1,32)=0.253, p=0.619) or group by stimulus-
type interaction (F(1,32)=0.000, p=0.992) were found.  

4   Discussion 

Overall, the behavioral results of the current study demonstrate an advantage of the 
adults in their performance of the LDT in terms of accuracy and reaction time as 
compared to the 7th graders group. Moreover, fNIR results reveal evidence for both 
the involvement of the left frontal lobe in the performance of the LDT as well as age 
related differences in terms of cortical oxygenation. 

By using fNIR and behavioral measures the current data indicated a clear 
developmental trend in accuracy and reaction time as well as brain activity in the left 
frontal lobe during performance of LDT tasks. Compared to the adults, the young 
population exhibited significantly slower reaction time (Fig. 1a), and lower accuracy 
(Fig. 1b), for both words and pseudowords. Furthermore when performing the LDT 
the young population showed a higher decline in the upper left frontal lobe 
Oxygenation value (Fig. 2a), a faster Maximum-Time (Fig. 2d) and an overall lower 
mean Oxygenation value (Fig. 2e). The Oxygenation minimum value obtained shortly 
after the stimulus onset represents a fast reduction in the amount of oxygen in the 
sampled voxel [20, 21]. This was previously suggested to be related to an initial 
consumption of oxygen reserves within the voxel by its local neurons. Thus, it can be 
suggested that the lower minimum Oxygenation value during LDT performance that 
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was exhibited by the younger group may represent higher neural activity in the upper 
left frontal lobe. Support for this notion can be also seen in the fact that the maximum 
value of Oxygenation emerge faster among the young participants and may represent 
a faster inflow of oxygenated blood into the sampled voxel. In sum, the longer 
processing time, higher rate of errors and the upper left frontal lobe activation seen in 
the fNIR parameters during the LDT among the younger readers as compared to the 
adults may suggest that the young group may need to invest more effort in an attempt 
to process the LDT. Although the young readers who took part in this study were all 
non-disabled readers at the beginning of secondary school and their reading 
performance was within the normal range it seems that for this population the process 
of distinguishing between words and pseudowords has not yet fully automatized and 
requires more mental effort than for mature readers.  

Our data indicated that the young group of readers exhibited significantly more 
errors when processing words as compared to the adults and no significant differences 
were found between the two groups in pseudowords accuracy. However, for both 
groups reaction time for pseudowords was slower than for words. Mounting evidence 
suggests that LDT represents processing of the orthographic (words) and the 
phonological (pseudowords) routes in reading [8]. Based on the dual-route theory [8], 
it can be suggested that pseudowords identification is based on the slower sequential 
phonological route [2]. However, it is conceivable that by the time a reader reaches 
secondary school, after more than six years of print exposure, the identification of 
pseudoword patterns becomes more precise and almost similar to a mature reader. 
However, recognition of real word relies on the identification of its orthographic 
pattern and on the retrieval of its exact meaning from the mental lexicon. It seems that 
more than six years of print exposure and reading practice is needed in order to bring 
the brain circuitry to automatic activation. This notion might be more pronounced in 
reading Hebrew, as the Hebrew script has two forms, i,e., pointed Hebrew (in shallow 
orthography) for 1st-5th graders and un-pointed (deep orthography) scripts from 5th 
grade onwards. It is conceivable that the members of the younger group in the current 
study, who were in 7th grade, did not yet fully mastered reading in deep orthography 
and, as a result, exhibited a higher number of errors when identifying words.  

Finally, the results of the current study support the notion that the upper left frontal 
lobe takes part in the process of lexical decision [5]. It was previously shown that the 
upper left frontal lobe is involved in decision making [3, 24]. It has neuronal 
connections with more posterior brain regions [25], which were suggested to be 
involved in semantic information processing [5, 10]. According to the Multiple Read-
Out model [10, 26], a lexical decision can be made when the semantic information 
process leads to a positive intra-lexical trigger or a negative extra-lexical trigger. The 
relatively lower level of minimum Oxygenation value under the pseudowords 
condition suggests a higher level of oxygen consumption at the beginning of the 
information processing, that is, higher effort was made in the pseudoword condition. 
In addition, the relatively slower fresh blood inflow under the pseudoword condition, 
also suggests that the pseudoword information processing required more time than the 
word information processing. Overall, the fNIR results were in line with the 
behavioral results where a significant stimulus-type effect was found in both reaction 
time and accuracy, indicating longer and more complex information processing for 
pseudowords as compared to words. 
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Abstract. The skill acquisition process and learning assessments are dependent 
upon the quality and extent of practice of the tasks. Typically, learning is 
inferred from behavioral and cognitive results without taking into account the 
role of the brain in the learning loop. In this paper we discuss the neural 
mechanisms of learning and skill acquisition using fNIR with 3D spatial 
navigation tasks (e.g., MazeSuite), a center-out reaching movement task during 
which adaptation to new tool use was performed and mathematical problem 
solving tasks. Further, this research study compared and contrasted multiple 
analysis methods, which include general linear models of repeated measures 
during acquisition, retention and transfer phases of learning, learning curve 
analyses, the testing of fit of various learning models (i.e., power, exponential 
or other non-linear functions) and relationships between neural activation and 
behavioral measures.  

Keywords: Practice, Learning, Optical Brain Imaging, Analysis Methods, 
Functional Near Infrared Spectroscopy, fNIR, Prefrontal Cortex. 

1   Introduction 

The role of practice is crucial in the skill acquisition process and for assessments of 
learning. By examining the cognitive and behavioral output during the performance and 
learning of selected cognitive and motor tasks, along with a detailed examination of the 
neural activity obtained from functional near infrared (fNIR) spectroscopy, it may be 
possible to gain insight into the impact that practice has on learning, transfer and the 
skill acquisition processes. This paper discusses the neural mechanisms of learning and 
skill acquisition using fNIR with 3D spatial navigation tasks (e.g., MazeSuite [1]), 
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center-out reaching movement task during which adaptation to a new tool use was 
performed (e.g., [2] ), and mathematical problem solving tasks. Prior to the examination 
of different methods of analyses, we provide a brief review of the literature on fNIR, 
skill acquisition, neural aspects of cognitive- motor control and the impact of practice on 
neural plasticity. 

Functional near infrared spectroscopy (fNIR) has been used as a noninvasive tool 
to monitor changes in concentration of oxygenated hemoglobin and deoxygenated 
hemoglobin at the cortex [3-5]. Moreover, fNIR technology allows the design of 
portable, safe, affordable and accessible brain activity monitoring systems that can be 
used in both laboratory and ecologically valid natural settings. The fNIR sensor, scans 
primarily the prefrontal cortex to monitor executive functions [6-8] while being able 
to process out movement artifact post-acquisition (e.g., [9]) or during real-time data 
acquisition [10, 11]. 

During skill acquisition, there is a relationship between cognition and motor 
function [12]. Georgopoulous (2000) posited that the goal for the neural aspects of 
motor control is to discover which facet of the cognitive–motor function are 
processed by given areas of the cortex during performance of a specific task [12]. 
This neural plasticity and flexibility is critical during the skill acquisition process and 
illustrates the need for multiple cortical sites to be measured during learning. 
Importantly, the prefrontal cortex (PFC) serves as the highest cortical area responsible 
for motor planning, organization and regulation. In addition, PFC plays an important 
role in the integration of sensory and mnemonic information, the regulation of 
cognitive function and action, and works with other cortical circuits with executive 
functions including working memory and inhibitory control [13, 14].  

There is considerable evidence that the sensory and motor areas of the brain are 
dynamically maintained in both normal and brain-injured animals and humans, and 
are continuously modulated in response to activity, behavior, and skill acquisition [15, 
16]. Repeated motor performance or practice as part of motor learning is crucial to 
promoting the cortical changes that result in functional improvement [17]. Motor 
learning, which is inferred from external observations of improvements in 
performance, occurs in various internal processes that are associated with practice or 
experience that drives the acquisition of motor skills [17-19]. Karni et al. [19] 
hypothesized that fast learning involves processes that identify and develop an 
optimal routine for the execution of the task while slow learning reflects the on-going 
long-term changes of the movement pattern that may occur at a structural level [19]. 
These processes establish a relationship between the improvements associated with 
motor learning and changes in cortical pathways that facilitate the improvements. 

Practice and its influence on skill learning have been studied across a range of 
motor, visuomotor, perceptual and cognitive tasks, and from disparate research 
perspectives. To briefly summarize this literature, four main patterns of practice-
related activation change can be distinguished [20]. Practice can lead to an increase or 
a decrease in activation at the brain areas that are involved in task performance. The 
differences in brain activation as a result of practice can be due to (1) a functional 
redistribution of brain activity, in which some initial areas of activation decrease, 
whereas other initial areas of activation increase, and (2) a functional reorganization 
of brain activity, i.e., the pattern of activation increases and decreases occur in distinct 
brain areas as well as the initial areas. 
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Our aim is to present multiple methods of analysis which include general linear 
models of repeated measures during acquisition, retention and transfer phases, testing 
of learning curves and the testing of fit of various learning models (i.e., power, 
exponential or other non-linear functions) during selected tasks. Discussion focuses 
on the use of different methods of analysis, interpretation of the data and implications 
for training and learning.  

2   Method - fNIR Device, MazeSuite and Spatial Navigation Tasks 

2.1   fNIR Device 

For all tasks described in this paper, Drexel’s continuous wave fNIR system was used 
as the neuroimaging device. The fNIR device is connected to a flexible sensor pad 
that contains 4 light sources with wavelength peaks at 730 nm and 850 nm and 10 
detectors which are designed to sample cortical areas underlying the forehead at 2Hz. 
The fNIR device has a fixed source-detector separation of 2.5 cm, resulting in a total 
of 16 measurement locations (voxels) [21]. For data acquisition and visualization, 
COBI Studio software (© Drexel University, 2010) was used.  

2.2   MazeSuite and Spatial Navigation Tasks 

For the design and presentation of interactive stimulus during spatial navigation tasks,  
MazeSuite (Drexel University; www.mazesuite.com) has been used [1]. MazeSuite 

is a set of software tools to help researchers prepare, present and analyze navigational 
and spatial experiments. 

The study involved the monitoring of the PFC area to assess changes in cognitive 
activity during the acquisition and learning of computer maze tasks for blocked 
(BLK) and random (RAN) orders. The PFC is thought to be involved in the 
maintenance of working memory and response selection [22]. Each subject performed 
315 acquisition trials (i.e., 105 trials for each of the 3 mazes) across three days and 72 
hours following acquisition, 30 retention and 20 transfer trials (using 2 different 
mazes) were performed in a random order. PFC activity was monitored during all 
phases for 16 optode sites using fNIR. Dependent measures included relative changes 
in the mean oxygenated hemoglobin (oxy-hb) and behavioral measures of total time 
and path length for the mazes.  

2.3   Participants and Specific Aim for Spatial Navigation Task 

Seven healthy adults consented to participate in the study. All were right-handed and 
they were randomly assigned to either a blocked (n=4) or random practice order.  

The specific aim was to identify and characterize the neuroplasticity changes that 
occur in the practice schedules at the cortical, cognitive and behaviors levels across 
the acquisition, memory and transfer phases of computer maze tasks.  
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2.4   Spatial Navigation Task Results for General Linear Model (GLM)Analysis 

For acquisition, two 2 X 3 X 3 (Practice Schedule X Task X Day) mixed model 
ANOVAs with repeated measures on the last two factors were calculated on mean 
path length (arbitrary units (a.u.)) and mean oxygenation change (μmolar). Significant 
interactions for the behavioral mean path length were Practice Schedule X Task X 
Day [F(4,10) =4.25, p = 0.002]; Practice Schedule X Task [F(2,10)= 4.61, p 0.01]; 
Practice Schedule X Day [F(2,10) = 3.78, p =0.023] with a Task main effect F(2,10) = 
67.90, p < 0.001. The most important oxygenation changes were in the left PFC at 
channel 5 with a significant interaction for Practice Schedule X Day [F(2,10) = 5.36, p 
= 0.005] and a Day main effect [F(2,10) = 31.69, p < 0.001].  

During retention, the only significant behavioral effect was for task [F(2,10) = 94.07, 
p < 0.001]. Maze 2 had the shortest path travelled (M + SD; 30.77 + 0.88 a.u.) 
compared to 41.38 + 3.29 and 38.60 + 1.09 for mazes 1 and 3, respectively. Figure 1 
illustrates the Oxy Practice Schedule X Task interaction effect for channel 5, located 
on the left PFC [F(2,10) = 8.53, p = 0.003 (H-F correction)]. No significant effects were 
found for mean path length and mean oxygenation for transfer. 

 

Fig. 1. Mean Path Length (left panel) and Mean Oxygenation Changes (middle panel) for 
Significant Acquisition Practice Schedule by Day and Mean Oxygenation Changes for (right 
panel) Retention Phase Practice Schedule by Task Interactions for Representative Behavioral 
and Left Prefrontal Cortical Area Activation. Error bars are standard deviations. 

2.5   Spatial Navigation Task Results for Learning Curve Analysis 

Given that the group results indicated that maze 2 had the shortest distance traveled 
for retention (see Sec. 2.4) and that there are different predictions for learning based 
on the practice order of the tasks during acquisition, we calculated learning curves for 
selected behavioral and neural measures during the acquisition for an individual 
learning under a BLK order (Subject 1) and for an individual learning in a RAN order 
(Subject 2). Depicted in Figure 2 are learning curves for the first trials 1-10. For the 
behavioral measures of total maze time (sec) and average velocity in maze (a.u./sec), 
a power law is the best fit for the data for both the BLK (y(x) = 11.247x-0.217; y(x) = 
3.084x0.1565) and RAN (y(x) = 11.895x-0.178; y(x) = 2.836x0.1147) practice schedules, 
respectively. Maze 2 metabolic results showed linear models of best fit for acquisition 
trials 1-10 for BLK (y(x) = 0.0463x + 0.0366) and RAN (y(x) = 0.0338x + 1.6828) 
practice orders.  
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Fig. 5. Screen shots of the control task (left panel), and the animal-shaped swan task with a 
timeout warning (right-panel) in which the background changes color so that the subject knows 
the time limit for completion of the task is approaching 

4.2   Processing and Statistical Analyses 

A two stage analysis model is the basis to analyze the hemodynamic measures of a 
statistical parametric mapping (SPM) model that has been used for fMRI analyses 
[23]. SPM models employ a univariate approach for determining estimates of 
parameters of a GLM at each voxel measure in the head. Our focus is to illustrate the 
utility of a stage one analysis prior to proceeding to Stage two. To accomplish a stage 
one – a subsample of two subjects were selected. Stage one is a subject-level specific 
GLM (paired t-test) where the mean oxygenation is assessed and parameter estimates 
derived. GLM tests were conducted on the control values paired with the early 
learning (trials 1-3), late learning (trials 4-6) and transfer (trials 1-2).  

4.3   Results of Mathematical Problem Solving Task 

The results of the paired t-tests for the stage one analysis are reported below in Table 
1 using the oxygenated hemoglobin metabolic measure for neural activation.  

Table 1. Mean oxygenated hemoglogin (HBO2) values comparing the control (C), early 
learning (EL), late learning (LL) and transfer (T) phases for voxel 2 (directional, one-tailed 
tests). Significant effects are in bold 

Subject Z-value 
C vs.EL 

Z-value  
C vs. LL 

 Z-value 
C vs. T 

p-value   
C vs. EL 

p-value  
C vs.LL 

 p-value 
C vs. T 

5 -1.716 -1.912 -0.215 0.039 0.027 0.525 
6 -2.140 -0.801 -0.599 0.029 0.212 0.283 

5   Discussion 

Although assessments of learning area best exemplified by retention (i.e., memory) 
and transfer (i.e., generalizability) tests, it is important to determine differences across 
acquisition trial blocks as a first indicator of learning. In our study, the three mazes 
that were practiced during acquisition with feedback were then tested without 
feedback for a few trials (e.g., 10 of each maze) in retention. For transfer, two novel 
mazes were created that had additional corridors and different starting and ending 
points than the mazes originally practiced. Ten trials each of the two new mazes 
created a transfer phase which was used to determine how well each subject 
generalized their learning to the new mazes. We found acquisition and retention 
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differences for both behavioral and hemodynamic measures. These findings are 
consistent with the expected changes in behavior and neural activation as assessments 
measures of learning.  

Important for our understanding of learning processes, Speelman and Kirsner [24] 
note that learning curves are individualized based on the performers previous 
experiences and learning a new task is practice of previously acquired skills within a 
new context. This point is precisely the findings of our behavioral and neural learning 
curves when the subjects learn spatial navigation of the mazes under either a BLK or 
RAN practice order. In Fig. 3, as expected, subject 1 (BLK practice) reaches an 
asymptote faster than subject 2 (RAN practice). Subject 2 is slower in reaching an 
asymptote because there are no more than two consecutive trials of the same task 
practiced, consequently more information and comparisons between tasks are made 
resulting in slower performance time and velocity. This finding is corroborated by the 
similar oxygenation patterns for the BLK and RAN practice, however, RAN practice 
requires more effort (see Fig. 3) and indicated higher average oxygenation per trial. 
The learning curve analyses of a spatial navigation task (maze 2), revealed a power 
function for the behavioral measures and a linear function for oxygenation. In general, 
if the learning of a task follows a power law, then slowing down of learning is based 
on a decreasing percentage of the amount of the task to be learned [25]. For the spatial 
navigation task behavioral measures there is a physiological and mechanical limit as 
to how fast any individual can traverse the maze. These constraints include how 
proficient the individual is in manipulating the input devices, the speed of the 
computer processor as well as how quickly the individual remembers the maze 
pattern.  

For the center out task, exponential models best fit the MT data (see Fig. 2), 
indicating that the learning is based on a fixed percentage of what remains to learned 
in the task [24, 25]. However, the Oxy data was best fit by a linear function which 
represents a minimum level of activation to perform the task (0.543 units of Oxy) 
while the slope reduces -0.435 units per trial block increase. Therefore, there is a 
reduction in neural activation as adaptation occurs and the task is acquired. In 
addition, we assessed the relationship between the MT and Oxy (see Fig. 3 right 
panel) which showed that 71% of the variance in Oxy can be explained by MT. The 
non-linear relationship is primarily influenced by the longer movement time and 
higher neural activation of the first trial block noting the earliest stage of learning. If 
the first trial block of learning is removed the relationship between oxygenation and 
MT improves – accounting for 88 % variation which is a 17% improvement.  

The learning of mathematical tangram problem solving tasks using a stage one 
subject level analysis [23], revealed that both subjects had increased activation of the 
left PFC during the early stages of learning compared to the control task (Table 1). 
This finding is comparable to the work of Lee and colleagues [26] where they noted 
that the 'left frontal gyrii are implicated in arithmetic problem solving tasks. Although 
our subsample is in the direction expected, additional subjects and a stage two group 
analysis is needed.  

In summary, incorporating the brain in the learning loop using a portable, robust, 
safe and non-invasive fNIR optical imaging device was demonstrated using several 
different tasks and learning paradigms. We used a variety of methods to assess 
learning at the individual and group levels of analyses. Typically, inferences about 
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learning have been based on behavioral measures. We contend that incorporating 
neural activation measures during performance and learning provides important 
insights into the learning processes that have implications for designing new training, 
instructional and rehabilitation paradigms. 
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Abstract. Neurocognitive Patterns is a system that will offer execution options 
to users as soon as they form an intention to act. It will accomplish this by 
combining neural signals, user behavior, and contextual knowledge to 
determine when a user has a goal, and what that goal is. Because it will leverage 
the user’s neural signals and behavioral history, the options it will provide to 
the user will be available quickly. Because it will leverage real-time contextual 
and background knowledge, its estimates concerning the user’s goal will be 
accurate. Our initial target domain is UAV operators, but we expect it will be of 
use to other military decision-makers in Command and Control settings. We 
also expect that Neurocognitive Patterns will be a useful tool in Cognitive 
Neuroscience in general for interpreting neural signals in the presence of salient 
contextual information. 

Keywords: Neural Signals, Behavioral Measures, User Intent, Using 
Contextual Information. 

1   Introduction 

Modern military operations are increasingly complex and increasingly electronic, and 
this often has the effect of increasing operator workload. System developers have 
incorporated many technological developments, but they have not kept up with our 
increasing understanding of the cognitive capabilities of the operators themselves. 
Though there is a recently-renewed, increased interest in establishing a system’s 
usability and utility during development in order to mitigate the increasing technology-
workload mismatch, there are more dramatic possibilities for improvement.  

One such possibility is to use neural signals from the operator as the ultimate 
unobtrusive form of input: the operator merely has to think about something to make 
it so. A solution like this uses neurocognitive signals from operators to determine 
their intended actions so that computers can automatically develop plans to execute 
those actions. Unfortunately, traditional brain-computer interface approaches are not 
suitable. They use stereotypic and non-specific neural signals, do not scale with task 
complexity, and cannot handle changing task environments and contexts. What is 
needed is a way to leverage the neural signals of the operators’ natural cognitive 
processes that can adapt to the dynamics of modern complex military environments. 
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An immediate difficulty is that, with Cognitive Neuroscience’s current 
understanding of the meaning of neural signals from the brain, it is extremely difficult 
to provide general interpretations of underlying cognitive activities (i.e., of specific 
“thoughts”). There has been progress in this regard, of course. For example, Luu and 
his colleagues [1] identified the neural signature of visual intuition from dense-array 
electroencephalography (dEEG) data, but it is currently not possible to know the 
content or correctness of that intuition. As another example, Researchers at CMU 
identified functional Magnetic Resonance Imaging (fMRI) correlates of semantic 
components of simple nouns such as “apple.” [2] Both studies represent impressive 
advances in Neuroscience, but they are a far cry from identifying user intent in a 
complex task environment. It follows that a solution that provides useful 
neurocognitive control of human-machine systems will need to supplement neural 
data from the operator with additional contextual knowledge and situational 
information. 

2   Towards a Solution 

A system currently under development called Neurocognitive Patterns will provide 
such a solution. It is a system that will combine neural data, user behavior, and 
contextual knowledge to determine when a user has a goal, and what that goal is. It 
will plan ways to accomplish the goal, present them to the user, and execute the plan 
that the user chooses.  

As illustrated in Figure 1, Neurocognitive Patterns will collect the neural signals 
and user behavior logs and will combine these with mission context, situational 
updates, and background knowledge in long term memory (LTM) to infer the user’s 
goal. Neurocognitive Patterns will then automatically plan one or more ways to 
accomplish the user’s inferred goal, and will present them to the user for approval. 
Once approved, it will interact with the workstation to execute the plan. Users will 
wear equipment to collect neural signals such as dEEG but will otherwise engage with 
their workstations in the normal manner.  

Emerging research in Neuroscience has been able to identify neural correlates 
associated with a user intending to do something, especially in the motor domain, 
though it has proved difficult to determine exactly what that intention might be. The 
key idea in Neurocognitive Patterns is to leverage those neural correlates of intent to 
identify when the user intends to take action, and to use high-level contextual 
knowledge from sources like the mission, operator behavior, and previously-
established context to determine what the user intends to do.  

The identification of an “intent” signature in the operator’s neural signals will 
indicate that the operator would like to accomplish a newly-formed goal. This will 
prompt Neurocognitive Patterns to identify the nature of that goal. 

A naïve approach to identifying user goals will not solve the problem. For 
example, simple aggregation of user behaviors like keystrokes or mouse clicks is 
rarely productive as the meaning of those interaction behaviors is obscure without 
some understanding of context, such as the computer applications that are receiving 
those keystrokes and mouse clicks, and the overall mission of the user. Clearly, 
context must be part of the equation. 
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Armed with this set of goals and associated information, the Goal Inference (GI) 
Component, based on a system called MIMIC [7], will use a mathematical model of 
user intent to determine the probability distribution over that set of goals, given the 
user’s recent (bottom-up) behavior, thus completing the TDBU strategy.  

The GI Component will take as input a model of priorities and goals which will be 
provided by the KG component will provide. It will attempt to infer (1) the goals that 
are most likely to have generated the human’s actions and (2) the most likely 
priorities for the person, of which each goal is a concrete realization. It will do this by 
combining the model with the user’s behavioral history using Bayesian inference to 
invert this causal relation to infer the most probable goals and priorities that gave rise 
to the action sequence [8]. 

To perform this inference, we compare all possible goal hypotheses against each 
other in terms of how well they explain observed action sequences. Specifically, for 
each goal hypothesis, it will compute the posterior probability, given observed 
Actions and the Environment:  Goal | Actions, Environment Actions | Goal, Environment Goal | Environment          1

Goals with a sufficiently high probability will be considered to have been 
identified, and these will be passed to the Planning Module to determine the options 
to be presented to the user. 

4   Conclusion 

The field of Cognitive Neuroscience is making progress at an unprecedented rate. 
This new knowledge will lead to dramatic improvements both in the kinds of 
automated support we can provide our warfighters and in the technology for 
interpreting neural signals in meaningful and useful ways. We hope that this effort 
represents a contribution in both directions. 
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Abstract. In this study, pairs of subjects performed a team-intensive task with 
the shared goal of clearing a virtual room from threats. Our goal was to identify 
signatures of efficient team work from a dynamic analysis of both subjects’ 
brain signals and behavioral performance. An ecologically valid task of room 
clearing was designed and a novel analysis framework was developed to 
address the challenge of understanding complex, continuous social processes at 
both behavioral and brain levels. In the present paper, we detail the design of 
the task, and present validation techniques undertaken to acquire and analyze 
high-quality and accurately timed neurobehavioral information. A companion 
paper will discuss the neurobehavioral findings and their implications. 

Keywords: Neuromarkers - EEG - neurobehavioral dynamics - social behavior 
- complexity. 

1   Introduction 

One of the most extreme forms of team coordination is observed when members’ 
survival and safety depend upon efficient team interactions, such as when Marines 
neutralize dangers in a confined urban environment. During such tasks, like clearing a 
room in a hostile environment, a host of behavioral, cognitive and social processes 
have to be coordinated in space and in time in a context-dependent fashion. The right 
process at the wrong time may be deleterious to performance. The goal of this study 
was to create a framework to quantify the dynamics of neurobehavioral processes 
unfolding during such ecologically valid tasks that place a high demand on both 
individual and team coordination.  

Our framework aims at quantifying inter-individual variability in team 
performance, team compatibility, and intra-individual skill learning characteristics of 
novices trained to perform team-intensive tasks. To combine neural and behavioral 
dynamics, we developed new tools aimed at revealing the link between brain and 
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behavior in real time [1]. These tools are geared to circumvent a limitation of 
conventional neuroscientific studies in which only a handful of processes can be 
assessed at once and whose organization is typically determined by the experimenter.  

The underlying tenet of our work is that identifying dynamical neuromarkers and 
linking them causally to truly complex behaviors that evolve adaptively over time 
adds critical information. For example, in other contexts such as recovering from head 
injury, it has been shown that even though behavioral indices have returned to normal, 
the underlying neural circuitry has certainly not [2]. Also, in typical studies 
performance error and deficiency are revealed only for a subset of environmental 
circumstances, whereas deficient neural processes are more frequent, and precede the 
onset of observable behavioral errors. We argue that a dynamic neurobehavioral 
framework is all the more important for high-level tasks such as team coordination, 
because of the complex and intricate architecture of the behavioral, cognitive and 
social processes that must be recruited for successful performance. In the following, 
we present some preliminary findings from a very rich data base as well as the 
methodological framework which is based on the concepts and principles of 
Coordination Dynamics [3].  

2   Materials and Methods 

2.1   Subjects 

Nine pairs of subjects participated in the experiment (n=18, 1 female, 17 male) with 
an age range of 20 to 45 years (mean = 28.2). All subjects had normal or corrected to 
normal vision, and no motor dysfunction. All but one subject was free of psychoactive 
medication. The results from the medicated subject were not different from others and 
his data were included in the group analysis. Upon successful completion of the 
experiment, subjects received a $20 gift card. The protocol was approved by  
the Florida Atlantic University Internal Review Board and was in accordance with the 
Declaration of Helsinki. Informed consent was obtained from all subjects. 

2.2   Behavioral Task 

The task was designed to retain the essence of key behavioral, perceptual, cognitive, 
social and attentional processes that participate in successful team work (Figure 1A), 
and followed the main lines of an instructional video of room clearing by the VIRTE 
program at Clemson University. The processes were integrated into a videogame, in 
which participants shared the same top down perspective of their virtual environment 
(Figure 1C). The task was designed and run under XNA (Microsoft Co). Pairs of 
subjects sat at a table facing a computer screen while holding an Xbox controller 
(Nyko, China, see Figure 1B). They performed coordinated room clearing, stacking 
and cueing one another to entry, moving to and covering their areas of responsibility 
and deciding upon firing at occasionally present enemy (and sometimes friendly) 
avatars. Subjects controlled their avatar’s position and direction of gaze, as they 
navigated through a series of 32 buildings each composed of 5 successive rooms, with 
their virtual environment becoming visible upon the avatars’ spatial exploration.  
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Trials started with both avatars stacking along a closed door (Figure 1D-E). At a 
ready signal by the partner conveyed through touch ‘tap’ in the real situation and 
provided through a vibration of the Xbox controller; (verbal communication was not 
allowed due to EEG artifacts), the avatar closest to the door initiated motion, opened 
the door with the press of a button on the Xbox controller (Figure 1B) and chose as 
destination either the left or right corner adjacent to the door. The partner’s task was 
to follow immediately and orient to the opposite corner. Subjects were instructed to 
follow one of two entry techniques. One entry pattern named "crossover" required the 
avatar to move diagonally to the opposite corner alongside the wall on which the door 
is located (movement path for the green avatar in Figure 1D, blue avatar in Figure 
1E). The other entry pattern named "buttonhook" required performing a 180o turn 
(blue avatar in Figure 1D, green avatar in Figure 1E). Given that the leader did not 
communicate to the follower the type of entry he/she was about to perform, the 
decision of the follower had to be based on perceptual information regarding the 
leader’s entry pattern. After crossing the door threshold, subjects were asked to move 
the avatars uninterruptedly until they reached the corners of domination (corners 1 
and 2 in Figure 1D-E). 

Information about the room was not provided at once, but revealed itself as the 
avatars explored their environment. A “fog-of-war” was initially present, and avatars’ 
cone of vision revealed the details of the room (walls, enemies and friendly inhabitants). 
While moving toward the corners of domination, subjects were instructed to initiate 
scanning of their environment--a behavior called pieing—aimed at optimizing 
exploratory gaze behavior. That is, they had to divert the cones of vision from their 
heading direction and rotate it toward the center of the room. This behavior speeds up 
the discovery of threats in the environment. Upon reaching the corners of domination, 
the avatars had to adopt a pattern called “interlocking sector of fire”, in which their 
cones of vision was intersecting on the median position of the opposite wall. 

Rooms were either empty or had a friend (circular shaped avatar displayed in 
magenta color) or enemy (orange color) located at pseudorandom spatial locations. 
The complete session included a total of 52 friends and 52 enemies. The task was 
designed such that there was never more than one inhabitant per room. When an 
inhabitant was discovered, subjects were required to make a shoot/no-shoot decision, 
while following instructions not to slow down their path through the room.  

Each action sequence (clearing a building) was composed of 5 successive rooms, 
all of rectangular shape, with varying dimensions in order to maintain a level of 
uncertainty on the part of the avatars. After reaching the corners of domination and 
having secured the current room, avatars were moved to restack along the next door: 
the sequence of room clearing was then repeated until the entire building was cleared.  

In a practice/familiarization session that took place one day preceding the 
experiment proper, subjects were instructed on correct room clearing techniques and 
practiced in the virtual environment for about an hour. Warm-up practice was repeated 
the day of the main experiment while subjects’ scalps were prepared for EEG 
recording. To improve their learning of the task, following each behavioral sequence 
subjects were asked to provide self-rating on key performance variables such as 
proximity to the partner upon entry, absence of slowing down during entry, shooting 
and early pieing readiness. Ratings were provided on a scale from 1 to 10, with 10 
being rated as a very good performance, and 1 as a poorly executed performance.  
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Fig. 1. (A) A live room clearing upon which the task is based (reproduced from Muth and 
Hoover). (B and C) show the Xbox controllers used in the experiment and a snapshot of the 
task respectively. (D-E) depicts the two entry patterns to corners of domination 1 and 2. 
Subjects identified their avatar as an isoluminant colored circle (blue and green). Leader 
performed either a crossover (D) or a buttonhook entry pattern (E), follower performed the 
complementary path. 

2.3   Behavioral Recording 

Behavioral data collection was handled by the computer running the room clear 
software. A log entry line was written at each graphical refresh for each avatar, which 
included position and direction of gaze, room location, and binary state variables for a 
number of behavioral events including tap, door opening, detection of enemy and/or 
friendly avatars, shooting, and friend or enemy elimination. 

2.4   EEG Recording 

The experiment took place in a sound-attenuated Faraday chamber. Dual-EEG was 
recorded by using two 60 channel EEG caps with Ag-AgCl electrodes arranged 
according to the 10% system [4] including midline and rows 1-8. Signals from both 
subjects were fed to a single amplifier (Synamp2; Neuroscan, TX) equipped with two 
distinct referential montages. This specially designed dual-EEG system ensured no 
delay between the EEGs acquired from each subject [5]. EEG signals were measured 
with the respective grounds located at FPz sites and the references at the 
corresponding linked mastoids. Impedances were maintained below 10 KΩ. Vertical 
and horizontal electro-ocular recordings were also collected to measure saccades and 
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eye blinks. Additionally, noise prevention strategies (shielding and guarding of noise-
emitting equipment) were applied to ensure that the behavioral apparatus did not 
corrupt EEG recordings. 

2.5   Timing Validation and Syncing 

To optimize the room clear software and to ensure that records of the avatar behavior 
and EEG data were accurately synchronized during experimental data collection, we 
developed an analog timing verification apparatus that served to synchronize the 
virtual room clear environment and the EEG system. The apparatus included time-
telling (attached to virtual environment) and time-sensing elements (attached to EEG 
system). Time-telling elements were reserved patches on the corner of the screens that 
cycled through luminance increments at each refresh of the computer graphics 
(refresh rate, 60Hz), indicating the temporal progression of the room clear software. 
Time-sensing elements were photodiodes placed above the time-telling patches that 
transduced luminance values and transmitted them directly as an analogue signal to 
the EEG amplifier. Because EEG amplifiers are designed for accurate time 
registration, we took the analog trace of task progression provided by the photodiode 
as an objective measure of time-passing, and compared the temporal events of the 
room clear software against this standard. 

During design of the software, measurement of time by the analog timing 
verification apparatus allowed us to identify and refine graphical processes and 
computations that slowed or perturbed execution of the videogame. For instance, we 
spared computer resources by identifying optimal programming of bullet trajectories. 
We also identified the Graphical Processing Unit (GPU) clock as the most reliable 
clock for use in the logging of events within the XNA framework. During 
experimental data collection, analog timers were used (offline) to resynchronize 
behavioral data collected in the room clear computer and the EEG measurements 
acquired and stored in its computer. Sections of the screens occupied with analog 
timers were masked to the subjects during the actual experiments. 

2.6   Behavioral Analysis 

Individual and collective performance measures were computed and analyzed from 
the log data (see section 2.3). Key performance measures were: 

− leader entry readiness: delay between tap by follower to motion initiation by leader 
− coordinated entry: delay between leader and follower room entry 
− time to pie: delay between room entry and the initiation of pieing behavior 
− time to shoot: delay between enemy detection and successful shooting 
− time to reach corner: delay between room entry and corner reaching, normalized to 

distance 
− entry slow-down: presence of motion deceleration in fatal funnel 
− shooting slow-down: presence of motion deceleration during firing 
− trajectory error: diversion of trajectory in fatal funnel 
− gaze overlap at room clearing completion; percentage redundancy in room 

scanning 
− time to clear room: delay between leader movement and room cleared  
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To determine coordinated as well as uncoordinated behavior, trials were divided 
into split-halves on the basis of the above performance measures, for coordinated 
entry, pieing individual and collectively, and corner of domination coordinated 
behavior. These variables also formed a behavioral context of broader temporal scale 
(room and building). Further, each time instant was characterized by a number of 
event-specific descriptors (see 2.3) which contribute to the behavioral context on 
shorter time scales. Finally, descriptors of role were added, such as leader (first avatar 
to enter) and follower; agent or observer of a given behavior; and executed entry 
pattern (buttonhook or crossover).  

2.7   EEG Analysis 

There is reason to believe that brain oscillations are the language of the brain and 
provide important dynamic “neuromarkers” (and neuromarker dynamics). By 
recording simultaneously between two brains, this study seeks to understand how 
neuromarkers are modulated in a team setting of some consequence.  

Oscillations come in a variety of frequencies, themselves the intertwined result of 
temporal properties of neural circuitry (faster frequencies for shorter circuits, e.g. [6]) 
and functionally relevant time scales by virtue of interactions with the body and the 
environment (faster frequency for briefer functional processes). Within each of these 
frequency bands, transient dynamics is observed that has a typical duration of one-to-
two cycles during waking EEG [1]. The present EEG analysis aims to identify how 
the self-organizing activity of the brain supports the many complex and temporally 
overlapping behavioral processes described in sections 2.2 and 2.6.  

In order to analyze free-flowing behaviors in the ecologically valid task studied 
here, we developed a framework for continuous EEG analysis. Unlike typical 
methods, continuous EEG does not rest on iterative protocols that average neural 
activity over multiple realizations of the same sensorimotor events [7,8]. Instead, the 
goal is to uncover the link between spontaneously occurring behavioral variables and 
neural events, and further, to describe the optimal temporal distribution of neural 
activity for task performance (section 2.6). To do so, each subject’s EEG is parsed 
into its constituting patterns of oscillatory activity, using specially designed 
spatiotemporal (segmentation of continuous, bandpass filtered EEG), spatiospectral 
(spatial patterns of Fourier power in short windows) and spatiotemporo-spectral 
techniques (wavelet spatial patterns). Co-occurrence between brain patterns and 
behavioral descriptors is then assessed with the goal of establishing causal relations 
between them. 

Spatiotemporal analysis aims to identify synergistic patterns of brain activity as 
significant units of brain and behavior [9], or in other words, to read the 
correspondence between brain patterns and corresponding behavioral processes 
continuously, as in a musical score. Our analysis proceeds through four steps: 
frequency band identification, bandpass filtering, segmentation and classification. The 
resulting spatiotemporal patterns are compared between behavioral conditions. 
Frequency bands are selected on the basis of data-driven and conceptual constraints. 
When data indicates a specific oscillation of interest, for instance a neuromarker that 
differentiates between coordinated and uncoordinated social behavior (e.g. [5]), then 
that band is retained for subsequent analysis. To accommodate for inter-individual 
variability, this type of frequency selection is best accomplished on a subject-by-subject  



 Behavioral and Brain Dynamics of Team Coordination Part I: Task Design 263 

basis. If no prior information exists for specific oscillations, bands are chosen that meet 
the time scale of behaviors under investigation (e.g. faster frequencies for more 
transient behavioral processes). Broadband EEG is then filtered within this band with 
care (1) to choose a filter cutoff that prevents spatiotemporal pattern clipping and (2) to 
avert phase distortion with the use of zero-phase shift filtering techniques (phase 
information is essential to infer cortical self-organization; [1,3]). Results of these signal 
processing methods reveal a succession of transient spatial patterns that are segmented 
with visualization techniques [10] or algorithms based on the rotating wave 
approximation [11]. This parsing is followed by the classification of constitutive 
patterns and further analysis of their relation to behavioral descriptors. 

Spatio-spectral analysis is a complementary method for the detection of dynamic 
neuromarkers, which is less precise temporally, but computationally faster. It 
addresses the spatial distribution of high-density EEG spectra. Because of the typical 
time scale of EEG patterns (1-2 cycles), Fourier analysis is performed in short 
segments (as short as relevant for the frequency band of interest). Short segments are 
generally conducive to poor spectral resolution, and high spectral resolution is 
critically required to distinguish closely overlapping neuromarkers [5]. To circumvent 
this limitation, “optimized zero-padding” is applied [12]: the signal is first split into 
epochs, the mean removed, multiplied with a Tukey window to minimize spectral 
leakage and padded with a suitable number of zeros to increase spectral resolution to 
the desired value. This technique preserves peak location of neuromarkers at the cost 
of spreading their power to a broader band (which is controlled by the optimized zero-
padding technique). Resulting neuromarkers are examined for their correlation with 
behavioral descriptors. 

Finally, a spatiotemporo-spectral approach was developed to explore more 
comprehensively the different frequency bands, their dynamic task-dependent 
modulation and their mutual interactions. Each EEG channel was subjected to a 
continuous wavelet transform to obtain time-frequency-power distributions. Complex 
Morlet wavelet was used as the mother function. The spatial distribution of high 
amplitude time-frequency energy was examined in relation to behavioral events: this 
technique does not assume frequency bands a priori, and is well-suited to reveal the 
natural time scales at which brain oscillations live during the course of room clearing 
task performance. 

3   Summary 

In the previous, we have presented a behavioral task that retains essential components 
of team work in the team-intensive task of room clearing. In addition to its obvious 
relevance for training in simulated environments, the task was designed to illuminate 
a novel dynamical framework for the analysis of brain and behavior intricacies. In a 
companion paper [13], we will present candidate neuromarkers for efficient room 
clearing and discuss key theoretical issues relating to successful team coordination. 
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Abstract. In an effort to achieve a level of knowledge comparable to that which 
typically results from individual tutoring, innovative models of adaptive 
computer-based training are continually being tested and refined. Despite these 
efforts, adaptive computerized training programs still fall significantly short of 
the gold standard of one-on-one instruction. In response, this study used a 
previously developed model defining when to apply instructional feedback 
during learning in order to improve efficiency. Specifically, we compared the 
combination of performance and neuro-physiological indices to performance 
alone as indicators for when to adapt training. Contrary to our hypotheses, this 
study failed to demonstrate positive impact on knowledge acquisition, 
knowledge application, perceived cognitive load, or training efficiency. 
However, based on observational data, it is suspected that participants in neither 
group possessed enough available working memory capacity to attend to the 
supporting material. Consequently, this may account for the lack of differential 
findings. 

Keywords: Feedback, EEG, physiological measures, simulation based training, 
adaptive intelligent systems. 

1   Introduction 

In an effort to achieve a level of knowledge comparable to that which typically results 
from individual tutoring, innovative models of adaptive computer-based training are 
continually being tested and refined [1, 2, 3]. Despite these efforts, adaptive 
computerized training programs, though superior to traditional classroom-based 
settings [4], still fall significantly short of the gold standard of one-on-one instruction 
[5, 6, 7]. In response, previous research has investigated the use of 
electroencephalogram (EEG) inputs to better inform when to provide adaptive 
training interventions, finding that workload data, when combined with performance 
data, can significantly better predict future performance compared to using 
performance data alone [8]. Based on these data, this paper describes a preliminary 
investigation using workload measures from the EEG to inform adaptation choices 
within a Simulation Based Training (SBT) environment. 
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1.1   Adaptive Trainers 

Current adaptive trainers predominately alter instructional content or strategies for 
providing trainee support based on performance data alone [9]. It is hypothesized that 
one of the major reasons human tutors are more effective than these training systems 
is because a tutor has a richer source of data on which to base adaptations in 
instructional strategy. Specifically, in addition to performance data, an individual 
tutor observes a learner’s behaviors, reactions, and emotional responses in real-time. 
Such observational data is subsequently used to inform the prescription of more 
optimal interventions.  

Given the effectiveness of individualized human instruction, significant research 
has been devoted to identifying how specific components of tutoring impact learning. 
For example, the use of emotional recognition to inform instructional adjustments 
results in an improvement of 55% over traditional classroom environments [10]. 
Another parameter of consideration, and the focus of this paper, is the amount of 
working memory being utilized, or cognitive load. Working memory has a finite 
capacity that when exceeded, results in information loss [11]. However, too little 
cognitive load suggests that the learner is not fully engaged in the activity. Therefore, 
it has been posited that optimizing cognitive load may result in improved knowledge 
acquisition, assimilation in long-term memory, and eventual retrieval and application 
[12] and [3]. Thus, it is expected that consideration of cognitive load during learning, 
in addition to performance data, may provide additional information about the learner, 
allowing for more targeted and appropriate instructional intervention. 

1.2   Cognitive Load 

Cognitive load refers to the amount of working memory capacity utilized to complete 
a task [13]. It is broken down into three categories: Intrinsic, extraneous, and germane 
[13] and [14]. Intrinsic load is that which is inherent in the learning material itself. 
Extraneous load is the amount of working memory capacity expended on information 
that does not pertain to the learning material and germane load is the mental effort 
devoted to acquiring and developing schemas [15]. Thus, the goal of instructional 
design is to maximize the amount of working memory capacity devoted to germane 
load, minimize the amount of load devoted to extraneous information, and optimize 
the amount of effort devoted to intrinsic load [14]. To accomplish this goal, two 
pieces of information are necessary. First, we must understand how the instructional 
intervention will affect the cognitive load of the learner so that it can be adjusted 
(provided/removed/altered) as needed. Second, it is necessary to measure the 
cognitive load of the learner in real-time so that these adjustments can be made 
appropriately for each individual. In this study, instructional feedback, is the strategy 
utilized to improve training. 

1.3   Feedback and Timing  

The extensive reviews of the feedback literature find only a small, positive overall 
learning impact [16], [17], and [18]. However, the more adaptive the feedback is to 
the learner’s needs, the better impact it has on the learning process [19], [20], and 
[21]. Therefore, if it is possible to better predict when an individual requires 
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instructional support, it is more likely that feedback will be provided only when 
needed. Consequently, cognitive overload or distractions during learning can be 
reduced. Unfortunately, despite their expected positive impact, strategies such as 
feedback during a lesson or an activity can have the unwanted side effect of 
overwhelming working memory capacity. As such, the most efficient application of 
this strategy is needed. One way to improve the efficiency is to utilize real-time 
indices that can help improve the predictions of when learners require intervention. 

1.4   EEG 

The EEG can provide real-time cognitive workload measurements during learning 
tasks. It can be synced with the task timing and provide further insight into the 
amount of cognitive workload used to complete the task. To date, the EEG has been 
supported in the literature for its balance of usability and accuracy for measuring 
cognitive workload [22], [23] and [24]. Several studies have been conducted to 
validate its use in this context. Berka, et al., [23] was able to use Advance Brain 
Monitoring’s (ABM) wireless headset EEG to discern varying cognitive workload 
levels during cognitive and assessment tasks using a combination of alpha, beta, and 
theta wave outputs. After conducting a similar study [25], they utilized the data to 
develop a generalizable model of cognitive workload that reflects changes in working 
memory load during learning. Subsequently, using these models, Vogel-Walcutt, et al. 
[8] were able to combine the output with performance data and better predict future 
performance when compared to predicting using past performance data alone.  

1.5   Current Study 

Therefore, based on previous research [8], [23], and [25], this study used the 
predictive data to develop a model for when to apply instructional feedback during 
learning in order to improve efficiency. Specifically, we compared the combination of 
performance and neuro-physiological indices to performance alone as indicators for 
when to adapt training. Objective, real-time measures of cognitive load were assessed 
throughout performance using an EEG [Advanced Brain Monitoring (ABM)]. 
Responses were then categorized into one of four classifications: hits (correct 
decision, high workload), misses (incorrect decision, high workload), guesses (correct 
decision, low workload) or slips (incorrect decision, low workload). 
 or slips (incorrect decision, high workload). During the performance only group, all 
incorrect decisions received feedback prompts (see fig. 1). In the performance plus 
workload group, misses and guesses received feedback (see fig. 2). 
 
Our hypotheses were as follows: 
Providing instructional feedback prompts during training based on performance plus 
workload data will result in: 
 

H1: more effective knowledge acquisition. 
H2: more effective knowledge application. 
H3: lower perceived cognitive load during training and assessment. 
H4: more efficient training. 
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2   Method 

2.1   Participants 

29 undergraduate students (12 male, 17 female) participated in the current study with 
a mean age of 18.9. Due to the protected nature of the assessment material, 
individuals were required to be United States citizens to participate. Further, they 
were required to have no prior knowledge of the subject matter in order to examine 
the impact of this training cycle on novice learners. The participants were recruited 
through a web-based human subject pool management software and were 
compensated with class credit. 

2.2   Materials 

Apparatus 
Advanced Brain Monitoring’s (ABM) wireless EEG sensor. The ABM EEG [23] 
sensor consists of a wireless headset containing equally distributed sensors throughout 
the cap and fitting over the head like a small hat. The headset is combined with the B-
Alert® Software which is used to extract the user’s data in real-time from the EEG so 
that it can be compared to the current learning experience [23] and [25]. The software 
output yields the probability of workload levels (the likelihood a person is 
experiencing high or low workload). Before analysis, all values are standardized to 
account for individual baseline differences. 

Simulation Tasks 
Threat-Assessment Training System (ThreATS). ThreATS [26] is a training tutorial 
used to familiarize participants to the task context. This program consists of an 
introductory component and two additional levels of training focused on specific 
decisions participants must make while using the USMC’s Deployable Virtual 
Training Environment (DVTE) simulator. Participants viewed a series of training 
videos depicting the job of a Fire Support Team (FiST), and specifically, the role of 
the Forward Observer – Artillery (during a Call For Fire (CFF) task.  
 
Decision-Making Assessment Scenarios (DMAS). The DMAS [26] requires 
participants to engage in computer simulated “Call for Fire” (CFF) scenarios. Each 
scenario presents participants with a battlefield that contain friend and enemy targets 
that are either stationary or moving. Participants must determine the threat level of the 
targets and use that information to decide the correct warning order (using multiple 
shots for moving units with imprecise coordinates or use a single shot for static units 
with precise coordinates), the correct sequence in which to destroy the targets, and the 
correct method of engagement (determine the proper type of ammunition for each 
target). Scenario Reference Sheets were provided during the DMAS to help 
participants distinguish between friend and foe targets, assess the layout of the 
scenario, and provide information about how to complete the DVTE radio sheet 
during the simulation. 
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Measures  
Biographical Questionnaire (BQ). This 14-item questionnaire addresses personal 
identifiers such as age, race, gender, military experience, and degree of comfort with 
and frequency of use of computers.  
 
Prior Knowledge Questionnaire (PKQ). Developed by the current authors, the PKQ 
consists of 4 free-response questions assessing their prior knowledge of or experience 
with the elements of the simulated task.  
 
Cognitive Load Questionnaire (CLQ). The CLQ [15] is a single-item measure of 
perceived cognitive load during a task or set of tasks. Participants rate subjective 
impressions of cognitive load on a 9-point Likert-type scale, with higher scores 
indicating greater perceived cognitive load.  
 
Declarative Knowledge Test (DKT). Developed by the current authors, the DKT 
consists of 12 factually-based multiple choice items designed to assess the extent to 
which the participant understands the proper terms used during the CFF task.  

 
Procedural Knowledge Test (PKT). Developed by the current authors, the PKT 
consists of 7 factually-based multiple choice items designed to assess the extent to 
which the participant understands the proper execution of the CFF task.  
 
Conceptual Knowledge Test (CKT). Developed by the current authors, the CKT is 
comprised of 9 factually-based multiple-choice items designed to assess conceptual 
knowledge regarding the understanding of the components involved in the task.  
 
Integrated Knowledge Test (IKT). Developed for use in the current study, the IKT is 
comprised of 9 free-response items designed to assess inferences about and deeper 
knowledge of the FiST.  

2.3   Procedure 

Participants were split into two groups: Performance Only (PO) and Performance plus 
Workload (PW). After providing informed consent, participants completed the BQ. 
For those participants in the PW group, a baseline was established to account for 
individual differences in resting workload levels. 
 
Introductory Phase - All participants watched a ThreATS video and completed a 
CLQ. They then completed the DKT, PKT, CKT and a CLQ regarding the experience 
of filling out the three knowledge tests. Next, a practice scenario in the DMAS was 
completed to familiarize participants with the simulator. Participants then completed a 
CLQ regarding the practice mission.  
 
Training Phase - The two training phases of the experiment followed the same 
pattern. Participants were first asked to watch a training video and then answer the 
CLQ, after which they conducted a simulated mission in the DMAS. Following the 
mission, they were again asked to complete the CLQ. After each decision in the 
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H3: Cognitive load - A one-way between subjects ANOVA was used to compare 
subjective measures of cognitive load (CL) among both groups. Contrary to our 
hypothesis, CL scores did not differ significantly between groups during the training 
(F(1,27) < .001, p = .992) or assessment phases [F(1,27) = 3.51, p = .072 (after 
scenario); F(1,27) = .134, p = .718 (after tests); see table 2]. These data suggest that 
perceived cognitive load was not lowered when using neuro-physiological sensors to 
assist intervention timing.  
 
H4: Efficient training - A one-way between subjects ANOVA was used to test 
training efficiency among both groups. Contrary to our hypothesis, no significant 
differences in training efficiency between groups were found [F(1,27) = 2.52, p = 
.124]. These data suggest that learning efficiency was not impacted by the additional 
specificity of the intervention timing.  

Table 1. Means and Standard Deviations of Knowledge and Decision-making Scores 

  Perf. Perf. + Neuro 
Variables  M SD M SD 

Declarative 
Pre 10.67 1.35 10.57 1.40 
Post 10.80 1.37 11.00 1.04 

Procedural 
Pre 15.73 2.09 14.79 3.97 
Post 17.80 3.36 15.71 5.54 

Conceptual 
Pre 4.93 1.67 3.93 1.49 
Post 7.53 1.36 7.36 1.50 

Integrated Post 6.70 1.59 6.92 2.42 
     Decision Making* Post -2.23 1.83 -2.57 1.86 

Note. N = 29. Pre = Completed during introductory phase. Post = Completed during assessment  
phase. *DM was scored using penalty points; 0 was a perfect score 

Table 2. Means and Standard Deviations of Cognitive Load Scores 

  Perf. Perf. + Neuro 
     Variables  M SD M SD 

Training  5.93 1.34 5.93 1.14 
Assessment  4.33 1.72 5.43 1.40 
Knowledge Tests  5.60 1.24 5.43 1.28 

Note. N = 29.  

4   Discussion 

The goal of the study was two-fold. First, we aimed to utilize neuro-physiological 
measures of cognitive load in combination with performance data to better classify 
learners’ errors. Second we aimed to use these data to help inform an adaptive 
training system to provide tailored feedback at an optimal time to those individuals 
requiring intervention. Contrary to our hypotheses, however, this study failed to 
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demonstrate positive impact on knowledge acquisition, knowledge application, 
perceived cognitive load, or training efficiency when incorporating these measures. 
The current results indicate that the proposed solution failed to positively impact 
training effectiveness and efficiency in its current form. However, based on 
observational data some inferences can be made regarding the lack of impact. For 
example, it was observed that few participants looked at the provided instructional 
feedback prompts. This may be due to the highly visual-strain of the task. It is 
possible that participants in neither group possessed enough available working 
memory capacity to attend to the supporting material. Consequently, this may account 
for the lack of differential findings. 

4.1   Limitations of Current Study 

Several limitations may have led to the lack of differences between groups including, 
task shedding, task overload, and small sample size. Task shedding may result as a 
consequence of task overload. Based on current Cognitive Load Theory (CLT) [11] 
and [13], it is believed that working memory has a limited capacity. It is possible that 
participants were already utilizing their full working memory capacity during the 
activity and were therefore unable to additionally attend to the feedback that was 
provided during this highly visual task. Since the feedback provided was visual, it 
may have overloaded the visual channel of working memory, leading to the 
inattention or inability to process the information in the feedback prompts.  

Additionally, as in most studies, sample size may be another factor to account for 
the lack of significant differences. It is difficult to make inferential conclusions based 
on a weak sample size, since larger sampling error tends to be present in small 
samples. Accordingly, the data should be considered with caution. 

4.2   Future Research 

Future efforts may benefit from altering feedback placement sizing (i.e. full screen 
prompts). If it was the case that participants were already cognitively overloaded by 
the intrinsic load of the task, then it may be necessary to close the simulation in order 
to allow participants sufficient time to read and digest the instructional material. This 
could be accomplished by providing full screen prompts. In doing so, participants 
may experience a temporary reduction in task load which in turn may reduce task 
shedding. Otherwise, seeking an alternative modality all together, such as utilizing 
auditory prompting, may be more effective. Lastly, increasing the sample size based 
on a power analysis would improve the statistical power and ultimately lead to more 
confident conclusions.  
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Abstract. Social sharing on the Web has become very popular in recent
years. However, as the amount of information grows rapidly it becomes
difficult for a user to discover relevant information. The principle of aug-
mented cognition can be applied to help users on the Social Web. This
can be done by modelling the behaviours and interactions of the users
in a system in order to discover implicit relations among the users. We
describe two related approaches to model user behaviours for different
types of social sharing sites. We show that the methods can be used to
help users identify social relations that are more important to them, as
well as items that are more relevant to their interests.

1 Introduction

In recent years, Social Web applications have become very popular. Users es-
tablish social networks online and share their favourite items on the Web. How-
ever, as the amount of information and the size of one’s social network grow
rapidly, it becomes very difficult for a user to discover relevant information, or
to know which acquaintance is more reliable as the source of relevant informa-
tion. Augmented cognition aims at extending our ability to process information
with computers. This principle can be applied to the Social Web by modelling
the behaviours and interactions of the users in a system, discovering implicit
relations among users and supporting users by recommendations.

We describe two related approaches to model user behaviours and interactions.
Firstly, we consider systems where users may not have established any explicit
social relation. We describe a probabilistic model [2] of how users choose to
collect different items when influenced by different factors. Secondly, we consider
product rating systems in which users have established explicit trust relations
among themselves. We describe an extension to the standard matrix factorisation
technique to estimate the strength of trust relations among users [1]. We also
demonstrate that our methods give more accurate predictions of the actions and
preferences of the users.

By analysing user behaviours and interactions, our methods can be used to
reveal implicit social relations among users in Social Web applications. The re-
sults can help users identify social relations that are more important to them,
and to retrieve information and items that are more relevant to their interests.

D.D. Schmorrow and C.M. Fidopiastis (Eds.): FAC 2011, HCII 2011, LNAI 6780, pp. 277–287, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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In the next section, we briefly review works related to our research. In Section
3 and 4, we describe in detail our two proposed methods. We present some
experimentation results in Section 5. Finally, we conclude the paper and mention
some future research directions in Section 6.

2 Related Works

Online social networks have recently attracted the attention of researchers from
different disciplines. While in the past it was difficult to collect data of social
interactions among a large number of people, recently online social networking
sites have provided rich data for studying real world social networks [4,12].

Several methods have been proposed to model social influences and informa-
tion diffusion. In the common threshold model, a user would take an action if the
number of his/her neighbours who have taken the same action reaches a certain
threshold [5,7]. Song et al. [18,19], propose to use a Markov chain generated from
the activity histories of the users to model information flow in a network. Tang
et al. [20] introduce the notion of Topic Affinity Propagation to model social
influence in a network with respect to different topics.

Our work is also related to research on recommendation systems based on
social sharing data. For example, Shepitsen et al. [17] generate personalised
recommendation by matching user profiles to clusters of tags obtained from a
hierarchical clustering process. Bogers et al. [3] and Parra et al [16] present
comparative studies of different collaborative filtering techniques on CiteULike.
There are also attempts to make use of explicit social ties in social tagging
systems to improve performance of collaborative filtering [8].

On the other hand, trust networks as a special form of social networks have
also received much attention. They are usually implemented on product review or
rating sites, on which making recommendations to users is an important applica-
tion. For example, Ma et al. propose several different methods for incorporating
trust relations in the standard matrix factorisation technique for collaborative
filtering [14,13]. On the other hand, Jamali et al. [6] proposes TrustWalker, a
random walk model that combines both trust-based recommendation and col-
laborative filtering based on item similarity.

Finally, there are a few works that focus on estimating the strength of trust
and its effect on the opinions and ratings given by the users. For example, Matsuo
and Yamamoto [15] present a hypothesis on the bi-directional effects between
trust relations and item ratings. Focusing on more general social networks, Xiang
et al. [22] proposes a generative model to estimate relationship strength in online
social networks based on observed user interactions.

Overall, there is a substantial amount of works that investigate how user be-
haviours in social networks can be modelled. However, we believe that two issues
have largely been overlooked. Firstly, when no explicit social ties are present,
a method that can be used to model the implicit interactions among the users
is not available. Secondly, when explicit relations have been established among
the users, it is generally assumed that these relations truly reflect the similarity
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between the users. However, our study [1] shows that trust relations do not nec-
essarily imply similarity. Hence a effective method for estimating the strength of
trust relations is needed.

3 Implicit Influence in Social Sharing Sites

In this section, we focus on social sharing sites where users may not establish
explicit ties among themselves. Examples of this kind include Delicious1 and
LibraryThing2. A social sharing system S of this kind can be defined as follows:

Definition 1. A social sharing system S is a tuple S = 〈U, I, Y 〉. U is a set of
users, I is a set of shared items among the users, and Y is a set of posts. A post
(u, i, t) ∈ Y represents the fact that u ∈ U posts/adopts i ∈ I at time t.

To model user behaviours, we consider how users come to adopt certain items.
On the one hand, users are free to introduce any new item to a social sharing
site. On the other hand, users are also likely to discover something interesting
in other users’ collection. In many cases, social relations cannot be treated as
the only means through with users influence one another. As a user’s collection
is publicly available in most cases, influence exists even when a social tie does
not exist. In the following, we describe a model that explains how users adopt
different items in a social sharing site under the influence of different factors.

3.1 A Model of Social Sharing

In our model, we assume that when a user decides to adopt an item by going
through a two-step process: the user first selects a factor that would reveal to
him/her a set of items, and then he/she chooses an item from that set. Here,
the factor can be another user, the list of recent items or popular items, or even
the user him/herself. Mathematically, the probability that user u would adopt
item i at time t is defined as:

P (i|u, t) =
∑

u′∈U

P (u′|u)G(i|u′, t), (1)

where P (u′|u) represents the probability that u is influenced by the factor u′

when he/she attempts to adopt something. G(i|u′, t) represents the probability
that item i is chosen when factor u′ is selected at time t.

The above definition is flexible and can be used to model a wide range of
behaviours in different social sharing systems. When u′ is a real user, P (u′|u)
represents the influence of u′ on u. When u′ is the list of popular items, P (u′|u)
represents how likely u would adopt something popular. Different factors can be
modelled by defining a different G(i|u′, t). Below are some factors that are likely

1 Delicious: http://www.delicious.com/
2 LibraryThing: http://www.librarything.com/

http://www.delicious.com/
http://www.librarything.com/
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to be found in a common social sharing system: (1) influence from other users,
(2) list of recent/new items, (3) list of popular items, (4) random browsing of
the items, and (5) ‘Self-influence’.

For example, for the list of popular items, we can define G(i|u′, t) to be pro-
portional to the number of users who have adopted i so far. G(i|u′, t) for other
factors can be defined in a similar fashion. In addition, ‘self-influence’ refers to
cases in which the user simply discovers an item external to the system and is
the first one to adopt the item. In this case, we can assume that the user is
influenced by him/herself. Let un be the factor of self-influence. In this case,
instead of defining a particular G(i|un, t), we can simply estimate P (un|u) by
the proportion of items of which u is the first user to adopt it in the system.

3.2 Parameter Estimation

The parameters of the model are the probabilities P (u′|u). Given a history of
user activities, we can estimate the parameters by maximising the log-likelihood
of observed data under the constraint that

∑
u′ P (u′|u) = 1. Note that if we

model ‘self-influence’ as described above, we can estimate P (un|u) in advance.
Hence, our constraint becomes

∑
u′ P (u′|u) = 1−P (un|u). Let UA be the set of

factors except un. The log-likelihood of the observed data is given by:

log L =
∑

(u,i,t)∈Y

log
∑

u′∈UA

P (u′|u)G(i|u′, t). (2)

To estimate the parameters, we can employ the EM algorithm. In the E-step,
we compute the posterior probability using the Bayes rule:

P (u′|u, i, t) =
P (u′|u)G(i|u′, t)∑

u′′∈UA
P (u′′|u)G(i|u′′, t)

. (3)

In the M-step, we obtain the next estimate of the probabilities P (u′|u) as follows:

P (u′|u) ∝
∑

(u,i,t)∈Y

∑

i∈I

P (u′|u, i, t). (4)

By iterating the above two steps until convergence, we obtain estimates for the
probabilities P (u′|u). As a result, we can generate recommendations to users
by using P (u′|u) (influential users) and P (i|u, t) (items that the users may find
interesting).

4 Strength of Trust Relations in Product Rating Sites

In this section, we turn our attention to social sharing sites in which users estab-
lish trust relations among themselves. In many proposals of using trust relations
to generating recommendations, trust relations are usually taken at face value,
i.e. it is usually assume that users who trust each other tend to have similar
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interests and opinions. However, our study [1] of a popular product review sites,
Epinions, reveals that this is not usually the case. Hence, we believe it is neces-
sary to estimate the true strength of the trust relations before utilising them in
generating recommendations.

We propose an extension to matrix factorisation, which is commonly used
to analyse user preferences in rating systems, to estimate the strength of trust
relations among users. The basic matrix factorisation technique aims at revealing
the latent factors that determine the ratings given by the users. Our extension
allows us to explain user ratings by both latent factors as well as the different
degree of influence they receive from their trusted neighbours. In other words,
we consider matrix factorisation as a tool for predicting ratings as well as for
studying social relations among users.

4.1 Estimating Trust by Matrix Factorisation

In general, a product rating system consists of a set U of users and a set I of
items. Users express their interests or preferences in different items by rating the
items with scores from a specific range. The interactions between the M users
and the N items can be represented by an M × N matrix R, where M = |U |
and N = |I|. An element rui in R indicates the rating of user u on item i. We
represent the set of observed ratings as O.

Matrix factorisation aims at finding out the latent factors that can be used
to explain the ratings given by the users. This is done by decomposing R into a
M×K matrix P and a N×K matrix Q, where K is the number of latent factors.
Here, we extend standard matrix factorisation by considering trust relations
among the users.

Let G be an M × M matrix encoding the trust network that is established
explicitly by the users themselves. guv, an element in G, equals to 1 if u trusts
v, and 0 otherwise. In addition, we let S be an M × M matrix that holds the
estimated trust relations: suv = 0 if guv = 0, and suv ≥ 0 if nuv = 1. The values
of suv will be estimated in the matrix factorisation process, and they represent
the strengths of the trust relations among the users.

Thus, for a particular tuple (u, i, r), two factors are at play in determining the
rating r. Firstly, the rating is determined by the latent factor model. Secondly,
u gives i a particular rating because he/she is influenced by some users he/she
trusts. If the users trusted by u give high ratings, u should also tend to give high
ratings.3 Based on the above idea, a rating rui in the R can be estimated by:

r̂ui = α
K∑

k=1

pukqik + (1 − α)

∑
∀v,guv>0 suvrvi∑
∀v,guv>0 suv

(5)

where puk and qik are elements of the matrices P and Q respectively, and α is a
parameter than controls the contributions of the two factors. In this model, the

3 When a user trusts no other users, we assume that he/she trusts a virtual user who
has rated all items by their respective mean ratings.
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values of suv are to be estimated based on the differences between ratings given
by pairs of users. If two users give very different ratings to the same products,
suv will be small even if a trust relation exists between them.

4.2 Parameter Estimation

In this model, the parameters are puk, qik, and suv. To estimate the values of
these parameters, we solve an optimisation problem that involves minimising the
following regularised sum-of-squared error:

min
1
2

∑

(u,i,r)∈O

(rui − α

K∑

k=1

pukqik − (1 − α)

∑
∀v,guv>0 suvrui∑
∀v,guv>0 suv

)2

+
β

2
(
∑

u,k

p2
uk +

∑

i,k

q2
ik), (6)

where the last component is a regularisation term to avoid the parameters from
taking on large values that might result in overfitting.

In our implementation, we use gradient descent to solve this optimisation
problem. Parameters are initialised with random values. Let eui = rui − r̂ui be
the error of estimation, γ be a learning meta-parameter, and there be a constraint
that

∑
v suv = 1, the followings are the update rules for the different parameters:

puk ← puk + γ(α · eui · qik − β · puk) (7)
qik ← qik + γ(α · eui · puk − β · qik) (8)

suv ← suv + γ((1 − α) · eui ·
rvi

∑
∀v,guv>0 suv − ∑

∀v,guv>0 suvrvi

(
∑

∀v,guv>0 suv)2
). (9)

At the end of the training period, we should obtain a weight suv for each trust
relations established between some users u and v. These can be considered as
the true strengths of trust relations among the users. Together with the learnt
values of the matrices P and Q, we can also generate predictions for unknown
ratings.

5 Experiments

To study the effectiveness of our proposed methods, we carry out experiments by
using datasets collected from two popular social sharing sites, namely Delicious
and Epinions.

5.1 Capturing Implicit Influence in Delicious

Delicious is a popular social bookmarking site. We use a dataset that is pub-
licly available for research purpose [21].4 It contains bookmarking histories of
4 http://www.dai-labor.de/index.php?id=1726

http://www.dai-labor.de/index.php?id=1726
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Fig. 1. Average accuracy of the model under different conditions across all 50 tags,
compared to simple collaborative filtering

over 950,000 users and about 50 million bookmarks, spanning the period from
September 2003 to December 2007. To avoid data sparsity, we remove users who
have only adopted one item. In addition, we choose to train our model on the
datasets of the 50 most frequently used tags in the dataset.

In this experiment, we study whether the probabilities P (u′|u) can be used
to generate accurate recommendations to the users. Firstly, we split the dataset
into two parts, respecting the chronological order of the observations. We train
the model using adoption histories of users in the first part, and test our model
on those in the second part. For a particular user u, using the probabilities
P (u′|u) obtained from the training process, we predict the next items that will
be adopted by u after time t.

Recommendation is done by first calculating the probability P (d|u, t) using
Equation 1 and then ranking the items in descending order of their probability of
being adopted by the user u. We consider it successful if the next items adopted
by the user appear in the top m results of the ranking. We define accuracy, our
performance measure, as the average proportion of items that are adopted by
the user and at the same time appear in our top results.

The model under evaluation incorporates all the five factors mentioned in
Section 3.1. We train a separate model for each of the 50 datasets. We test our
model by using different amount of training data (i.e. data from the first 700,
800, 900 and 1,000 days). For each dataset, we randomly sample 1,000 users and
collect the next 10 items they adopt in the testing period. Users and items that
did not appear in the training period are ignored. We then use the probabilities
P (u′|u) obtained in the training period and Equation 1 to come up with a ranked
list of items. In our experiment we set m = 50. For the purpose of comparison, we
implement a simple k-nearest-neighbour collaborative filtering (C.F.) method.

Figure 1 show the result of our experiment. We observe our model can be
used to predict item adoption at a much higher accuracy when compared with
the simple collaborative filtering algorithm. In other words, for a particular user,
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other users who have similar adoption histories do not necessarily possess items
that are interesting to him/her. Instead, users who are found to be influential
to a particular user are useful for predicting item adoption.

Our results reveal an interesting fact about the importance of considering the
temporal order of adoption in making recommendations. Collaborative filtering
does not consider this order and therefore is not able to distinguish between fol-
lowers and influencers. However, this distinction is important because followers
are more likely to adopt items from influencers but not vice versa. The prob-
abilities P (u′|u), which is asymmetric for a pair of users, is able to model this
distinction, and as a result is able to generate more accurate recommendations.

5.2 Estimating Strength of Trust Relations in Epinions

Next, we conduct an experiment using data collected from Epinions, in order
to evaluate our proposed matrix factorisation method. Epinions is a popular
product rating sites. Users write reviews and give ratings to a wide rane of
products. From the Web site of Epinions, we collect over 900,000 ratings given
by about 60,000 users. We also collect all the existing trust relations among these
users.

Regarding the experiment, it should be noted that there are many matrix fac-
torisation techniques that are shown to achieve very high accuracy in predicting
ratings. Our objective is not to compete with the state-of-the-art algorithms.
Instead, we want to demonstrate that our method can be used estimate strength
of trust relations among users, which helps us to generate more accurate rating
predictions.

For comparison, we consider predictions made by the standard matrix fac-
torisation method, which only considers the latent factors but not the social
relations among the users. The metric used to measure performance is the stan-
dard root-mean-squared-error (RMSE):

RMSE =

√∑
(u,i,r)∈T (rui − r̂ui)2

|T | (10)

where T is the set of testing data (a set of ratings). A lower RMSE means that
the predictions are more accurate.

An important parameter in our model is α, which controls the ratio of con-
tributions from the latent factor model and the trust relations. We test different
value of α to investigate its effect on performance. We set the other parame-
ters as follows: γ = 0.001 (learning meta-parameter), β = 0.01 (regularisation)
and K = 20 (number of latent factors). Results of using 80% of the datasets as
training data and the rest as testing data are presented in Figure 2.

We can observe that our proposed method constantly achieve lower RMSE
than the standard matrix factorisation method. This shows that the estimated
strengths of trust relations contribute to more accurate predictions. Our pro-
posed method performs better when α is larger (in the range of [0.5,0.8]).
A larger α means that a higher weight would be put on the latent factors.
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Fig. 2. RMSE of rating predictions in Epinions. ‘Mean’ refers to predicting a rating
using the mean of existing ratings of an item. ‘MF’ refers to the standard matrix
factorisation method. ‘Trust’ refers to our proposed method.

Therefore, it suggests that the latent factors are still important in generating
accurate predictions. However, it also shows that an appropriate combination of
the two components is crucial to achieving higher accuracy.

The optimal value of α probably depends on the specific characteristics of the
system under study. In addition of setting α manually, it is possible to estimate
α in the training process, or even assign different α values to different users. We
plan to investigate these extensions in the future.

6 Conclusions

In this paper, we presented two methods for modelling user behaviours in social
sharing sites. The first one can be used to model probabilistically user behaviours
in social sharing sites in which explicit social ties are not available. It can be
used to discover influential users and generate recommendations. The second one
targets review and rating sites in which users maintain a trust network among
themselves. The method based on matrix factorisation can be used to estimate
the true strength of their trust relations by analysing their common ratings. It
can also be used to predict product ratings given by the users more accurately,
compared to methods that do not consider the strength of trust relations.

Our objective in this paper is to apply the principle of augmented cognition
to assist users in processing huge amount of information and social ties in online
social networking systems. In many cases, users can only maintain a flat list of
social relations, and cannot really distinguish between acquaintances who share
information that is more relevant to themselves and those who are less likely to
do so. The methods presented in this paper thus augment the ability of the users
to handle online relations and to discover information that is more relevant to
their interests.
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There are several directions for extending this work. The first direction, com-
mon to both methods, is to consider variations of the strength of (implicit)
relations across different topics and contexts. For example, user A may be in-
fluenced by user B in terms of electronic goods, but by user C instead in terms
of movies. In other words, there is a need to consider different contexts when
modelling user behaviours. In addition, in both cases it would be interesting to
rank the users by how influential they are. Hence, we are planning to develop
user ranking algorithms based on the results produced by these two methods.
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Abstract. We report results from a dual electroencephalography (EEG)
study, in which two-member teams performed a simulated combat sce-
nario. Our aim was to distinguish expert from novice teams by their
brain dynamics. Our findings suggest that dimensionality increases in
the joint brain dynamics of the team members is a signature of increased
task demand, both objective, e.g. increased task difficulty, and subjec-
tive, e.g. lack of experience in performing the task. Furthermore in each
team we identified a subspace of joint brain dynamics related to team
coordination. Our approach identifies signatures specific to team coordi-
nation by introducing surrogate team data as a baseline for joint brain
dynamics without team coordination. This revealed that team coordi-
nation affects the subspace itself in which the joint brain dynamics of
the team members are evolving, but not its dimensionality. Our results
confirm the possibility to identify signatures of team coordination from
the team members’ brain dynamics.

Keywords: team, coordination, manifold, dimension, brain, dynamics,
subspace, EEG.

1 Introduction

Real-world tasks and military missions often require the coordinated efforts of
many team members for successful completion. Success within a team format is
� Corresponding author.

�� Per 5 C.F.R. 3601.108 and DoD JER 5500.7-R, 2-207: “The views, opinions, and/or
findings contained in this article/presentation are those of the author/presenter
and should not be interpreted as representing the official views or policies, either
expressed or implied, of the Defense Advanced Research Projects Agency or the
Department of Defense.”

D.D. Schmorrow and C.M. Fidopiastis (Eds.): FAC 2011, HCII 2011, LNAI 6780, pp. 288–297, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Brain Signatures of Team Performance 289

critically dependent on the ability of members of the team to work effectively
together. A team whose members can work effectively together to accomplish
team objectives may be considered as an expert team. Understanding how an
expert team functions has been a topic of study in diverse fields, such as sports
psychology and business management. The objective is simple: if we can un-
derstand how expertise develops within a team and the relevant variables that
determine how an expert team operates, then training can be directed. Recently,
Dodel et al. have developed a new approach for the study of team dynamics that
avoids the need to understand team dynamics in detail and yet can still capture
complex behaviors often expressed by expert teams [1]. This approach starts
with the measurement of behaviors performed by members of a team. These
behaviors evolve over time as the team advances towards the goal. The unfold-
ing of behavior over the course of goal achievement defines a trajectory. If the
same task is repeatedly performed and measured, multiple trajectories are de-
fined and span a manifold which is shaped by constraints imposed by the task
itself as well as by the interaction between the team members. Expert mani-
folds can be defined and used as the criterion standard for understanding novice
manifolds, thus removing the need for a coach or teacher to evaluate team per-
formers. In this study, we extend the concept of manifolds to the neural domain
to help us further understand the complexity of expert team dynamics. We used
dual electroencephalography (EEG) to simultaneously record the brain activity
of the members of two expert teams and two novice teams, respectively. Each
team consisted of two subjects which performed a test scenario in a simulated
realistic and challenging combat situation. The scenario has been intentionally
structured so that it necessitates extensive coordination and communication be-
tween the team members. Each trial comprises a time point (”turning point”)
after which simulated hostilities occur. The three specific goals of our analyzes
were to (1) characterize differences between novice and expert teams based on
the brain dynamics of the team members, (2) characterize differences in brain
dynamics before and after the onset of simulated hostilities (3) find signatures
of team coordination in the brain.

2 Results

2.1 Dimensionality of Brain Dynamics in Experts and Novices

One of our key hypotheses on team coordination states that coordinated team
dynamics evolves along a particular manifold, the geometry of which reflects
task related constraints as well as effects of team coordination. Such a manifold
has been successfully constructed for behavioral team data and is hypothesized
to exist for neural team data as well. There are multiple ways to define such
a manifold. Here we computed the local subspaces of the joint brain dynam-
ics of the team members to approximate the team manifold (see Materials and
Methods). We found that the local subspaces changed rapidly over time, thereby
reflecting the highly dynamic nature of the brain signals. As an approximation
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of the local dimensionality of the manifold, we first assessed the intrinsic dimen-
sionality of the local subspaces in which the joint brain dynamics evolves using a
sliding window of 320 ms (see Materials and Methods). Taking the average over
the whole time interval of the trials, we found that novices had a higher mean
intrinsic dimensionality of their joint brain dynamics than experts (Fig. 1(a)).
This result was highly consistent over trials (Fig. 1(b)).
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Fig. 1. Dimensionality of the joint brain dynamics (sliding window length: 320 ms) of
novices (blue) and experts (red). (a) Mean over time and trials. Error bars: standard
deviation. (b) Mean over time for each trial averaged over both teams of the same team
level, respectively. Dotted lines: standard deviation.

2.2 Brain Dynamics before and after Onset of Simulated Hostilities

One of our hypotheses was that the degree of team coordination will be differ-
ent before and after the turning point (the onset of simulated hostilities) and
that this difference will be stronger for the expert team than for the novice
team. Comparing the time-averaged intrinsic dimensionality of the joint brain
dynamics before and after the turning point, we found that there is a tendency
towards higher dimensionality after the turning point, in particular for the ex-
perts (Fig. 2).

The overall effect is small and can be considered only as a trend, but the effect
was highly consistent over trials as assessed by computing significance values
from the binomial distribution. In the expert team the effect of dimensionality
increase was highly consistent with a significance of p < 0.001. The effect was less
consistent for the novice team (p < 0.03). In addition we assessed the effect also
in the single subject data, where it was significantly consistent in both subjects
of the expert team (p < 0.001 and p < 0.011, respectively), but only in subject
2 (p < 0.005) of the novice team. Furthermore in the experts the increase in
mean dimensionality after the turning point occurred congruently in both joint
and single subject brain dynamics for most of the trials. This was not the case
in the novice team.
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Fig. 2. Mean dimensionality of the joint brain dynamics before and after the turning
point (TP), which marks the onset of simulated hostilities. Sliding window length: 10s.
(a) novices (blue), (b) experts (red), error bars: standard deviation.

2.3 Manifold Spanned by the Joint Brain Dynamics of the Team

To get insight about the overall subspace in which the joint brain dynamics on
the manifold evolves, we computed a team subspace from the local subspaces (see
Materials and Methods). The team subspace for one expert team in a 20 s interval
around the turning point is shown in Figure 3. Three of the four dominant spatial
modes show localized activity over right prefrontal electrodes in one or both team
members, indicating that joint activity in this area in both team members could
play a role in team cognition. At each point in time the team subspace accounts
for about 10-40% of the data as shown by the reconstruction quality of the data
with respect to the subspace (Fig. 3(b)) with the highest reconstruction qualities
occurring after the turning point.

2.4 Signatures of Team Coordination

So far we have analyzed signatures of team performance by approximating the
hypothesized team manifold dynamically by identifying subspaces of the joint
brain dynamics of the team members. Here we extend this approach to identify
the aspect of coordination in a team. To determine signatures of team coor-
dination we created surrogate teams with the same performance level as the
original teams but without team coordination. This was achieved by pairing the
data from two subjects of the same teams, but from different trials (e.g. data
from trial 3 in subject 1 combined with data from trial 4 in subject 2). The
surrogate data hence serves as a baseline to isolate effects of team coordination.
When surrogate data are constructed the alignment of coordinating dynamic el-
ements is lost and scrambled, which is equivalent to a loss of team coordination.
As a consequence, the team manifold should change for the surrogate data set.
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Fig. 3. Subspace in which the joint brain dynamics of the expert team evolves in an
interval of 20 s around the turning point (dashed line). (a) Topographic maps and
head plots of the first four spatial modes of the 16-dim. team subspace of expert team
1. For visualization purposes each subject has its own color map centered at zero
(green). Percentages on top of the head plots: contribution of each subject to the total
spatial mode. Percentages on top of the topographic maps of subject 2: contribution
of the spatial mode to the total variance of the data in the team subspace. (b) Mean
reconstruction quality of the expert team data with respect to the team subspace.

We first tested this hypothesis by comparing the dimensionality of the team sub-
spaces of true and surrogate teams and second we computed the similarity of the
two types of subspaces (see Materials and Methods). While we found that the
dimensionality of the two types of subspaces was essentially the same, the team
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subspaces of the real teams differed from the team subspaces of the surrogate
teams in about three dimensions. We could hence identify a three dimensional
subspace of joint brain dynamics of the team members which is specifically re-
lated to team coordination. The dominant spatial modes of this subspace had
similar features as the dominant spatial modes of the team subspace (cf. Fig. 3),
in particular it also showed localized activity over right prefrontal electrodes in
both team members.

3 Materials and Methods

3.1 Data Acquisition and Preprocessing

High density EEG data (256 channels) with a sampling rate of 250 Hz was ac-
quired simultaneously from the two team members of four teams (two novice
teams, two expert teams) in a simulated combat scenario where the subjects
were coordinating to accomplish a common goal. Data from 14 trials were ac-
quired from each team. Each trial lasted about 20 minutes and comprised a time
point (“turning point”) after which simulated hostilities occurred. We aligned
all data sets with respect to the turning point and equalized the time intervals
before and after the turning point, resulting in trial lengths of about 16 and 26
minutes for experts and novices, respectively. To account for transiently faulty
electrodes, in every data set of each subject we discarded the 30 electrodes with
the highest variances over time, still leaving almost 90% of the electrodes avail-
able for analysis. The data was cleaned from eye blink artifacts by an in-house
program developed by EGI.

3.2 Team Manifold and Dimensionality

The measured brain dynamics of the teams evolve in a high-dimensional state
space (here: 2 × 256 channels = 512 dimensions). A team manifold was approx-
imated by computing subspaces of the joint brain dynamics of the two team
members using a sliding window. For each window the subspace was computed
by performing a singular value decomposition (SVD) of the joint data of sub-
jects 1 and 2, created by concatenating the channel data of the two subjects at
each point in time. Prior to concatenating the total spatio-temporal variance of
the data of the two subjects was equalized to eliminate effects of inter-subject
variability in signal strength. Dimensionality of the manifold was assessed by the
dimensionality d of the subspaces for each time window from the SVD of the
data matrix according to

d = N + 1 −
N∑

i=1

∑i
j=1 σ2

j∑N
l=1 σ2

l

(1)

where N is the total number of singular values σj , j ∈ {1, . . . , N}.
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3.3 Team Subspace and Reconstruction Quality

The team subspace was determined by performing an SVD over the concate-
nation of the basis vectors of all subspaces of the joint brain dynamics of the
team members, weighted by their singular values and using their respective di-
mensionality. Reconstruction quality r(t) of the data with respect to the team
subspace was assessed at each point in time t by

r(t) =
‖Pv(t)‖2

‖v(t)‖2
(2)

where P is the projection matrix onto the team subspace and v(t) is the joint
data at time t. Furthermore r(t) ∈ [0, 1] with 1 indicating perfect reconstruction.

3.4 Similarity of Team and Surrogate Subspace

We assessed the similarity between the team subspaces of the true team and the
surrogate team by determining whether they had a common subspace. A common
subspace can be determined by solving an eigenvalue problem as follows. Let X
be an m×n matrix, n ≤ m, the column vectors of which span the team subspace,
and Y an m× k matrix, k ≤ m, the column vectors of which span the surrogate
subspace. The vectors in the common subspace may be written in both bases X
and Y using an n × 1 vector a and a k × 1 vector b with the relation

Xa = Yb (3)

We can solve eq. (3) for a or b using the pseudo-inverses X+ := (XT X)−1XT

and Y+ := (YT Y)−1YT of X and Y, respectively. This yields

a = X+Yb (4)
b = Y+Xa (5)

Inserting eq. (5) into eq. (4) yields

a = Ma (6)

with the n×n matrix M := X+YY+X. Eq. (6) is an eigenvalue problem which is
solved by the eigenvectors to the eigenvalue 1 of the matrix M. The multiplicity
of the eigenvalue 1 equals the dimensionality of the common subspace, and the
eigenvectors a can be used to obtain a basis of the common subspace in terms
of the basis X of the team subspace. The subspace reflecting team coordination
consists in the complement of the common subspace and can be constructed
from the eigenvectors to the eigenvalues �= 1 of M.

4 Discussion

Behavioral signatures of coordination typically are based on the variability of
measures that characterize behavioral dynamics. The underlying assumption is
that coordination induces coupling between individuals and hence decreases the
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variability related to independent behavior. Typical examples include the vari-
ance of the relative phase (see [2] for a review) and variability across manifolds
(Uncontrolled Manifold (UCM)) [3]. More recent approaches to characterize co-
ordination include the description of behavioral processes [4–8] using mathemati-
cal representations of flows on manifolds in the state space of a given system. The
beauty of this approach is its generality and its ability to account for complex
behaviors which may be represented by curved manifolds in state space. Dodel et
al. [1] applied this approach to team coordination. They reconstructed the flow
on the manifold in the shared behavioral state space of all team members and
demonstrated that this manifold may serve as a tool to compare different levels
of team performance against a gold standard (the expert team performance).
Here we have taken this effort one step further, and considered the existence
of a shared brain state space in analogy to the behavioral state space of [1].
The brain state space is spanned by all electrodes of all team members. Our
hypothesis was that, if team coordination is indeed reflected in neuroimaging
data, a common manifold exists in the brain state space along which the joint
brain dynamics of the team members evolves. Such manifolds have been recently
postulated to dominate the resting state brain dynamics of individuals [9–12],
and may reflect temporal or spatial modulation in the brain [13].

In the current study we have attempted to identify manifolds of brain dynam-
ics which reflect processes of team performance and coordination in the members
of a team. Our specific goals were to (1) characterize differences between novice
and expert teams based on the brain dynamics of the team members, (2) char-
acterize differences in brain dynamics before and after the onset of simulated
hostilities (3) find signatures of team coordination in the brain. Our results indi-
cate that novice and expert teams exhibit different characteristics in their brain
dynamics as measured by dual EEG when performing a highly nontrivial ongo-
ing task. In particular brain dynamics in expert teams were lower dimensional
than in novice teams. Increased task demand was associated with a consistently
higher dimensionality in the expert team, whereas this effect was less consistent
in the novices.

Investigation of team cognition from behavioral measures has a long tradi-
tion [14–16]. More recently, there is also increasing interest in analyzing how in-
teractions between humans are reflected in the individuals’ brain activity [17–23].
Our approach is different from the latter approaches in that it allows identifying
team coordination by directly comparing signatures of joint brain
activity in team members with and without team coordination. This is achieved
by producing surrogate data in which team coordination is selectively removed
while retaining the performance level of the individual team members. The in-
troduction of a surrogate team provides a baseline and could be used to develop
significance measures. Ideally surrogate data should consist of trials with the
exact same behavior of the subjects as in the original trial, but without team
coordination. To a first approximation of this ideal we used data where the in-
dividual subject data was taken from different trials of the same task. Using
surrogate data we identified a subspace which was related specifically to team
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coordination. The spatial modes spanning this subspace showed localized joint
activity over the right prefrontal electrodes in both team members, which indi-
cates that this area could play a role in team coordination.

Given the complex nature of brain imaging signals (spiking neuron networks
generate oscillatory dynamics that is only partially picked up by non-invasive
brain imaging), we did not pursue a detailed reconstruction of the shared man-
ifold in brain state space, but nevertheless found some evidence of its existence.
The phenomenological characterization of the manifold in terms of non-invasive
brain imaging is not unique. Therefore the reconstruction of the manifold could
be improved by using various derived properties of the data, such as separate
frequency bands, instead of the raw data. Furthermore, here we have used only
team level (novice or experts) and task demand (before and after onset of simu-
lated hostilities) as task descriptors. More task descriptors such as communica-
tion status between the team members or information about situational content
could be used to refine the analysis and identify brain activity patterns related
to specific team situations.

5 Conclusion

This study shows proof of concept that even in a highly uncontrolled real-world
task setting it is possible to identify signatures of team performance and team
coordination from the brain dynamics of the team members. In particular, our
results indicate that dimensionality increases in brain activity is a signature of
increased task demand, both objective, e.g. increased task difficulty, and sub-
jective, e.g. lack of experience in performing the task. An integral part of our
approach is the identification of brain signatures of team coordination by means
of surrogate team data. While our results do not support the use of dimension-
ality as a signature of team coordination, we were able to identify a subspace of
brain dynamics which is related to team coordination. This is the first evidence
that a manifold of team coordination may exist in the brain state space across
all team members. If that is the case, the manifold is a prime candidate for a
neural biomarker of team coordination.
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Abstract. In the study of coordination and teamwork, the primacy of team 
interaction is emphasized in an interactive approach. The interactive approach 
lies in stark contrast to the traditional, shared cognition approach to 
understanding team cognition. An overview of team coordination dynamics, an 
interactive approach rooted in nonlinear dynamics, is provided. Results from a 
series of experiments on team coordination dynamics are summarized. Finally, 
future research directions, inspired by those results, are considered. 
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1   Introduction 

Teamwork enables groups of individuals to accomplish complex tasks in a variety of 
work settings, including business, military, medical, and educational settings. Not 
surprisingly, interest in team cognition and coordination, and their relation to team 
effectiveness, is on the rise. Ideally, during the execution of a complex cognitive task, 
teams allow cognitive work to be efficiently distributed across a heterogeneous 
division of knowledge, skills, and abilities. Certainly, a good theoretical 
understanding of this phenomenon—team cognition—and its real-time coordination 
would have the potential to benefit work in sociotechnical environments. 

1.1   Shared Cognition and the Interactive Approach 

The search for mechanisms of effective teamwork and its development has 
traditionally centered on shared knowledge structures across team members. This 
approach is known as the shared cognition approach [1, 2, 3]. In the shared cognition 
approach, team cognition—the ability to think and react as a team—is conceptualized 
by two central questions concerning shared knowledge structures: What overlaps? and 
What is complementary? According to this approach, the development of overlapping 
and complementary knowledge is tantamount to shared cognition and, therefore, team 
cognition. 

Shared knowledge structures can be quite complex. A mental model is a 
knowledge structure that allows an individual to describe, explain, and predict states 
of a system [4]. A shared mental model (SMM) is generally defined as the degree of 
overlap of team members’ mental models; hence, the SMM construct addresses  
the question of what overlaps. SMMs extend the mental model construct to teamwork 
[5, 6]: here, the team is the system and a SMM allows team members to describe, 
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explain, and predict team interaction. At the same time, a transactive memory system 
(TMS) [7, 8, 9] is structured knowledge about whom to ask for the correct piece of 
information [10, 11, 12]. By viewing shared cognition as relational knowledge across 
team members, TMSs address the question of what is complimentary. 

The paradigm for linking shared cognition to team effectiveness is the Input-
Process-Output (IPO) causal framework [13, 14, 15], wherein shared knowledge is 
the input, team interaction the process, and team effectiveness the output [16, 17, 18]. 
In the IPO framework shared cognition is indirectly linked to team effectiveness via 
the moderating variable, team interaction processes. Multiple studies have empirically 
linked shared cognition to team effectiveness using the IPO causal framework. For 
instance, the development of SMMs through pre-task planning has been empirically 
linked to the anticipation of team member interaction during task performance, 
thereby allowing for increased efficiency of communications [19]. In this way, SMMs 
may provide an adaptive coordination mechanism—so-called implicit coordination—
during times of high workload [20, 21]. Research has similarly tied longevity of team 
membership to the development of TMSs, which are linked to adaptive, “backing-up” 
team interactions [22]. That is, long-tenured teams that have developed such a 
knowledge structure have members that tend to know when, and from whom, to 
request and accept help, ultimately leading to increased team effectiveness, 
particularly in high-stress environments. 

Though the characterization of effective teamwork as the shared contents of team 
member knowledge has been (to some degree) empirically validated in some studies, 
it has been rejected in others. Over a variety of studies the development of shared 
knowledge (either overlapping or complimentary) is not concomitant with the 
acquisition of team effectiveness [23, 24], but the development of effective team 
interaction processes is consistently linked with enhanced team effectiveness [25, 26]. 
Therefore, the central construct of team interaction processes may provide a better 
foundation than shared knowledge for a theory of team cognition, especially as team 
cognition relates to team effectiveness [27]. 

Perhaps most limiting is the view that something as dynamic as effective teamwork 
could be based on a structure. Structures are (relatively speaking) static entities and, 
as it stands, the substrates upon which they may be modified during task performance 
are neither explicitly nor implicitly specified in the shared cognition approach. 
However, team interaction processes are inherently dynamic and may provide the 
appropriate substrate. Of course, shared cognition theorists have become aware of the 
inconsistency between static knowledge and dynamic task performance and have 
adjusted the theory accordingly (e.g., “complilational emergence” of shared cognition 
through team-member interaction; [28]. Indeed, it has recently been acknowledged 
that a feedback arrow from O to I may be required to account for new results [29]. On 
the other hand, if team knowledge is viewed not as antecedent to, but as incidental to, 
team interaction processes, then team interaction becomes the substrate upon which 
aspects of teamwork may be modified. 

Static constructs may not satisfactorily explain something as dynamic as effective 
teamwork. Team interaction, on the other hand, seems to fit the bill because it is an 
inherently dynamic process: During teamwork, an appropriate level of awareness and 
agency to act as a team must be dynamically assembled through team-member 
interaction. Further, team-level awareness and agency to act is partially determined as 
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the situation unfolds. Therefore, the content of team interactions may rely just as 
heavily upon the exigencies of an unfolding situation, as upon static knowledge. Such 
a viewpoint is the thesis of an interactive approach to team cognition (as opposed to 
the shared cognition approach). The next section describes team coordination 
dynamics, an interactive approach rooted in nonlinear dynamics, for studying the 
development of coordination as it relates to team cognition and effectiveness. 

1.2   Team Coordination Dynamics 

Team coordination is a process wherein team members adjust their interactions in 
accordance to a changing environment. As a skill, it develops when teams interact in a 
dynamic environment. Team interaction patterns unfold in discontinuous bursts and 
lulls of activity that can be described using nonlinear dynamics. Inspired by concepts 
from ecological psychology [30, 31], coordination dynamics [32], and Haken’s [33] 
synergetics, team coordination dynamics employs nonlinear dynamics as a paradigm 
for understanding how team coordination skill develops. Just as nonlinear dynamics 
pervade coordination in motor and molecular systems; team coordination dynamics is 
the paradigm used for understanding the emergence of coordinated behavior in teams. 
Of course, the concept of team coordination considered from this viewpoint is quite 
different from shared cognition. 

To say that coordination is achieved by team members would be to say that 
coordinated behavior was somehow stored within the members themselves. And that 
is very much how team coordination has been viewed traditionally, from a shared 
cognition perspective. Certainly teams have members with requisite knowledge; 
teams would fail otherwise. Teams must communicate this knowledge cooperatively. 
However, it is not enough to just communicate cooperatively. The purpose of 
assembling a team is to set up a system that can handle a complex, changing task 
environment that no one individual, working alone, could comprehend. If that is the 
case then it is clear that there will be changing environmental conditions that a team 
can experience but an individual cannot. Now, can coordination be stored in these as-
yet unexperienced conditions of the task environment? It might be better to say that 
coordination is not stored at all. Rather, it is dynamically assembled across team 
interactions, such that the team remains focused on achieving its goals in the context 
of a dynamic environment. 

2   Emerging Evidence 

In this section I describe research on three-person teams conducted in an uninhabited 
air vehicle (UAV) simulator located in Mesa, AZ [34]. In the UAV task, the three 
team members—pilot, navigator, and photographer—must interact over headsets to 
photograph reconnaissance targets over a series of 40 min missions. In each mission, 
teams have to photograph 11-12 reconnaissance targets. Each team member has their 
own computer workstation that displays information specific to that team-member 
role as well as general flight information (e.g., current heading, altitude, and speed). 
Team members were seated in the same room with their backs to each other, such that 
they only communicated verbally over the headsets. 
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2.1   Team Mixing 

Gorman, Amazeen, and Cooke [35] had three-person (UAV) teams (who had already 
been trained to photograph reconnaissance targets) return after a retention interval 
with either the same team members (“Intact”) or different team members (“Mixed”). 
An order parameter—a collective measure of team interaction at photograph points—
was developed to measure team coordination dynamics. 

 

Fig. 1. The environmental layout of the UAV targets in two dimensions [x, y] (a); the 
relationship between target x coordinates and κ components (b); the relationship between target 
y coordinates and κ components (c); the relationship between [x, y] and κ. (Reprinted from 
[36].) 

The team interactions that were the components of the order parameter were the 
three primary team member functions for photographing each target: (1) the navigator 
sends target information (I) to the pilot; (2) the pilot and photographer negotiate (N) 
an appropriate airspeed and altitude; and (3) the photographer provides feedback (F) 
on the status of the target photograph. Timestamps corresponding to the exact time 
each of these interaction functions occurred for each UAV target were collected 
during the experiment. These functions must be dynamically combined in a specific 
order to photograph each target, such that I N F. The order parameter, which 
captures these relationships, is called κ and is given in Equation 1. κ was computed 
for each target and is a dimensionless (unit-free) quantity because time cancels in the 
numerator and denominator. κ < 1 indicates a lack of coordination relative to the 
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I N F relationship, and κ = 1 is indeterminate. As long as the I N F relationship 
is satisfied, κ > 1; however, fluctuations of κ > 1 are indicative of variance in team 
coordination from target to target. Now, if team coordination is the dynamic assembly 
of team interactions in accordance to changes in the task environment, then κ should 
fluctuate with the changing task environment. Indeed, fluctuations (“adjustments”) in 
κ components correspond precisely to the dynamic layout of targets in the UAV 
environment [36] (Figure 1). κ   time F  - time I time F  – time N  1, 2, … , #targets . (1)

Nonlinear dynamical indices, calculated from teams’ κ time series, revealed that 
Mixed teams had more flexible coordination, as indexed by the Hurst exponent, and 
greater coordination stability, as indexed by the Lyapunov exponent, than Intact 
teams. Counter to expectations from a shared cognition approach, Mixed teams were 
also more adaptive as indexed by the correlation between stability and overcoming 
roadblocks, which are novel events that perturb coordination dynamics. These results 
further suggest that Mixed teams were better able to adjust their interaction dynamics 
to the changing demands of the task environment. Both the coordination dynamics 
and subjective process ratings were correlated with team effectiveness [37], but the 
coordination dynamics provided insight into the Mixed team advantage: By allowing 
teams to experience more of the possible relations that could occur, mixing team 
members may have allowed teams to spontaneously self-organize coordination 
attractors that remained stable under novel task requirements. 

2.2   Perturbation Training 

In a second experiment, also conducted in the UAV task context, Gorman, Cooke, & 
Amazeen [38] trained teams by perturbing elements of the κ order parameter during 
task acquisition. This was accomplished by actively interrupting either the I, N, or F 
functions, forcing teams to find new ways to work around those perturbations. 
Different coordination links in the I N F sequence were perturbed multiple times 
during training. We found that perturbation-trained teams performed as well as teams 
trained using traditional methods (e.g., cross-training) under routine conditions and 
outperformed those teams under novel conditions, although cross-trained teams had 
higher levels of shared knowledge. Similar to the effect of team mixing, perturbing 
coordination during task acquisition may allow teams to self-organize coordination 
attractors that remain stable across a range of possible task conditions. This 
interpretation is also consistent with recent research in the motor literature that 
suggests unpredictable practice elements can lead to acquisition of adaptive skill [39]. 

3   Future Work 

Much of the next round of research on team coordination dynamics will focus on 
three intertwined areas: real-time dynamics; perturbation training; and cross-level 
team coordination dynamics. 
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3.1   Real-Time Dynamics of Team Interaction 

Given that adaptive team synergies are created, ideally we would like to detect threats 
to those synergies as they occur. Real-time dynamical analysis of team communication 
[40] is a method for detecting team coordination anomalies as they occur. The primary 
challenge of dynamics in real time is a methodological one. Nonlinear dynamics are 
usually analyzed using long time series (e.g., a minimum of 1,024 observations). 
However, to detect threats to team synergy, dynamical parameters have to be 
calculated on incoming data streams of unknown length. The approach we have 
employed is to calculate the dynamical pattern of interest (e.g., the Lyapunov 
exponent) for the incoming data stream using k different windows of size 2k. In 
principle, this is a moving window analysis, except that there are multiple windows of 
different sizes, and the data are moving through the window. 

In theory, a parameter estimate at smaller window sizes should contain a great deal 
of error due to the small sample size. Conversely, moving to larger window sizes 
should yield better estimates. The variability (SD) of the estimate for each window 
size, updated in real time, is then viewed across window size using linear regression: 
log2(SD) = v*k. The slope v is always negative and has a maximum of zero (i.e., if the 
variability scaled perfectly with window size). Steeper (more negative) values of v 
indicate that the dynamical parameter is relatively stable as window size increases: 
the team communication dynamics are not changing. However, if v begins to fluctuate 
toward zero, then variance persists across increasing window sizes: the dynamical 
parameter estimate is becoming unstable across window sizes. This is characteristic of 
team communication dynamics undergoing change. 

When team communication dynamics do not change, the team is operating within 
the bounds of their own intrinsic dynamics. However, when there is a critical change 
in the environment—the extrinsic dynamics—the team’s communication dynamics 
must also change to accommodate the perturbation. We have validated this approach 
using team communication data in which an outside confederate intelligence agent 
briefly interrupts team interaction. In that study [40], the intelligence agent 
perturbation caused a significant upward shift in v, but the team recovered their 
intrinsic dynamics (i.e., a negative shift in v) soon after the intelligence agent was 
withdrawn. 

3.2   Perturbation Training 

Similar to the notion of differential learning [39], perturbation training involves 
randomly inserting off-task elements into the coordination process during task 
acquisition. Ideally, training should exercise coordination variability to match the 
variability of the post-training environment. The general idea is that exposure to noisy 
interactions during training may allow teams to transfer training to even noisier post-
training environments. The mechanism though which teams acquire this skill, 
perturbation training, may create opportunities for bottom-up organization of new 
coordination links in response to random changes in the training environment. 
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Because, in perturbation training, the organization of new coordination links is not 
knowledge-driven, team members are compelled to unconsciously adjust interactions 
in unplanned ways to maintain a balance between team dynamics and environmental 
dynamics. If task acquisition takes place under these conditions, then learning may 
continue to occur when teams transfer their coordination skill to novel post-training 
situations. In other words, because novel (unexpected) events in the post-training 
environment are similar to the conditions of initial task acquisition, perturbation 
training may transform novel post-training events into opportunities for continued 
skill development. 

3.3   Cross-Level Team Coordination Dynamics 

Cross-level coordination dynamics is a program of research that seeks to measure 
team coordination across motor (e.g., postural kinematics; [41]), cognitive (e.g., 
communication content; [42]), and physiological (e.g., neurophysiological 
synchronies; [43]) team subsystems. Efforts toward understanding how these 
subsystems interact to dissipate perturbations may facilitate interventions designed to 
enhance team resiliency under novel task conditions. 

4   Conclusion 

Sociotechnical work environments demand distributions of specialty knowledge 
across team members. To be sure, shared knowledge plays some role in a variety of 
sociotechnical tasks. It takes more than knowledge, however, to perform effectively in 
highly-dynamic, high-risk task environments. Teams must continually adapt their 
interactions to the changing dynamics of the task environment. Rooted in adaptive 
interaction, team coordination dynamics takes a nonlinear dynamics perspective on 
what means to learn and achieve coordinated behavior. Results from taking such a 
perspective have been promising thus far. However, as outlined in the last section of 
this paper, more work is needed to better understand dynamic nature of team 
synergies and how to detect threats to them. A better understanding of how 
coordination mechanisms, operating at many different levels of analysis, are 
dynamically linked may facilitate future training and learning interventions to 
enhance team resiliency under novel task conditions. 
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Abstract. Successful submarine operations—those that accomplish the mission 
while maintaining security and safety—depend on numerous factors, including 
the capabilities of various sensor systems, the reliability of algorithms, and the 
proficiency of the crew. Among the most critical elements is Command Team 
decision-making and the underlying processes that create a cohesive and 
effective team. As a team, submarine commanders must successfully contend 
with complexities associated with safety and security as they build an 
understanding of the operational environment in order to accomplish their 
mission. Hence, opportunities to enhance training to support Command Team 
decision-making are essential. This paper describes a framework used to 
develop performance measures to support formative assessment of the 
submarine Command Team. Results are reported here from a study at the Naval 
Submarine School concerning the validity and utility of the measures in relation 
to capturing essential aspects of performance. 

Keywords: performance measures, formative assessment, decision-making, 
teamwork, submarine. 

1   Introduction 

1.1   The Challenge 

Successful submarine operations—those that accomplish the mission while 
maintaining security and safety—are exceedingly difficult to achieve. These operations 
depend on numerous factors including items such as the capabilities of various sensor 
systems, the reliability of algorithms, and the proficiency of the crew. Among the most 
critical elements is Command Team decision-making and the underlying processes that 
create a cohesive and effective team. As a team, submarine commanders must 
successfully contend with complexities associated with safety and security as they 
build an understanding of the operational environment in order to accomplish their 
mission. This cannot be accomplished by individuals acting independently while 
executing their assigned tasks. Rather, the objective for the Command Team is to 
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leverage their combined resources. Opportunities to enhance training or system 
performance to support Command Team decision making are essential, given that the 
decisions are complex with severe consequences for error. A critical question, 
therefore, is how can learning systems develop essential team processes? 

To address this challenge, we believe that the key is to create learning systems that 
are learner-centered, knowledge-centered, assessment-centered, and community-
centered. More specifically, we follow a framework developed by the National 
Research Council, Commission on Behavioral and Social Sciences and Education, 
which outlines the requirements for effective learning systems [1]: First, to be 
learner-centered, a learning system must address what learners bring to the table—
what they know, what they do not know, how they learn, and what they are motivated 
to learn. Second, to be knowledge-centered, effective learning systems must stress 
“sense-making” rather than mere memorization or execution of procedures without 
understanding. Third, to be assessment-centered, learning systems must provide 
formative feedback and not only summative evaluation. Fourth, to be community-
centered, learning systems must be relevant to, and reflect, the communities in which 
they are embedded such that the learning is view as being meaningful. 

Within the context of this overall approach, our focus is on the creation of 
assessment tools that support effective Command Team decision making. It is well-
established that team performance depends not only on individual skills, but also on 
teamwork processes [2]. For instance, one framework employed by the Submarine 
Force is known as Team Dimensional Training (TDT) [3], [4]. TDT catalogues 
important aspects of teamwork that are associated with high-performing teams. Key 
teamwork skills identified in this framework include items such as information 
transfer (e.g., providing information prior to requests), communication (e.g., 
providing complete standard reports), supporting behavior (e.g., providing back-up to 
team members), and team leadership (e.g., stating clear and appropriate priorities). 
Accordingly, with a focus on team processes, in the work reported here we 
concentrate on the creation of tools to support formative assessment. Our goal is to 
create assessment tools that do not merely measure a Command Team against a 
standard, but that serve to guide learners and instructors to an understanding of 
learner state along with an appreciation of the path toward success (i.e., what “right” 
looks like). We strive to ensure that the assessment tools are community-centered in 
that they focus learning on meaningful, critical teamwork-oriented foundations for the 
Submarine Force. 

1.2   The Development of Formative Assessment Tools 

The measures we developed are designed to facilitate formative feedback regarding 
decision making and teamwork in the context of Intelligence, Surveillance, and 
Reconnaissance (ISR) missions. They focus on the Command Team, including the 
Commanding Officer (CO), Executive Officer (XO), Officer of the Deck (OOD), 
Junior Officer of the Deck (JOOD), and Junior Officer of the Watch (JOOW). To 
construct the measures, we used an approach named the Competency-based Measures 
for Performance Assessment Systems (COMPASS) method [5]. COMPASS employs 
an intensely interactive process in which operators work directly with scientists to 
identify behaviors that need to be measured. Here, the work relied on operational 
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expertise (retired individuals with experience as CO and XO, as well as active-duty 
Tactical Readiness Evaluation (TRE) team members) combined with theories of 
measurement and teamwork, drawing heavily on the TDT framework. Overall, the 
approach explicitly strived to leverage theoretical foundations while deliberately 
expressing measures within the context of the issues, terminology, and focus of the 
submarine community. 

The outcome was a set of approximately 100 measures, referred to in this paper as 
Exceptional Expertise for Submarine Command Team Decision Making (E2SCDM) 
measures [6]. As a sample in Figure 1 illustrates, the E2SCDM measures have the 
potential to support formative assessment in several ways. First, they capture current 
behavior in clear terms, guiding both the instructor and leaner in describing this 
behavior. Second, by providing indications of ideal performance, the measures serve 
to illustrate what the learners need to do in the future (e.g., proactively transfer 
information to the team). The measures therefore help to guide attention to essential 
items and illustrate desired behaviors. They have the potential to serve as the 
backbone of assessments tools that move beyond scores (or pass/fail) and into 
assessments that describe meaningful challenges facing the learner (e.g., see [7], for 
descriptions of alternative “report cards” that focus on descriptions of current and 
future abilities). 

 

Fig. 1. Sample measure reflecting building of operational picture, highlighting proactive 
transfer of information 

The purpose of the effort reported here was to explore the utility of the E2SCDM 
measures in relation to capturing essential aspects of team performance and providing 
feedback. To do so, we conducted a study at the Naval Submarine School (NSS) in 
Groton, CT, in which the measures were employed during Intermediate and Advanced 
Pre-Deployment Training events (IPDT and APDT respectively). While this approach 
limited our data collection to a small sample of three Watch Sections over four days, 
it allowed us to focus on an intact crew preparing for deployment, thereby enabling 
exploration of measure utility in examining a real Command Team in a real training 
setting. Our specific objectives were as follows: first,  

 
• To capture data to illustrate how the measures might be used in the future to 

examine teams and provide feedback to guide learning. 
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• To examine the measures in relation to a current Fleet standard training assessment 
tool, the Continuing Training Support System (CTSS). CTSS is a comprehensive 
tool covering a wide range of items grouped within a few hundred categories of 
behavior (attributes). Our objective was to explore whether we could add value to 
this tool by focusing explicitly on Command Team decision making. Moreover, we 
sought to understand whether the measures could provide additional sensitivity with 
respect to team processes. 

• To examine whether multiple observers tended to rate behavior similarly.  
• To examine whether the measures of team processes produced overall assessments 

similar to those produced by current standard tools. 

Below we begin by presenting the methods of our study, and then the results and 
potential implications. Given the small sample size that resulted from our focus on an 
intact Command Team, we did not concentrate on statistical analyses. Rather, we 
focus on trends gleaned from our examination of actual operational teams, and 
conclude that the approach does indeed show promise for providing formative 
assessments of team processes that support effective decision making. 

2   Method 

2.1   Participants and Apparatus 

Participants included a crew conducting IPDT and APDT exercises at NSS, Groton, 
CT, in 2010. The focus of the study was on the CO, XO, OOD, JOOD, and JOOW as 
they interacted with each other and the crew as a whole. Three different Watch 
Sections were observed, two per day both in the IPDT and APDT events, for a total of 
four days of data collection. The crewmembers that were observed ranged in rank 
from O1 to O5. The average time spent at sea was 18 months, with a standard 
deviation of 27 months.  

The study utilized existing training scenarios at NSS, with a primary focus on ISR 
exercises, in the Submarine Multi-Mission Team Trainer (SMMTT). No modifications 
were made to existing training scenarios since our objective was to observe a typical 
training cycle.  

Data collection consisted primarily of observations performed by three retired 
submarine Officers, with prior experience as CO and XO, who acted as expert 
observers. These subject matter experts observed and collected data using E2SCDM 
measures which were implemented in Aptima’s Scenario-based Performance 
Observation Tool for Learning In Team Environments (SPOTLITE) data collection 
tool, which allows for electronic collection of observer-based data. These same 
observers also collected observations using a subset of CTSS attribute sheets 
applicable to the ISR missions that were observed. When using CTSS to guide their 
observations, the subject matter experts took notes throughout the exercise and 
recorded the CTSS scores post-exercise. A comparison between these observer-based 
collection methods, with a focus on opportunities in which to add value, is included in 
Results and Discussion. Additional self-report data (e.g., workload, situation 
awareness) and system-based data (e.g., solution quality) were collected as well, but 
are not reported here.  
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2.2   Procedure 

Informed consent was obtained during an initial brief prior to the PDT events, along 
with general information regarding the experience of the participants. Collection took 
place during the morning and afternoon over four days (two each during the IPDT and 
APDT events). The only exception to this schedule was the Monday session of the 
APDT in which we observed the afternoon and evening sessions because of technical 
difficulties with the SMMTT trainer. Each Watch Section lasted approximately four 
hours. Each expert observer used either the E2SCDM measures (as implemented 
within SPOTLITE) or the CTSS attribute sheets to rate performance for the duration 
of the Watch Section. The order in which these tools were used was varied, meaning 
that for a single session the raters were using E2SCDM measures, CTSS, or a 
combination of both (one rater assigned to each). One observer participated in the 
Monday session of the IPDT only. These data are included in the analysis where 
noted, but omitted from discussions of inter-rater reliability due to the limited data set. 
The experimental design permits several analyses both within and between Watch 
Sections that reasonably balances the treatments given the small number of 
opportunities to observe the PDT events. 

While the E2SCDM measures assume a variety of forms, the predominant 
structures are that of Yes/No questions and 5-point Likert scales (with half-point 
increments) that are behaviorally anchored at levels 1, 3, and 5 (less than acceptable, 
acceptable, and exceptional performance respectively expressed as behavioral 
anchors; see Figure 1). Our analysis therefore focused on these two question types. 
Also, the observers were provided flexibility in deciding which measures to rate, 
based on the behavior they were observing. There was not a fixed set of measures that 
was rated for each session, but rather a library from which to select based on the 
developing scenario. The measures could be summoned multiple times within a 
session as well, as the observers decided to capture certain behaviors at various points 
throughout the scenario evolution. Similarly, the observers applied the same scrutiny 
to the CTSS attributes, grading only those sheets that were applicable and not a 
consistent set throughout the study. CTSS scores ranged from 0 to 3 with anchors 
reflecting the frequency of occurrence of an attribute (none of the time to all of the 
time, respectively). In the analyses reported below, results are reported based on the 
measures taken in each watch section, with a focus on comparison of ratings of like 
measures where possible. 

3   Results and Discussion 

The research team compiled and examined the data from various perspectives to 
understand the extent to which the E2SCDM measures support the design objectives. 
We begin by illustrating use of the measures for formative purposes through an 
example, and then move on to provide analyses with respect to trends concerning 
reliability, sensitivity, and validity (with respect to current Fleet tools). 

3.1   Use of Measures for Formative Feedback 

To illustrate use of the E2SCDM measures for formative feedback, the “top ten” and 
“bottom ten” Likert score items were compiled and averaged to provide an overview of 
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team performance during the IPDT. Note that our objective was neither an extensive 
analysis nor a complete evaluation of the crew (that would require data over multiple 
days across a variety of events), but rather, we sought to illustrate how an instructor 
can use the measures to understand a team through emergent themes. These themes 
could serve as the basis for providing feedback during debriefing sessions. In this 
study, the crew was rated highly in several categories that are associated with desirable 
performance and favorable mission outcomes: pre-watch information management, 
command-level feedback, and risk/gain evaluations. These top ten measures ranged 
from averages of 5.0 to 4.1, with standard errors ranging from 0.0 to 0.3. 

The bottom ten lowest-rated Likert measures describe areas in which the crew 
could improve given the challenging scenario events: accurate picture of 
safety/stealth, flexibility/adaptability, and self-assessment. Scores ranged from 2.8 to 
1.0, with more variability than the top ten scores (standard errors ranging from 0.2 to 
0.8). This range of data permits finer distinctions in performance: for example, the 
measures pertaining to self-assessment exhibited large standard errors, indicating that 
the crew demonstrated a wide range of proficiency in this area, possibly impacted by 
specific scenario events. On the other hand, the item regarding maintaining an 
accurate tactical picture had a small standard of error, indicating consistent behavior 
throughout the scenario.  

Collectively, these findings provide clear evidence that could be used to support 
team assessment. For instance, while the Command Team did well to provide 
feedback to the team, self-assessment by watch-standers was not as effective as what 
might have been ideal. In addition, while the team prepared well for their watch 
sections by sharing information, they had more difficulty maintaining an accurate 
picture that enabled flexibility during the watch. Moreover, in addition to diagnosing 
those areas that challenged the crew given the difficult scenario events, the E2SCDM 
measures also provided a mechanism through which to guide improvements to 
performance (e.g., proactively transfer information to build the picture). Indeed, the 
anchors that support each question describe what “right” behavior looks like and can 
be incorporated by an instructor or team member during a training exercise to provide 
actionable, formative feedback to the crew.  

3.2   Measures Sensitivity 

The E2SCDM measures were generally designed with the use of a 5-point rating 
scale, with half-point increments, thus enabling nine possible rating levels. From a 
perspective of sensitivity, a critical question was the extent to which these possible 
ratings were actually employed. For instance, if a limited range of ratings were used, 
these would data suggest that the measures provide limited insight into the range of 
performance seen in PDT-like training events. In addition, given our interest in 
determining possible ways in which to add value to the current standard tool, it is 
useful to compare ratings employing CTSS and the E2SCDM measures on similar 
events. A wider distribution of meaningful ratings suggests possible ways to enhance 
current assessment instruments.  

Figure 2 demonstrates the frequency and distribution of E2SCDM Likert scores 
and CTSS grades for the APDT event (only APDT data were examined in this 
analysis to reflect use of the measures following the greatest possible familiarization 
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both the AM and PM Watch Sections, and the length of the AM section was 
shortened. These confounding factors may point to the conclusion that the E2SCDM 
measures are more sensitive to the amount of time spent observing the crew, whereas 
the CTSS measures are less so. This difference may also reflect the fact that the 
E2SCDM measures are intended to be taken multiple times and averaged, whereas the 
CTSS ratings were made once at the end of each Watch Section. E2SCDM scores 
were significantly lower that day, and as suggested by the subjective feedback of the 
observers, more time may be required for them to make accurate judgments of team 
performance. However, given the peculiar nature of this particular collection event, it 
is difficult to be certain why the scores diverged for that particular Watch Section. 
Overall the results suggest some consistency with CTSS, with additional data required 
to reach definitive conclusions. 

4   Summary and Conclusions 

The findings of this study serve to illustrate the potential utility of developing 
measures for provision of formative feedback. In the context of pre-deployment 
training events, the measures were utilized to create themes of crew performance that 
could be used to guide learning. Given the construction of the measures, the anchors 
provide substantial guidance with respect to desired behaviors that could serve as 
reminders to crews who are learning and instructors who are watching for key events. 
Moreover, our findings also suggested that the measures investigated here exhibited 
acceptable levels of reliability between the raters while enabling a greater range of 
ratings to detect more subtle distinctions in performance. Hence, relative to the 
current Fleet standard tool, these data suggest that the E2SCDM measures have the 
potential to provide additional value with respect to formative feedback with 
increased sensitivity without a loss of reliability.  

The findings also indicated overall agreement between ratings using the CTSS tool 
and the E2SCDM measures (despite disagreement in one test session). Given that 
CTSS is the current Fleet standard assessment tool, this finding suggests convergent 
validity with current tools, which are assumed to predict actual operational 
performance. Collectively, then, these trends suggest that the measures have the 
potential to provide a valid assessment tool for Command Team decision making, 
thus potentially adding value in addition to that of current tools. However, it should 
be noted that due to the small sample size, and poor agreement associated with one 
observation session, these results must be interpreted as suggestive but not conclusive. 

Given these findings, future work should focus on refinement of the current 
measures, as well as further expansion of the measurement concept. Development 
should focus on testing with a range of crews, levels of proficiency, raters, and 
instructional events so as to further explore utility and validity. The result will be a 
revised set of measures suitable for use in assessment applications with respect to 
Command Team decision making. Overall, the preliminary findings reported here 
indicate that the methods promise to promote the creation of a comprehensive 
assessment toolset. Through an intense focus on team processes that support cohesion, 
decision making, and overall effectiveness, these measures provide a mechanism to 
support development of submarine Command Team decision making.  
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Abstract. Team performance is a function, in part, of team cohesion: a dynamic 
process that is reflected in the tendency of a group to remain united in the 
pursuit of its goals and objectives (Carron 1982). We propose that a multi-
modal measurement approach that integrates data from a variety of sources is 
critical to forming a comprehensive understanding of the relationship between 
team cohesion and performance, and can afford measurement of the hard-to-
assess social component of team cohesion. Moreover, the use of a multi-modal 
measurement technique can afford flexibility in measuring across a variety of 
environments and selecting the most relevant measurement tools to minimize 
the technical footprint required for the assessment of teams and individuals in 
an operational environment. 

Keywords: Team cohesion, multi-modal measurement, team performance. 

1   Introduction 

In military environments, where consequences of poor team performance can be 
catastrophic, it is critical for commanders and leaders to be able to quickly assess 
team performance to ensure safety and mission success. That performance is a 
function, in part, of team cohesion: a dynamic process that is reflected in the 
tendency of a group to remain united in the pursuit of its goals and objectives (Carron 
1982). Hence, team cohesion has been related to team performance and its associated 
components but not reliably (e.g., Bowers, Urban, & Morgan, 1992; also see Salas, 
Bowers, & Canon-Bowers, 1995 for a review). Meta-analyses of the team cohesion 
and performance literature points to a generally positive relationship between team 
cohesion and performance, but one that is complex and highly variable across tasks 
(Evans & Dion, 1991; Gully, Devine, & Whitney, 1995; Oliver, Harman, Hoover, 
Hayes & Pandhi, 1999; Salo & Siebold, 2005).  

Part of the problem lies in the complexity of team cohesion itself. Team cohesion 
is commonly broken down into task and social cohesion components. Task cohesion 
is a dimension of team cohesion that reflects team’s ability to work together as a 
group to complete tasks required to support a common goal, and social cohesion, 
reflects affinity among team members. However, even these components are still 
complex and dynamic. Another part of the problem may be attributable to the 
methods used to measure these components of team cohesion. Though conceptually 
very different – Task cohesion should reflect performance and cognitive processing 
and Social cohesion should reflect affective and social processes – both components 
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are commonly measured using self-report questionnaires or surveys. Likewise, in 
some cases even performance variables (which vary across studies) have been 
measured through questionnaires or surveys (either self-report or observer-based). 
However, surveys can only offer a limited viewpoint about team cohesion and 
performance.  

We argue that a single measurement method will be inadequate for an accurate and 
comprehensive assessment of the relationship between team cohesion and 
performance. In this paper, we will focus primarily on essential task work 
components and teamwork functions that must be present for effective performance 
(Salas, Dickinson, Converse & Tannenbaum, 1992), specifically, back-up behaviors, 
coordination, feedback, and, communication (Dickinson & McIntyre, 1997) as well as 
workload, which has been shown to reliably affect performance and may, likewise, 
have an impact on team cohesion. We propose that a multi-modal measurement 
approach integrating data from a variety of sources is not only critical for developing 
a comprehensive and accurate assessment of team cohesion, but it can also afford a 
potentially effective method for measuring the hard-to-assess social component of 
team cohesion. Moreover, the use of a multi-modal measurement technique can 
provide flexibility in measurement methods across a variety of environments and in 
selection of the most relevant measurement tools to minimize the technical footprint 
required for the assessment of teams and individuals in an operational environment. 

2   Use Case 

To frame the measurement problem, we have developed a scenario anti-piracy 
training scenario in which a Combined Task Force (CTF) is monitoring international 
waters for pirate activity. The CTF is composed of 2 US Navy (USN) ships, a Royal 
Navy (RN) ship, and a French Navy ship. Each ship has a selection of airborne assets 
(unmanned aerial vehicles (UAVs) and helicopters) it can employ to assist in the 
mission. Data link compatibility issues between the USN, RN, and French ships 
preclude real-time data exchange between the CTF assets, with the exception of UHF 
line-of-sight voice communications. Because the CTF is composed of ships from a 
variety of countries, each ship must be considered with multi-level security issues and 
must therefore monitor the content of their communications to others. The CTF’s 
mission is to prevent acts of piracy against any commercial or private vessel operating 
in international waters. To that end, the rules of engagement (ROEs) state that CTF 
assets should be employed to deter and/or prevent pirate intercepts by show of force, 
primarily by positioning assets. Weapons engagement is permitted only in self-
defense or to negate a hostile attack. The team of trainees has been training together 
for a period of two weeks. 

In this simplified training scenario, the trainees are the commanders of each ship. 
They are responsible for communicating with the other CTF members, coordinating 
activities with the other CTF members, and directing their own assets in appropriate 
intelligence, surveillance, reconnaissance, and targeting activities. The training 
objectives for this scenario include multiple aspects of Social and Task cohesion: 
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• Support inter-team collaboration/communication while adhering to multi-level 
security considerations.  

• Manage the team members’ task/workload. 
• Identify and track all pirate vessels. 
• Intercept/suppress pirate attacks while adhering to stated rules of engagement. 
• Achieve mission objectives within fuel, weapons, etc. allotment. 

The trainee performance in each of these areas is being assessed throughout the 
exercise using various measure types. Observer-based assessments are captured via an 
instructor, system-based measures are captured directly from the simulation data 
stream, trainees provide self-assessments during the scenario execution, and 
neurophysiological/physiological data is collected using various measurement tools 
which could include eye tracker, heart rate monitor, electroencephalography (EEG), 
respiration monitors, etc., depending on the availability and practicality. Table 1 
below shows a mapping of each performance measurement source to each training 
objective.  

Table 1. Summary of performance measurement source relevant for each training objective 

Training Objectives System-
based 

Observer-
based 

Self- 
Report

Neuro/physiological 

Inter-team 
collaboration/communication 
 

x 
 

x x x 

Task/Workload Management 
 

x x x x 

Coordinate target tracking and 
identification 
 

x x  x 

Coordinate intercept/suppress 
attacks 
 

x x   

Achieve mission objectives 
within fuel, weapons, etc. 
allotment 

x x x  

As the training scenario unfolds, an unidentified track is detected and begins to 
close in on a known commercial vessel, the MV Sirius Star. The CTF must 
communicate with each other to determine which ship’s assets should be used to 
investigate the track. Using their limited communication mechanisms (chat messages 
and voice communication), the CTF must determine which assets are in the vicinity of 
the track and have the resources (e.g., fuel, weapons, etc.) available to investigate the 
track. It is determined that a helicopter from a French Navy ship is the best choice to 
investigate the track, even though it is low on fuel and available weapons. From an 
assessment perspective, the inter-team collaboration/communication training objective 
is most relevant in this situation. The quantity and quality of communication can  
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becaptured using system-based measurement. Number of chat messages and voice 
communications that occur between the CTF members can be used to analyze 
communication quantity. Observer-based measurements add context to those 
automated measures by assessing the CTF’s ability to coordinate effectively given the 
communication delays and multi-level security issues imposed. Quality of 
communication and coordination may be assessed by querying the trainees directly, 
through self-report measures. Likewise, analysis of key words or even tone can also 
provide some information about social cohesion. In addition, coordination could be 
assessed by querying the trainees directly, through self-report measures as well as by 
collecting neurophysiological and physiological data. 

Task/workload management is another objective that would benefit from 
neurophysiological and physiological assessment because system-based, observer-
based, and self-report measures often lack the sensitivity to detect increases in 
workload prior to the point at which it affects performance. Ideally, increases in 
workload should be detected before it can lead to performance degradations to allow 
interventions to be introduced at the right time to mitigate those performance 
degradations. Neurophysiological and physiological measures of workload allow for 
such early detection. Moreover, on-line measures of workload circumvent the 
problem of when to administer self-report questionnaires.  

While investigating the unidentified track, the French helicopter determines that the 
track is a pirate vessel heading towards the MV Sirius Star. During its investigation, 
the helicopter comes under attack and defends itself. However, given the French 
helicopter’s fuel and weapons status, a second helicopter must be deployed to defend 
the Sirius Star. The CTF attempts to coordinate this activity, but the communication 
delays, combined with the added stress of dealing with an armed pirate vessel, results 
in confusion. The result is that two replacement helicopters are deployed: one from the 
French ship and one from the US ship. They arrive at the pirate vessel before it reaches 
the Sirius Star, thereby preventing a pirate attack. Again, the quantity and quality of 
communications between the CTF ships can be captured via automated performance 
measures. In addition, the ability of the CTF to manage their assets’ fuel and weapons 
load and determine the appropriate assets to deploy can be assessed automatically 
through system-based measures. Finally, the helicopters’ ability to effectively engage 
the pirate vessel can also be assessed automatically (system-based) through timeliness 
and accuracy measures. Observer-based measurements can capture additional detail 
about the coordination issues experienced by the team, high-level assessments about 
the tactics employed to intercept and suppress the pirate attack, and the ability of the 
CTF to effectively manage its assets to achieve mission objectives. Self-report 
measures can be used to obtain an understanding of the trainee’s view of workload 
during this situation and the coordination amongst the CTF members. As in the 
previous situation, for on-line measurement of workload, neurophysiological and 
physiological data can be collected. Additionally, eye tracking data can be used to 
provide more detailed information about the CTF communication by analyzing 
whether or not the ship commanders are “seeing” relevant chat messages and scan 
patterns can be analyzed to assess coordination of tracking activities. Throughout the 
exercise, neurophysiological and physiological measures can be collected to assess  
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individual preferences/likeness (e.g., Doherty, et al., 2006) as well as frustrations (e.g., 
Abler, et al., 2005) without requiring explicit acknowledgement from team members. 
While possibly controversial, these measures could provide some insight into the social 
and affective components of team cohesion.  

After the training exercise, the data collected can be used to gain a comprehensive 
understanding of team performance - not one type of data can provide a complete and 
accurate picture of team performance or cohesion. The system-based data frequently 
lack the context required for complete interpretation; observer-data do not capture 
detailed data (e.g., timing and accuracy); self-report data provide only the perspective 
of the trainees and could be subject to trainee biases; and similar to system-based 
data, neurophysiological/physiological data require additional context to put the fine 
grained individual analyses in the context of a team. By viewing these data in 
combination with one another, however, the benefits of each measurement source are 
realized and the costs associated with each can be minimized. Most importantly, each 
measurement type can assist in the interpretation of the team’s performance at 
specific points throughout the exercise. For example, the lack of communication 
between CTF members (as assessed using system-based measures) can help make 
sense of observer and self-report ratings of poor performance that occurred shortly 
thereafter. Just like completing a puzzle, obtaining an objective view of team member 
workload during that time period through neurophysiological/physiological sources 
can provide the final piece in completing the picture of team performance (what went 
right/wrong and why) during that time period.  

3   Future Directions 

The value of the multi-modal approach to measurement we propose is the ability to 
construct a more comprehensive assessment of team cohesion, and indeed it requires a 
considerable effort to determine which constructs, measures, and combinations of 
measures should contribute to that assessment. We believe that there are additional 
questions to explore based on that foundational effort. In particular, we foresee a need 
for the ability to deduce meaningful assessments in impoverished research and 
operational conditions when the full set of measures is simply not available. While the 
use case described above assumes a full array of measurement equipment capabilities, 
in reality, and particularly as we progress to more operational settings rather than 
research ones, such an array is unlikely to be available. Following a program to 
develop a comprehensive multi-modal approach to team measurement, we believe an 
equally valuable exercise for this reason would be the decomposition of team 
cohesion measures to determine the minimum measures, or combinations of 
measures, required to assess team cohesion constructs. 

A critical relationship to establish among the measures would be redundancies; 
different measures or combinations of measures that lead to the same conclusions 
about team cohesion. Redundancies can serve multiple purposes. First, they can be 
used to validate measures. For example, certain self-report measures about 
performance could be validated by physiological measures that detect the indicators 
of that same construct. Second, they could be used to identify “surrogates” or 
“proxies” when certain measures are unavailable. The key challenge when identifying 
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surrogates and proxies is distinguishing between measures that complement each 
other and measures that are redundant. Measures that complement each other produce 
a more comprehensive picture of a construct by addressing it from multiple angles (as 
described above). Measures that are redundant address the same part of the construct; 
they are interchangeable.  

Mistaking complementarity for redundancy would produce major errors in 
assessing team cohesion. For example, knowing that people can feel uncomfortable 
discussing other team member’s performance through self-report should cue 
researchers to explore the use of other potential sources of data that can provide 
complementary information. However, when measuring a construct that can be 
assessed in multiple ways, such as communication (see Table 1 above), one might not 
need physiological measures given other data sources that can provide redundant 
information that are less intrusive and cumbersome to collect. Or, it may be that three 
sources of data are more than what is needed to assess communication, and adequate 
assessments can be made based on only observer and system-based measures instead, 
thereby relieving participants of the burden of responding to questions.  

As such, the challenge for multi-modal assessment is not simply to be all-
encompassing, but to derive “just enough” assessment to make useful conclusions 
about team cohesion. Such a research program would involve not only building up the 
comprehensive set of measures and combinations of measures for assessing team 
cohesion, but pruning the measures down to the fewest that will yield the greatest 
assessment value. 
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Abstract. In this paper we performed analysis of speech communica-
tions in order to determine if we can differentiate between expert and
novice teams based on communication patterns. Two pairs of experts
and novices performed numerous test sessions on the E-2 Enhanced De-
ployable Readiness Trainer (EDRT) which is a medium-fidelity simulator
of the Naval Flight Officer (NFO) stations positioned at bank end of the
E-2 Hawkeye. Results indicate that experts and novices can be differenti-
ated based on communication patterns. First, experts and novices differ
significantly with regard to the frequency of utterances, with both ex-
pert teams making many fewer radio calls than both novice teams. Next,
the semantic content of utterances was considered. Using both manual
and automated speech-to-text conversion, the resulting text documents
were compared. For 7 of 8 subjects, the two most similar subjects (using
cosine-similarity of term vectors) were in the same category of expertise
(novice/expert). This means that the semantic content of utterances by
experts was more similar to other experts, than novices, and vice versa.
Finally, using machine learning techniques we constructed a classifier
that, given as input the text of the speech of a subject, could identify
whether the individual was an expert or novice with a very low error
rate. By looking at the parameters of the machine learning algorithm we
were also able to identify terms that are strongly associated with novices
and experts.

1 Introduction

Situation awareness is a key factor in determining the effectiveness of team per-
formance. This paper describes work undertaken to develop automated measures
of team performance. There is particular interest in automated performance as-
sessment in complex domains that involve a large and heterogeneous set of en-
tities. The task of the E-2 Hawkeye, a U.S. Airborne Early Warning (AEW)
aircraft, is a prime example in that three Naval Flight Officers (NFOs) must
co-ordinate their activities to classify air and sea entities, communicate with
air and sea commanders, and give direction to a variety of friendly assets. It
is essential that E-2 NFOs sustain situation awareness with respect to over-
all battlespace management and communicate among themselves with respect
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to ongoing status, developing situations and handling of specific entities. This
communication occurs through a variety of mechanisms including voice commu-
nications, hand gestures and written notes. Within military and other training
domains, the need exists for technologies to assist instructors, enabling them to
accomplish more with available resources. Automated performance assessment
represents one technique proposed to accomplish this objective by allowing com-
puters to focus on assessing mundane facets of performance, while instructors
focus their attention on higher-level cognitive processes. Previously reported re-
search has provided experimental evidence for the training efficacy of automated
performance assessment [4,5]. The current paper discusses the extension of these
capabilities to team communications, which represents a vital component in es-
tablishing and sustaining team situation awareness.

1.1 Simulation Training

A significant cost in simulation-based training is the workload on human in-
structors to monitor student actions and provide corrective feedback. For ex-
ample, the U.S. Navy trains Naval Flight Officers for the E-2-Hawkeye aircraft
using a high-fidelity Weapons Systems Trainer (E-2 WST). Currently this re-
quires a separate instructor to observe each student within the context of team
performance and provide instruction based on observed misunderstandings, in-
efficient task execution, ineffective or inappropriate actions, etc. Individualized
instruction contributes to high training costs. Intelligent tutoring systems target
this need, but they are often associated with high costs for knowledge engineer-
ing and implementation. New technologies are required that assist instructors
in providing individually-relevant instruction. AEMASE, a tool developed at
Sandia National Laboratories, is one such technology.

1.2 AEMASE

Sandia National Laboratories has shown the feasibility of automated perfor-
mance assessment tools such as the Sandia-developed Automated Expert Mod-
eling and Student Evaluation (AEMASE) software. One technique employed by
AEMASE is the grading of student performance by comparing their actions to
a model of expert behavior. Models of expert behavior are derived by collect-
ing sample data from simulator exercises or other means and then employing
machine learning techniques to capture patterns of expert performance. Dur-
ing training, the student behavior is compared to the expert model to identify
and target training to individual deficiencies. Another technique utilized by AE-
MASE is the grading of student performance by comparing their actions to
models of good and/or poor student performance. Students with good and bad
performance are identified and machine learning techniques are employed to con-
struct models of these two types of performance in the same manner as expert
performance. Student performance from other training sessions is then compared
to these models to identify and target training to individual deficiencies. Both
techniques avoid the costly and time-intensive process of manual knowledge elic-
itation and expert system implementation [1].
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In a pilot study, AEMASE achieved a high degree of agreement with a human
grader (89%) in assessing tactical air engagement scenarios [1]. However, the 68
trials assessed utilized only four subjects under three different initial training
scenarios and the range of correct behaviors was quite limited. The current
study provides a more rigorous empirical evaluation of the accuracy of these
assessments. User modeling, based on behavioral and/or physiological measures,
will be a key component of technologies implementing augmented cognition tools
for training.

2 Purpose of Study

In our study, two-person teams of novices and experts engaged in a simulation-
based scenario numerous times. We were particularly interested in differences
between the expert and novice teams on facets of verbal communications. We
expected that the expert teams would be more similar to each other than to the
novice teams in terms of communication and that the novice teams to be more
similar to each other than to the expert teams.

3 Methods

3.1 Participants

Eight participants took part in the experiment. Four participants were expert E-
2 NFOs who had extensive in-flight experience and served as our Subject Matter
Experts (SMEs). These four experts comprised two, two-person expert teams.
The other four participants were novices and employees of Sandia National Lab-
oratories. These novices met the demographics of an entry-level E-2 NFO and
had undergone prior E-2 training, which enabled them to successfully complete
the current mission on the EDRT. The four novices comprised two, two-person
novice teams.

3.2 Materials

Materials included an E-2 Deployment Readiness Trainer (EDRT) simulator that
was obtained from the Naval Air Systems Commands Manned Flight Simulator
organization. The Joint Semi-Automated Forces (JSAF) simulation software was
used to create and drive the scenario. The scenario was written by an expert E-
2 NFO and consisted of a complex mission involving hostilities and an all-out
air and sea engagement. In addition, the Sandia-developed Automated Expert
Modeling and Student Evaluation (AEMASE) software was used in the analyses
of the data.

3.3 Procedure

Participants were recruited via email or phone. Each two-person team was run
separately over the course of one week. Both participants in the team were asked
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Fig. 1. Communication between the team members, warfare commanders and friendly
forces

to sign an informed consent at the beginning of their first session. They were
then introduced to the scenario and were informed of their roles for performing
the scenario. There were two roles, the Air Control Officer (ACO) who only
communicates only with the friendly forces and the Combat Information Center
Officers (CICO) who only communicate with the warfare commanders (Figure 1).
Each team performed the scenario 14 times (over the course of a week) and
each person played the same role for all iterations of the scenario. The scenario
required the team to keep in constant communication with each other in order
to successfully complete the mission. The scenario was written such that one
team member could only communicate with the warfare commanders and the
other team member could only communicate with the friendly forces. Thus, the
team members had to communicate in order to keep each other up-to-date on
the happenings and orders given in the scenario. The participants behavioral
responses, voice communications and biometric (i.e., EEG) data were collected
for all iterations of the scenario. At the end of the last iteration of the scenario,
the participants were debriefed and thanked for their participation.

4 Available Data

We use the following shorthand for the 8 subjects.

EX1ACO Expert team 1, ACO NFO.
EX1CICO Expert team 1, CICO NFO.
EX2ACO Expert team 2, ACO NFO.
EX2CICO Expert team 2, CICO NFO.
No1ACO Novice team 1, ACO NFO.
No1CICO Novice team 1, CICO NFO.
No2ACO Novice team 2, ACO NFO
No2CICO Novice team 2, CICO NFO.

4.1 Metrics

Initial analysis identified metrics that differentiated expert from novice teams
with respect to voice communications, yet may be reliably measured using
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current voice recognition technology (i.e. assumes a literal transcription may
not be reliably achieved). Based on interaction with subject matter experts, re-
servist E-2 NFOs, three aspects of team communication were identified: (1) when
a team communicates, (2) what they communicate, and (3) how they communi-
cate. By studying when NFOs communicate, the responsiveness of the team to
external events and information flow within the team may be assessed. However,
what NFOs communicate is just as important each utterance should transmit
important information communicated in a clear and understandable manner. Fi-
nally, the phonetic characteristics of the communication (e.g., tone and rhythm)
play an important role in conveying cues such as urgency or importance. We
focus on the first two aspects in this paper.

4.2 Pedal Presses

In order to operate the radio, subjects had to press and hold a pedal that
would open a communication channel. Releasing the pedal closed the radio chan-
nel. The pedal presses provide information about when and how long subjects
communicated.

4.3 Communications

Each subject performed 14 scenarios. Scenario 3 was manually transcribed and
included filler words (um, ah, er, m, etc). The text of each subject was contained
in a text file. Several of the other scenarios were automatically transcribed using
the Sphinx speech-to-text engine. For each subject, per scenario, a document
was created that contained all of their speech.

The Text package of the Cognitive Foundry [2] was used to calculate term
based representations of the speech of each of the subjects. The basic idea is to
transform each document into a vector that indicates the terms in a document
and then calculate the similarity by comparing the vectors. Weighting factors
are applied to terms in order to emphasize rare terms. Figure 2 describes the
process. We used the tfidf weighting factor which is described below.
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Fig. 2. Overview of the generation of a document vector
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There are numerous ways of comparing two vectors. One common measure
is the Euclidean distance. However, following work in this area, we use cosine
similarity – which calculates the cosine of the angle between the two vectors.
This quantity ranges from 0 to 1.

Term Frequency Inverse Document Frequency (TFIDF) is a commonly
used term weighting system that assigns a weight to each term in a document
that is a function of its frequency (how often it occurs within the document,
abbreviated tf) and its document frequency (in how many of the other documents
the term appears as well, abbreviated df). The exact function is:

Tfidf = tf log(n/df). (1)

where n is the total number of documents. Note that if a term appears in all
documents the tfidf weight will be 0 (log(1)=0). Thus, a zero-document is often
used that contains no terms so that the df will always range from 1 to n-1. In
this work we always used a zero-document.

The intuition behind tfidf is to heavily weight terms that are high frequency
and occur in only a few documents. Those terms should help to differentiate
between the documents.

5 When Individuals Communicate

We first looked at whether there are differences in the frequency of communi-
cations between the novice and expert teams. The pedal presses of the subjects
provides information on when a verbal communication occured and its length.
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Figure 4 shows the number of communication events per team over all scenar-
ios. We see some very interesting differences between experts and novices. Dur-
ing the early scenarios expert and novice communication occurred at roughly
the same rate. However by scenario 6 both expert teams have a significantly
lower number of communication events. Figure 3 shows the duration of commu-
nication – the length of time the pedal was depressed. Novices had significantly
longer communications, which corresponds to the higher number of communica-
tion events.

6 What Teams Communicate

We also looked at the language of the NFOs in the experiments. We will describe
two analyses, one based on comparing the similarity of term vectors, and the
other based on using machine learning techniques to learn a classifier of expert
and novice language.

Figure 5 shows the similarity between each NFO and all the other experts and
novices on the manually transcribed scenario (self similarity was not counted).
We can see that for 7 of 8 subjects, the two most similar subjects (using cosine-
similarity of term vectors) were in the same category of expertise (novice vs
expert). This indicates that all the experts were using similar terms to each
other, but not with novices.

Results for the Sphinx transcribed data showed similar patterns. Figure 6
shows the similarity for one of the automatically transcribed scenarios. In this
scenario, the same pattern as before holds, experts are more similar to other
experts than themselves, whereas novices are more similar to each other than to
other experts. Only one novice NFO (N1ACO) was actually more similar to the
experts than novices.
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Fig. 5. Similarity between experts and novices on manual transcription

Fig. 6. Similarity between experts and novices on an automatically transcribed scenario



Communications-Based Automated Assessment of Team 333

Our next question was to understand if particular terms of the subjects could
indicate their expertise. To explore this, we utilized the perceptron learning
algorithm to classify utterances of the subjects. This experiment uses the learning
package of the Cognitive Foundry [3].The idea is to use the perceptron learning
algorithm to train a classifier that can distinguish between expert and novice
team members.

The input to the perceptron algorithm is the term frequency vector – a vec-
tor where each element represents a term and the value of the element is the
frequency of the term (this is exactly the tf value mentioned before).

The classifier learned to distinguish between the experts and novices with an
error rate of .05 (5% of the utterances of a subject were misclassified). Through
studying the weights of the classifier, we are able to determine terms that differ-
entiate novices from experts. Table 1 shows some of the top terms. Interesting
differences can be seen; for instance novices use the word “feet” to indicate
altitude of entities, whereas experts did not use that word at all.

Table 1. Terms that strongly differentiated experts from novices

Novices Experts

charlie tango
oh alpha

cool whiskey
this zulu
feet roger

thanks advised
successfully kill

7 Discussion and Future Work

The results above, while preliminary, indicate that language based metrics can
help in differentiating between expert and novices. In addition, we have shown
that we find the same patterns when using automated speech-to-text technology.
This opens the door for large scale automated assessment. We found that experts
communicate with lower frequency than novices, and that the overall time for
communication is less with experts than novices. We also find that experts and
novices differ in their terms, with experts being more similar to other experts
and novices to other novices. Finally, through using the perceptron algorithm
to classify the text of experts and novices, we have identified some of the words
that differ between novices and experts.

There are many avenues for future work. Given the small number of partic-
ipants, we did not perform any statistical analyses on our results. We would
like to see if we can find the same differences among a larger set of experts and
novices.
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Preliminary analysis of phonetic patterns did not distinguish between experts
and novices. However, our subject matter expert did indicate that phonetic dif-
ferences were present in the data. Investigation into this aspect is one of the
future goals for this project.
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Abstract. Co-authorship networks are examples of social networks, in which 
researchers are linked by their joint publications. Like many other instances of 
social networks, co-authorship networks contain rich sets of valuable data. In 
this paper, we propose a visual analytic tool, called SocialVis, to analyze and 
visualize these networks. In particular, SocialVis first applies frequent pattern 
mining to discover implicit, previously unknown and potential useful social 
information such as teams of multiple frequently collaborating researchers, their 
composition, and their collaboration frequency. SocialVis then uses a visual 
representation to present the mined social information so as to help users get a 
better understanding of the networks. 

Keywords: Human-computer interaction, data mining, frequent patterns, social 
network analysis and mining, social computing, social information, data 
visualization, information and knowledge visualization, visualizing social 
interaction, augmented cognition. 

1   Introduction and Related Work 

Over the past few years, the rapid growth and exponential use of social digital media 
has led to an increase in popularity of social networks and the emergence of social 
computing. In general, social networks [7,25] are structures made of social entities 
(e.g., individuals, corporations, collective social units, or organizations) that are linked 
by some specific types of interdependency (e.g., kinship, friendship, common interest, 
beliefs, or financial exchange). A social entity is connected to another entity as his 
next-of-kin, friend, collaborator, co-author, classmate, co-worker, team member, or 
business partner. Social computing [15,23,24] aims to computationally facilitate social 
studies and human-social dynamics in these networks as well as to design and use 
information and communication technologies for dealing with social context. It 
includes the development of human-computer interaction technologies for augmenting 
cognition [1,8]—i.e., naturally extending the minds of social entities so that they could 
effectively perform conscious mental activities such as solving problems, making 
decisions, acquiring new knowledge, and connecting with others—by social 
information and collective intelligence. Intuitively, collective intelligence [19] is a 
shared or group intelligence that emerges from the collaboration of some social 
entities. Joint publications are examples of solid outcomes of such collaboration.  
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To facilitate augmented cognition, it is better to mine useful social information from 
the social networks. 

Social network mining discovers implicit, previously unknown and potentially 
useful social information. Examples of mining tasks include predicting links [3], 
learning influence probabilities [9], and discovering suspicious groups [21]. In this 
paper, we apply another mining task to an important type of social networks. 
Specifically, we apply frequent pattern mining [13,14,18] (which was introduced [2] 
to analyze shopping market basket data for revealing shopper behaviour) to co-
authorship networks for discovering important social information such as teams of 
frequently collaborating researchers, their composition, and their collaboration 
frequency. The mined information is helpful in applications like academic author 
ranking and expert recommendation. Related works on mining co-authorship 
networks mainly focused on different mining tasks (than finding frequent patterns 
about collaboration teams) such as classifying origins of researcher names [4] and 
analyzing supportiveness between pairs of researchers [11]. 

As “a picture is worth a thousand words”, having a visual representation is 
generally more comprehensive to users than its textual representation. This explains 
why several visualizers have been proposed to visualize results (e.g., association 
rules [5], shopper patterns [6,16,17], clusters [20]) of various traditional data mining 
tasks. Similarly, while it is important to discover useful frequent social patterns from 
co-authorship networks, it is equally important to be able to visualize these patterns. 
Common visual representations of these networks include node-link diagrams [12], in 
which each node represents a social entity (researcher) and each edge connecting two 
nodes represents a linkage (co-authorship) between the two entities. This social 
information can also be represented in a socio-matrix (i.e., an adjacency matrix) [7]. 
However, node-link diagrams or socio-matrices do not necessarily capture frequency 
information associated with researchers and their co-authorship (e.g., number of 
papers authored by a researcher or the number of joint publications between two 
researchers). To capture multi-researcher co-authorship, one may use other 
representations such as hypergraphs [11] or bipartite graphs [22]. However, as 
frequency information is captured implicitly by these representations, users may 
encounter difficulties in counting frequency (due to overlapping clusters in 
hypergraphs or crossing-over lines in bipartite graphs). In this paper, we use an 
alternative representation in our proposed visual analytic tool called SocialVis, which 
visualizes co-authorship networks so that it not only shows collaborators of user-
selected researchers but also all the linkages among them. It clearly and explicitly 
presents frequency information for individual researchers and for pairs of researchers. 
Moreover, it shows the composition of teams of multiple researchers and their 
frequency information even for large co-authorship networks. Our key contribution of 
this invited paper is our proposal of SocialVis, which analyzes and visualizes social 
networks like co-authorship networks. SocialVis discovers useful social information 
and results of collective intelligence (e.g., publications) from the networks and allows 
users to visualize this information so that it helps them understand the networks and 
augment cognition. In general, SocialVis can serve as a standalone tool for mining 
and visualizing the networks and as a complement to existing tools (especially those 
that have features such as spotting and displaying interesting patterns but do not 
provide the frequency information of the patterns). 
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This paper is organized as follows. Next section discusses different visual 
representations of co-authorship networks. We propose our SocialVis in Section 3 and 
present evaluation results in Section 4. Conclusions are given in Section 5. 

2   Representing Co-authorship Networks 

Co-authorship networks are commonly represented as node-link diagrams [12], in 
which each node represents a researcher and each edge represents co-authorship 
between the two researchers. Fig. 1(a) presents a node-link diagram for a 1-degree 
egocentric network showing some selected collaborators of researcher Ng; Fig. 1(b) 
presents a node-link diagram for a 1.5-degree egocentric network, in which each 
dashed edge represents co-authorship between selected collaborators of Ng. (For 
simplicity of illustration, only some but not all collaborators of Ng are shown in the 
figures.) The social information depicted by the node-link diagram can be 
equivalently represented in a socio-matrix (i.e., an adjacency matrix) [7], in which 
every row and column is indexed by a researcher and each non-diagonal cell (x,y) 
keeps a Boolean value indicating the presence or absence of co-authorship between 
the two corresponding researchers x and y. See Fig. 1(c). However, node-link 
diagrams or socio-matrices do not necessarily capture quantitative information such 
as publication counts of researchers. 

 

Fig. 1. Node-link diagrams & a socio-matrix 

 

Fig. 2. An annotated node-link diagram & weighted socio-matrix for 1.5° egocentric network 



338 C.K.-S. Leung, C.L. Carmichael, and E.W. Teh 

To show quantitative information, one could use different node sizes and edge 
thickness in a node-link diagram. However, it is not easy to compare the size of two 
nodes or the thickness of two edges. Alternatively, one could annotate each node or 
edge with the quantitative information. Fig. 2(a) presents a node-link diagram for a 
1.5-degree egocentric network showing some selected collaborators of researcher Ng, 
in which node x is annotated with the number of papers authored by researcher x and 
edge xy is annotated with the number of joint publications by researchers x & y. 
Similarly, one could replace the Boolean value in each non-diagonal cell (x,y) in a 
socio-matrix (indicating the presence or absence of some publications between the 
two researchers x & y) by an integer indicating the number of joint publications 
between x & y. The number of papers authored by a researcher could either (i) be 
augmented to the row or column label or (ii) be captured by the diagonal cell. See 
Fig. 2(b). While these representations show quantitative information for individual 
social entities and their pairwise relationships, they do not show the relationships 
among multiple social entities.  

In many situations, relationships simultaneously involve more than two individuals 
in the network (e.g., papers co-authored by more than two researchers). For these 
situations, one could use (i) a hypergraph to group multiple researchers into the same 
cluster if they co-authored the same paper, (ii) a dual hypergraph to group multiple 
papers into the same cluster if they are co-authored by the same researcher, or (iii) a 
bipartite graph to link researchers to their corresponding joint publications. While the 
use of these three types of graphs depicts the composition of multi-entity 
relationships, these graphs do not clearly and explicitly provide users with frequency 
information. Moreover, multiple researchers may coauthor the same paper, and 
multiple papers may be coauthored by the same researcher. As such, clusters of 
entities (researchers) in hypergraphs often overlap with each other, and clusters of 
relationships (joint publications) in dual hypergraphs often overlap with each other. 
Linkages between researchers and papers in bipartite graphs often cross over each 
other. Hence, the use of these graphs can be quite unwieldy when depicting large 
social networks. An alternative visual representation is needed. 

3   Analyzing and Visualizing Social Information with SocialVis 

Given co-authorship network data (such as DBLP Bibliography records), our 
proposed visual analytic tool—called SocialVis—analyzes social networks and 
visualize social information. First, it applies frequent pattern mining algorithms [2,10] 
to find teams of frequently collaborating researchers and their collaboration 
frequency. Then, SocialVis represents the discovered frequent patterns in a two-
dimensional space where the x-axis lists the researchers and the y-axis shows the 
number of their (solo or joint) publications.  

To facilitate quick lookup researchers of user interest, SocialVis arranges 
researchers in alphabetical order on the x-axis. Besides this default ordering, 
SocialVis can also arrange researchers in descending order of the number of their 
publications (which gives users a quick insight about the frequency distribution of 
research publications because researchers with more publications appear on the left-
hand-side and those with fewer publications appear on the right-hand-side). 
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Moreover, users do not need to select all researchers. Users can select one or more 
researchers based on their interest (e.g., select researcher Ng and some of his 
collaborators) for further analysis and visualization.  

To clearly show the number of publications, SocialVis explicitly lists only the 
existing frequency values on the y-axis. This avoids large gaps between existing 
frequency values. Besides this default listing, SocialVis can also show the frequency 
values in linear scale, which allows users to get insight about the density or 
distributions of frequencies.  

3.1   Visualizing Individual Researchers 

When given a co-authorship network, a commonly asked question is as follow: 

Q1. How many papers published by this researcher? 

The answer to Q1 may indicate how active this researcher is, which helps in ranking 
researchers in the network. To visualize the answer, SocialVis represents the number 
of papers authored by each individual researcher using a diamond-shaped icon  
(composed of a left-pointing triangle and a right-pointing triangle) in a two-
dimensional space. The x-position of the icon indicates the researcher name, and the 
y-position of the icon indicates the number of his publications. See Fig. 3(a) for a 
screenshot of SocialVis, which explicitly shows the number of publications authored 
by each of the above seven selected researchers. From this figure, we can easily look 
up the number of Ng’s publications (i.e., 126 papers). When researchers are arranged 
in descending order of the number of publications as shown in Fig. 3(b), we can easily 
observe that—among the seven selected researchers—Han published the most (with 
451 papers) and followed by Subrahmanian (who published 225 papers). 

 

Fig. 3. SocialVis shows the numbers of papers authored by individual researchers 

3.2   Visualizing Pairs of Researchers 

Besides Q1, the following is the next commonly asked questions: 

Q2. Did this researcher collaborate with another researcher? If so, how 
many papers co-authored by them? 
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Answers to Q2 help users understand pairwise connections—in the form of joint 
publications—between pairs of researchers. SocialVis represents each pairwise 
connection using a horizontal line linking the left-pointing and right-pointing triangles 
(representing the two researchers) in the form of a bi-direction arrow –– . The use of 
horizontal lines avoids crossing over of lines (as in bipartite graphs). The y-position of 
the line explicitly indicates the number of co-authored papers. For example, Fig. 4(a) 
shows that Han & Pei co-authored 36 papers. It also shows that Han co-authored 
10 papers with Ng and 10 papers with Tung.  

When combined with the information depicted by Fig. 3, we can infer that, among 
451 papers published by Han, 10 of them were co-authored with Ng (which means the 
remaining 451–10 = 441 papers were either solo publications of Han or the results of 
his other collaboration in which Ng did not participate). 

 

Fig. 4. SocialVis shows the numbers of papers co-authored by pairs or teams of researchers 

3.3   Visualizing Collaborating Researchers in Teams 

With the above two features of SocialVis (Sections 3.1 & 3.2), we can visualize the 
publication counts of each individual researcher and pair of researchers. For instance, 
we observed from Fig. 4(a) that there are pairwise connections between Han, 
Lakshmanan and Ng (e.g., Lakshmanan & Ng co-authored 19 papers, Han & 
Lakshmanan co-authored 15 papers, and Han & Ng co-authored 10 papers), from 
which we can infer that they together co-authored at most 10 papers (i.e., an upper 
bound for the number of their joint publications). Since we cannot infer the exact 
number of joint publications, it is unclear whether or not these three researchers 
collaborated together in a team. Hence, a logical question is: 

Q3. Did these k researchers (where k ≥ 3) collaborate in a team? If so, 
exactly how many joint papers co-authored by them? 

Answers to Q3 help users understand social linkage not only between two researchers 
but among multiple researchers. SocialVis uses a horizontal line to connect two 
triangles and k–2 circles representing all k researchers in a team (e.g., –●–●–  
represents a team of 4 researchers). The y-position of the line explicitly indicates the 
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number of their joint publications. For example, Fig. 4(b) clearly shows that Han, 
Lakshmanan & Ng together co-authored 7 papers (cf. the upper bound of 10 papers 
inferred without using this feature of visualizing multi-researcher teams). As Ng 
participated in only 7 of 15 papers co-authored by Han & Lakshmanan, the remaining 
15–7 = 8 papers were either written only by both Han & Lakshmanan or written 
together with their other collaborators. 

Fig. 4(b) also shows that Han, Lakshmanan, Ng & Tung together co-authored 
2 papers. This means that, among the 7 papers co-authored by the first three 
researchers, Tung co-authored only 2 of them, but he did not participate in the other 
5 publications. Moreover, observing that the number of joint publications for Han, 
Lakshmanan & Tung is also 2, we can conclude that Ng participated in all the 
2 papers jointly written by Han, Lakshmanan & Tung. 

When combining the information depicted by Fig. 4(b) with that by Fig. 4(a), we 
make the following interesting observation: Although Han, Ng & Pei collaborated in 
pairs (with Han & Pei co-authored 36 papers, Han & Ng co-authored 10 papers, and 
Ng & Pei co-authored 1 paper), they did not write a joint paper together as indicated 
by the absence of any horizontal line connecting all three of them. This is different 
from the aforementioned 〈Han, Lakshmanan, Ng〉 team, in which the three researchers 
collaborated in pairs and all together. 

Based on the numbers of joint publications of the 〈Han, Lakshmanan〉 and 〈Han, 
Lakshmanan, Ng〉 teams shown in Fig. 4, we conclude that Ng participated in only 7 
out of the 15 papers co-authored by both Han & Lakshmanan. Furthermore, when 
observing the number of papers authored by Han is 451, we conclude Lakshmanan & 
Ng participated in only 7 out of these 451 papers (which implies that the remaining 
451–7 = 444 papers were either solo publications of Han or the results of his other 
collaboration in which Lakshmanan & Ng did not participate together). 

3.4   Visualizing the Entire or Partial Collaborating Teams 

Based on the above observations, users can visualize the frequency information for 
teams of k researchers (for any k ≥ 1) using the above three features of SocialVis 
(Sections 3.1-3.3). For example, users can conclude that Lakshmanan & Ng 
participated in 7 out of the 451 papers published by Han, but they may have 
difficulties in determining how many of the remaining 444 papers were written solely 
by Han and how many involved other collaborator. So, the following question is not 
uncommon: 

Q4. Did we have the complete list of co-authors for this paper? If so, 
how many co-authors are there? How many papers were jointly co-
authored by all and only those researchers in this team? 

Answers to Q4 help users understand (i) whether they found the entire frequently 
collaborating team or just a subset of it, (ii) the composition of the entire team, and 
(iii) the collaboration frequency of the entire team. To distinguish a complete team 
from a partial team, SocialVis replaces the right-pointing triangle with a bar▐ for the 
complete team. See Fig. 5(a), which shows that Han is a sole author of 
32 publications and Ng & Subrahmanian jointly published 8 papers (without any 
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other co-authors). The figure also shows that the 〈Han, Lakshmanan, Ng, Tung〉 team 
co-authored 2 papers and its subset—the 〈Han, Lakshmanan〉 team—co-authored 
another 2 papers. 

When we combine all the information depicted by Figs. 3-5, we get a better 
understanding of the networks. Recall from Section 3.2, we knew that Ng participated 
in 10 of 451 Han’s papers, but we were uncertain about the remaining 441 papers. 
Now, with Fig. 5(a), we know Han wrote 32 papers alone, which means he co-
authored the remaining 441–32 = 409 papers with researchers other than Ng. Fig. 5(a) 
also clears up the uncertainty in Section 3.3: (i) Among the 8 papers co-authored by 
Han & Lakshmanan but not Ng, 2 were written only by both Han & Lakshmanan 
(which means the remaining 6 were with Han & Lakshmanan’s other collaborators 
besides Ng). (ii) Among the 444 Han’s papers not co-authored with both Lakshmanan 
& Ng, 32 were solo publications of Han (which means the remaining 412 were the 
results of his other collaboration in which Lakshmanan & Ng did not participate 
together). 

 

Fig. 5. SocialVis shows entire teams of researchers and their publication counts 

3.5   Visualizing Large Co-authorship Networks 

For clarity of our illustration, we only show features of SocialVis one at a time in 
each of the above figures (e.g., teams of multiple researchers in Fig. 4(b)). In general, 
users could select one or more features so that SocialVis displays the corresponding 
results on the same screen. See Fig. 5(b). 

To visualize large co-authorship networks, SocialVis gives users an overview of all 
social information mined from the networks. To avoid over-crowdedness, SocialVis 
only displays some labels on the axes. As researcher names are (by default) arranged 
in alphabetical order on the x-axis, users can easily determine the hidden names. 
Moreover, SocialVis provides users with interactive features for selection/filtering so 
that they can focus on the area of user interest (e.g., some specific researchers and/or 
collaboration frequencies). Users can then zoom into, or out of, that area. SocialVis 
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also provides users with scrollbars on both x- and y-directions so that users can easily 
scroll & explore different areas of the mined results and effectively access the useful 
social information about the networks. 

4   Evaluation 

To assess the effectiveness of SocialVis (our visual analytic tool) in conveying 
important social relationships (e.g., co-authorship information) and their frequency 
information mined from the social networks, we conducted a user evaluation. The 
evaluation was primarily case-based, within which users were required to answer 
different questions based on the information depicted by SocialVis. Sample questions 
include the following: How many papers are co-authored by Ng? Among them, how 
many were his sole publication? Did Ng collaborate with Han & Lakshmanan 
together? What is the number of their joint publications? 

We recruited 18 participants, and none of them was exposed to our proposed 
SocialVis before. We began the evaluation by presenting our SocialVis and asking 
them to explore it at their own will. We did not give them any information regarding 
what the icons and representations meant in the visualization. We first questioned 
them on what they were able to identify. Due to our intuitive representation, the 
results showed that 78% of the participants were able to identify the basic meaning 
behind the representations (e.g., teams of k researchers and numbers of their joint 
publications). Only 22% of the participants had slight problems in distinguishing 
entire teams from partial teams. Afterwards, we gave the participants information on 
how to read the graphs (especially, the differences between right-pointing triangles 
and bars). Then, all participants were able to correctly answer all the given questions. 

Moreover, these participants were asked to answer the same set of questions using 
other graphical representations of the network such as annotated node-link diagrams, 
weighted socio-matrices, hypergraphs, dual hypergraphs, and bipartite graphs. As 
expected, participants were only able to answer questions about individual or pairs of 
researchers but not teams of multiple researchers using the first two types of graphs. 
Most participants found it difficult to answer questions about multi-researcher teams 
using the latter three types of graphs as answers were not explicitly shown as by 
SocialVis. Participants need to manually dig out the information from overlapping 
clusters (in hypergraphs or dual hypergraphs) or crossing-over lines (in bipartite 
graphs) and to carefully count the numbers. As SocialVis clearly and explicitly 
provides the frequency information, participants can easier read this information. 

5   Conclusions 

A co-authorship network is one type of social networks, in which researchers are 
connected by their joint publications. In this paper, we proposed SocialVis to analyze 
and visualize these networks. Specifically, it applies frequent pattern mining to find 
useful social information such as the entire or partial teams of k frequently 
collaborating researchers and numbers of their joint or solo publications. It also 
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presents these mining results graphically to users so that they can easily visualize the 
valuable social information about outcomes of collective intelligence and get a good 
understanding of the networks, which in turn helps users augment cognition. In 
general, SocialVis can serve either as a standalone visual analytic tool for revealing 
interesting social relationships among multiple entities in the networks or as a 
complement to existing visualizers by providing users with additional quantitative 
information such as publication counts. As ongoing work, we are extending SocialVis 
to analysis and visualize higher dimensional relationships such as where (venue) did 
the research papers published and/or when (year) did they published. 
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Abstract. Crowdsourcing is a new kind of organizational structure, one that is 
conducive to large amounts of short parallel work: thousands of individuals 
may work for several minutes on tasks, their outputs aggregated into a useful 
product or service. The dimensions of this new organizational form are 
described. Areas for future research are identified, focusing on open-ended 
tasks and the coordination structures that might foster collective creativity.  

Keywords: Crowdsourcing, distributed cognition, organizational design, peer 
production, collective creativity, human computation. 

1   Introduction 

Crowdsourcing, the assembling of strangers to accomplish a task [1-4], has the 
potential to transform the nature of work [5]. Many companies are sensing this, and 
adapting it to solve problems and provide services [6-8]. Crowdsourcing is becoming 
popular because the Internet-based infrastructure to support the management of 
crowds has grown and strengthened. This infrastructure provides opportunities not 
just for businesspeople, but also for researchers who want to study distributed 
cognition [9]. Specifically, crowds can participate in experiments: crowds can be 
simultaneously assembled in both control and experimental conditions, so the effects 
of social networks, organizational structure, and information flow can be studied (e.g., 
[10, 11]). Because of its potential for both business change and fundamental research, 
the crowdsourcing phenomenon deserves systematic study through analysis and 
experimentation. 

There are several ways crowdsourcing differs from other forms of organization. 
First, the assembly of a crowd can happen quickly, and need only persist for short 
amounts of time – minutes, hours, or days. In contrast, social institutions tend to 
persist for many years, and take time to build. For example, the hiring of one 
thousand individuals into a company is a large undertaking, but a crowd of 1000 can 
be pulled together and asked to perform a simple task, all in the space of less than one 
hour. Moreover, a crowd can be assembled from around the world, constituted from 
different nationalities, cultures, and professions.  

What motivates crowds to participate? Some sites provide money, others provide 
reputational incentives, and still others provide neither of these. But crowds will 
perform tasks they find interesting, whether or not they receive monetary incentives. 
In particular, games have proved popular: game players have helped label images [12] 
and discover ways to fold proteins [13]. These successes suggest that crowds might be 
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assembled to solve a wide variety of problems, if such problems can be broken down 
into fun-to-play activities. 

In fact, for many tasks, a crowd might be more efficient and effective than an 
expert. For example, Galton showed that a crowd could guess the weight of an ox 
better than a farmer [14]. Other work showed that groups of people performed better 
than individuals on tasks such as traversing a maze if their decisions were aggregated 
[15, 16]. Such techniques are effective probably because aggregation cancels out 
individual errors and reinforces correct solutions [17]. 

As a way of synthesizing crowdsourcing research, we will describe the dimensions 
that define a design space for crowdsourcing systems. We then discuss four 
dimensions in particular: the nature of the task, the communication methods, the 
levels of hierarchy, and the workflow. Along the way we point out possibilities for 
structuring the crowd in new ways, and opportunities for understanding more about 
collective cognition. 

2   Dimensions of Crowdsourcing 

A design space identifies the range of possible solutions for a design problem [18]. 
The space is delineated by set of dimensions that structure and constrain the set of 
decisions made in creating a design.  

Malone et al. [19] analyzed a related space – collective intelligence – in terms of 
four broad questions: Who, What, How, and Why: applying this to crowdsourcing 
leads to a breakdown of the space into the users of the system, the tasks to be 
performed, the method for crowdsourcing, and the motivation of the crowd. The 
authors also identify more specific dimensions they call genes that can be combined 
into genomes in order to constitute a new application. 

In contrast, Quinn and Bederson [2] use a different set of dimensions to describe 
another related space they call human computation: Motivation, Human Skill, 
Aggregation, Quality Control, Process Order, and Task-request Cardinality. These 
can be reconciled with the four broad questions of Malone et al.: Aggregation and 
Process Order address a big part of How; Task-request Cardinality and Human Skill 
relate to What. Motivation focuses on how incentives are used to encourage 
participation. Table 1 shows the four broad dimensions, and several specific 
dimensions from Quinn and Bederson.  

We add several dimensions to the mix. In the Who category, we include 
demographics and level of expertise. Participants vary along demographic dimensions, 
such as age and nationality, as well as along the level of expertise they have in the task 
domain. These additional dimensions may become important when allocating tasks and 
assessing crowd performance. In the What category, we add the task domain (e.g., 
image labeling) the nature of the task (e.g., generation) and the output (e.g., list of 
terms). These dimensions highlight the context for crowdsourcing. The How category 
includes an evaluation method. Evaluation processes can increase the quality of 
responses. How also includes incentives as distinct from workers’ motivations, an 
aspect of Why. That is, one can offer cash but still find that workers perform the task 
for different reasons: there is a rich literature on the relation between motivation and 
incentives that can be brought to bear on these two dimensions [20, 21]. We further 
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include visibility of outputs as a dimension of How – for example, one might restrict 
crowd members from seeing each other’s work. We will elaborate other attributes of 
How in in the following sections: protocols for communication between workers, 
hierarchical levels within the crowd, and the sequence of work. We distinguish two 
kinds of motivation in Why: the reasons for crowdsourcing a task, and the reasons for 
people to work on a task. For example, companies might use crowdsourcing to 
optimize profit [8], while researchers might do so to increase knowledge in a domain 
[13] or to understand an aspect of distributed cognition [22, 23]. 

Table 1. The dimensions of crowdsourcing (italics flag sections in the paper) 

Broad dimension Specific dimension Example attribute 
Demographics age, country Who 
Level of Expertise novice, expert 
Domain of the task protein folding, image labeling 
Nature of the task recognition, generation 

What 

Output sequence of protein folds 
Incentives contest prize for the best task 
Aggregation method collection, combination 
Evaluation method vote, expert opinion 
Visibility of outputs opaque, transparent 
Communication mediated through the tasks 
Levels of hierarchy single, multiple 

How 

Workflow evaluation following collection 
Requester’s motivation profit, knowledge Why 
Worker’s motivation money, fun 

 
Next, we focus on four areas in this design space that offer great promise as topics 

for future investigation. The authors have used crowdsourcing to perform generative, 
creative tasks [22, 23]. This topic often interests both industry and academe, so we 
address it first. 

3   Nature of the Task: Creativity and the Crowd 

Views of creativity reflect the times: the romantic era’s mystique of the lone inventor 
inspired late in the night has been eclipsed by a view of the creative act as a social one, 
made by teams of closely knit people [24]. Art schools and design studios are social 
places: so are engineering institutes and research laboratories. The view, then, has 
moved from individual to group, and the groups are seen as cohesive and close knit. 
Nevertheless, people remain uneasy with the idea of collaborating across great 
distances. Indeed, some studies of geographically-distributed collaboration have 
identified a tradeoff between convenience and cost [25]. The Internet can reduce the 
cost of coordinating work among geographically-distributed, but otherwise traditional, 
teams. However, the Internet also makes possible a new model of collaboration: 
combining the work of isolated strangers. 
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Inspired by this new model of collaboration, we decided to assess the sequential 
application of crowds to both generate and aggregate design ideas. If this approach to 
idea generation works well, then many difficult design challenges might be attacked 
in parallel. If the approach has limits, then in finding these limits we will provide a 
more focused path for research on peer production (cf. [5]).  

In one experiment, we combined the work of many designers working in parallel to 
create a composite design [26]. We found that taking elements from many different 
designs according a simple heuristic returned a strong design, as judged by experts. 
This suggests that Galton’s insight into the crowd’s ability to estimate [14] also 
applies to the crowd’s ability to design, perhaps for the same reason: individual errors 
disappear, and strong connections reinforced. Conceptual combination [27] can be 
controlled at a finer scale, with pair-wise combination techniques such as those used 
in genetic algorithms [28-31]. We have performed experiments using these techniques 
[22, 23]. To do so, we needed to understand and implement mechanisms for 
connecting crowd output. We turn to these next. 

4   Communication between Crowd Members 

A member of an online crowd may have no connection to another member except 
through participation on the same project. On the other hand, in physical crowds, 
those in the immediate vicinity often influence one another. For example, members of 
a crowd at an outside concert will be aware of who is around, and will move in order 
to fill in gaps or create more breathing room. There may be no verbal interaction, but 
there may be awareness. Moreover, there is mediation: members of a crowd streaming 
toward an exit may affect members more distant through a wave of local adjustments.  

Such awareness can exist electronically – for example, in virtual worlds. But in 
other cases, the crowd can’t directly see others situated in space, whether cyber or 
physical. There have been many approaches to understanding how ideas flow and 
people interact in such environments. Coordination theory [32] focused on the 
resources through which people work toward goals. Electronic brainstorming looked 
at the way computers mediate communication [33, 34]. A general theme in such 
research is that team collaboration is not always useful. So collaboration between 
crowd members may or may not be a good idea.   

In a strictly separated crowd, one might only let people interact through 
intermediate productive output. That is, one member of a crowd may be asked to edit 
the output of another crowd member. There is some coordination, but the interaction 
is very limited.  

In more loosely separated environments, one might see more of what others have 
done, and one can modify – remix – that output. For example, in the Scratch 
environment, youths find examples of each other’s work, modify it, and upload it 
[35]. In the Yahoo! Answers environment, users doesn’t modify the contributions, but 
instead comment on them. Users make critical comments on answers if they think that 
the answers are wrong, and other users may provide new answers after reading the 
comments. In crowdsourcing environments, even very self-conscious individuals who 
have difficulty providing critical comments in the presence of others may feel 
comfortable doing so [36].  
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Both of these are forms of collaboration – commenting and remixing - can be 
combined. In Scratch, youths have engaged in a kind of recursive crowdsourcing – by 
using open-ended discussion forums, they initiate their own contests ask their own 
peers to enter, and provide their own prizes [37]. The above examples provide crowd 
members a way to react to or modify a single idea. What about providing participants 
with two ideas? 

In a human genetic algorithm two ideas are combined [22, 30]. There is an 
integration of the crowds’ ideas, but the integration works in one direction, with 
members never collaborating interactively with each other. The ideas can be textual, 
or involve images, and can be combined across many generations [23].  

Games also provide a way for pairs of people to interact and integrate ideas. In 
games with a purpose the participants perform a collaborative task [12]. For example, 
in an image labeling game, they try to predict how the other person would label an 
image. Their responses provide a list of labels for images that are difficult for 
computers to come up with. These tasks involve a structured kind of collaboration, 
and are often restricted to pairs of people.  

Larger groups can also communicate through games. Specifically, lab experiments 
have been conducted, in which participants are configured into social network 
structures and asked to perform tasks with known outcomes. For example, graph-
coloring problems performed by a group connected one way will produce different 
results from a similar group connected another way [38]. Similar experiments have 
been run online, in which members of a crowd are connected in different ways, and 
given the opportunity to exchange information to aid in a search task [11].  

Most of the previously described work doesn’t allow people to interact with each 
other using natural language. Such interaction can itself be experimentally controlled: 
for example, one person can look at input and describe it to another [39]. There is 
opportunity to perform such work at large scales by providing crowd members with 
the ability to have structured dyadic conversations with each other around a goal, such 
as understanding a new concept or recognizing a threat. Moreover, experiments might 
also look at the ways crowd members evolve their own ways of communicating. For 
example, studies have shown that even when verbal and iconic communication are 
removed, pairs of people often invent their own task specific signaling systems [40].  

What other coordination techniques can be used in open-ended tasks that lend 
themselves to creative outputs? In a project called SwarmArt, each member of the 
crowd can add a line to a drawing, and then adjust the strength of other participants’ 
lines [41]. Each member of the crowd can see all previous members’ inputs, and each 
member is both a generator and an evaluator of the input to date.  

In sum, there are many ways crowds can be connected, as shown in Table 2.  
Open-ended creative tasks might or might not benefit from the collaboration 

methods just discussed. The more one sees and hears of one’s neighbors, the more 
one might fixate on the previous solutions. On the other hand, the more one sees, the 
more one might be inspired to produce a novel ideas triggered by someone else’s 
idea. How much to reveal to members of the crowd, and when, is a question open for 
more research. Given the use of a strong collaboration method, it is possible to create 
simple, flat organizations, or complex, nested organizations, the next section’s topic.  
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Table 2. Crowd connection schemes 

Connection through: Example action Reference 
virtual proximity Approach someone in a virtual world [42] 
an overall task Guess the weight of an animal [14] 
seeing two examples  Combine [22, 23] 
modifying another’s work Remix a computer program [35], [6] 
being a member of a team Collaborate with team members  [43], [8], [13] 
focus on one example Critique [35] [36] 
playing a two-person game Guess image labels [12] 
playing a many-person game Solve NP-Complete problems [38], [11] 
dyadic conversation Recognize threats [39] 
discussion boards Code software [35], [44] 

5   Levels of Hierarchy  

In organizations, tasks are broken up and assigned to different people. These people 
can sometimes in turn break up the tasks and assign them. Multiple levels of 
hierarchy allow an organization to scale work, and adapt flexibly to new demands. On 
the other hand, such hierarchies introduce bottlenecks.  

Most paid crowdsourcing uses one level of hierarchy: the task originator asks 
people to contribute, and the originator performs the consolidation. Since workers are 
usually being paid after performing a task, they as workers may have little appetite 
for creating paid tasks for others to perform, which would introduce credit risk. 

Still, it is possible to imagine recursive crowdsourcing, where members of the 
crowd ask others to accomplish a task. This would be useful in addressing open-ended 
creative problems: groups could create their own strategies for performing the task, 
and then assemble a crowd to follow their particular strategy. 

Indeed, some sites are exploring similar structures. InnoCentive allows someone to 
form a team around an idea, and specify up-front design the compensation division 
between the leader and the team members [8]. By forming a new team, a leader 
participates in recursive crowdsourcing. The user-initiated contests of Scratch have a 
similar feel: there is an overall running contest, the reward of which is to see one’s 
project displayed on the front page. Unexpectedly, participants have created their own 
contests [37]. Indeed, some groups of Scratch users describe themselves as 
“companies” [45]. Furthermore, sites related to citizen science and volunteerism 
allow for subgroups to be formed, creating at least two levels of hierarchy [46]. 
Finally, the winning team in the red balloon contest encouraged people to recruit 
others to find a set of balloons, and compensated them based on the structure of the 
recruiting tree [47]. 

In order to study the use of hierarchy in crowds, one needs ways of creating 
recursive crowdsourcing experiments. If money is involved, then perhaps some 
combination of pre and post payment might be used, to both reduce credit risk and to 
provide incentive for the completion of subtasks. For non-monetary crowdsourcing,  
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ways of making announcements and coordinating work are needed, available to not 
just the initial requesters, but also to the workers who may want to also crowdsource 
their own tasks.  

This area of research, while complex, would allow for the solution of complex 
open-ended problems that might require not just many workers, but also many 
different approaches. 

6   Workflow 

Crowdsourcing uses workflow: tasks are split up, modified, and then completed. Most 
companies use workflow: for example, expense vouchers are routed to managers and 
accounting departments for approval and payment. There has been much research on 
how to describe workflows formally [48, 49]. In an alternative approach, Malone et 
al. suggest a metaphor: the subtasks of crowdsourcing are genes, and these can be 
combined to form genomes [19].  

This metaphor suggests that a crowdsourcing task design involves not just picking 
one attribute for each different dimension, but might involve picking more than one 
attribute that might be realized in different stages of crowdsourcing activity. For 
example, Threadless uses the crowd to vote on T-shirts, but then uses the site operators, 
presumably experts, to make the final determination of what to manufacture [7]. 

One area for research might involve taking the metaphorical idea of a genome, and 
combine it with formal definitions of workflow. Then, the design space includes 
different ways of assigning and sequencing recognition, generation, and evaluation 
tasks.  

The crowd itself might be useful in designing and evaluating ways to structure 
work on a particular topic. For example, the crowd may first participate in two 
alternative processes, and then suggest ways of combining them to create a more 
effective process.  

7   Concluding Thoughts 

Crowdsourcing can become many things. Right now, the space of possible ways of 
coordinating large numbers of people is relatively unexplored. There is an opportunity 
to structure the crowd in new ways. There is also an opportunity to understand more 
about collective cognition by designing crowd-based experiments. Several areas seem 
particularly promising for research. First, the crowd can perform open-ended, creative 
tasks. Through this, we may solve large-scale social problems, and gain insight into 
social creativity. Second, crowd communication can run the spectrum from total 
isolation to open collaboration, and through experiments we may begin to understand 
how much and what kind of collaboration is fruitful for specific tasks. Third, crowd 
members can potentially crowdsource, creating flexible ad hoc hierarchies: unleashing 
this potential may be important for handling creative tasks. Fourth, crowds can be 
organized in new and interesting ways by selecting dimensional attributes from the 
design space and designing workflows that allocate and sequence tasks accordingly. 
Exploring this space may yield new organizations; eventually, the crowd will design 
itself.  
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Abstract. Cognitive Neurophysiologic synchronies (NS) are a low level data 
stream derived from EEG measurements that can be collected and analyzed in 
near real time and in realistic settings. We are using NS to develop systems that 
can rapidly determine the functional status of a team with the goals of being 
able to assess the quality of a teams’ performance / decisions, and to adaptively 
rearrange the team or task components to better optimize the team. EEG-
derived measures of engagement from Submarine Piloting and Navigation team 
members were normalized and pattern classified by self-organizing artificial 
neural networks and hidden Markov models. The temporal expression of these 
patterns were mapped onto team events and related to the frequency of team 
members’ speech. Standardized models were created using pooled data from 
multiple teams and were used to compare NS expression across teams, training 
sessions and levels of expertise. These models have also been incorporated into 
software systems that can provide for rapid (minutes) after training feedback to 
the team and provide a framework for future real-time monitoring.  

Keywords: Collaboration, EEG, Neurophysiologic synchrony. 

1   Introduction 

The integrated thinking of a team is often described by the dynamic construct of team 
cognition which reflects the interrelated cognitions, behaviors and attitudes that 
contribute to team performance [1]. One of the challenges for studying team cognition 
in real-time is the development of unobtrusive and relevant measures of team 
performance that can be practically implemented in real-world environments [2]. 

We have explored using the simultaneous expression of EEG-derived cognitive 
measures by different members of a team as an alternative to verbal communication 
streams for constructing teamwork models. In this approach the values of a cognitive 
measure at a particular point in time are aggregated across the team members into a 
vector that is then clustered / classified by artificial neural network (ANN) 
technologies [3,4]. This results in a series of patterns termed Neurophysiologic 
Synchronies (NS) which are defined as the second-by-second quantitative co-
expression of the same neurophysiologic / cognitive measures by different members 
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of the team. The cognitive measures we have modeled include High Engagement and 
High Workload which have been derived from EEG data streams [5]. We have 
reasoned that if NS expression is a meaningful dynamic construct then their 
expression should:  

1. Be sensitive to long and short-term task changes; 
2. Relate to some established aspects of team cognition, yet reveal something new; 
3. Be usable as well as useful; 
4. Distinguish novice / expert performance; and, 
5. Be sensitive to the effects of training. 

Prior studies have documented the dynamics of NS expression in response to long 
and short term changes in the task [4]. In those studies the NS models were generated 
individually for each training session, i.e. they were autologous models. While those 
modeling approaches were useful research tools there were limitations for their 
practical application to training activities. First, as new models had to be created for 
each task and team it was difficult to compare across sessions / teams or levels of 
expertise as the pattern designations changed for each new model. Also, without 
standardized models it would be difficult to begin to extend this analysis to real-time 
team modeling. In this study we have developed models using pooled data from 
multiple teams to develop a generic set of models that remove these limitations. 

2   Tasks and Methods 

2.1   Submarine Piloting and Navigation (SPAN) 

These studies were conducted with navigation training tasks that are integral 
components of the Submarine Officer Advanced Course at the US Navy Submarine 
School, Groton, CT. The task is a high fidelity Submarine Piloting and Navigation 
(SPAN) simulation that contains dynamically programmed situation events which are 
crafted to serve as the foundation of the adaptive team training. Such events in the 
SPAN include encounters with approaching ship traffic, the need to avoid shoals, 
changing weather conditions, and instrument failure. There are task-oriented cues to 
guide the mission, team-member cues that provide information on how other 
members of the team are performing / communicating, and adaptive behaviors that 
help the team adjust in cases where one or more members are under stress or are not 
familiar with aspects of the unfolding situation. 

Each SPAN session contains three segments. It begins with a Briefing segment 
where the overall goals of the mission are presented along with information on 
position, contacts, weather, sea state, etc. Major participants during the Briefing are 
the Navigator, the Contact Coordinator along with the Captain, Instructor and / or 
Evaluator.  

The Scenario is an evolving task and is more dynamic than the Brief containing 
easily identified processes of teamwork along with others which are less well defined. 
One of the more obvious processes is the regular updating of the ship’s position 
termed ‘Rounds’. Here, three navigation points are chosen, usually visually, and the 
bearing of each to the boat is rapidly measured and plotted on a chart.  
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Interleaved with these deterministic events are situations that arise due to new ship 
traffic, increased proximity to hazards, equipment malfunctions, reduced visibility or 
similar events. In contrast to the regular updating of the submarine’s position, these 
events can be regarded as perturbations to the regular functioning of the team and 
indicate interesting points where the resilience of the team may be tested. Some 
events appear rapidly like a man overboard, while others evolve over 5-10 minutes 
and are based, in part, on previous decisions.  

In the Debrief section there is open discussion of what worked, what other options 
were available, and long and short term lessons. The Debrief is the most structured 
part of the training with team members reporting in order, beginning with the 
Navigator. Within this reporting structure there is often overlapping or underlying 
nested structures where specific events within the Scenario are discussed.  

2.2   EEG Metrics 

The EEG data acquired from the wireless headset developed by Advanced Brain 
Monitoring, Inc. uses an integrated hardware and software solution for acquisition and 
real-time analysis of the EEG [5, 6]. It has demonstrated feasibility for acquiring high 
quality EEG in real-world environments including workplace, classroom and military 
operational settings. The system contains an easily-applied wireless EEG system that 
includes intelligent software designed to identify and eliminate multiple sources of 
biological and environmental contamination and allow real-time classification of 
cognitive state changes even in challenging environments. The 9-channel wireless 
headset includes sensor site locations: F3, F4, C3, C4, P3, P4, Fz, Cz, POz in a 
monopolar configuration referenced to linked mastoids. ABM B-Alert® software 
acquires the data and quantifies alertness, engagement and mental workload in real-
time using linear and quadratic discriminant function analyses (DFA) with model-
selected PSD variables in each of the 1-hz bins from 1-40hz, ratios of power bins, 
event-related power (PERP) and/or wavelet transform calculations.  

To monitor “mental workload” (WL) and “engagement” (E) using the B-Alert 
model EEG metrics, values ranging from 0.1-1.0, are calculated for each 1-second 
epoch of EEG. Simple baseline tasks are used to fit the EEG classification algorithms 
to the individual so that the cognitive state models can then be applied to increasingly 
complex task environments, providing a highly sensitive and specific technique for 
identifying an individual’s neural signatures of cognition in both real-time and offline 
analysis. These methods have proven valid in EEG quantification of drowsiness-
alertness during driving simulation, simple and complex cognitive tasks and in 
military, industrial and educational simulation environments, quantifying mental 
workload in military simulation environments, distinguishing spatial and verbal 
processing in simple and complex tasks, characterizing alertness and memory deficits 
in patients with obstructive sleep apnea, and identifying individual differences in 
susceptibility to the effects of sleep deprivation. 

2.3   Experimental Protocol 

In prior studies analyzing the dynamics of problem solving with individuals we used 
the raw EEG-E and EEG-WL data streams [7]. Studying team processes using these 
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EEG measures requires a normalization step, which equates the absolute levels of 
EEG-E or EEG-WL of each team member with his/her own average levels. This 
allows the identification of whether an individual team member is experiencing above 
or below average levels of EEG-E or EEG-WL and whether the team as a whole is 
experiencing above or below average levels. As described previously (Stevens et al, 
2010a) in this normalization process the EEG-E levels are partitioned into the upper 
33%, the lower 33% and the middle 33%; these are assigned values of 3, -1, and 1 
respectively, values chosen to enhance visualizations.  

The next step combines these values at each epoch for each team member into a 
vector representing the state of EEG-E for the team as a whole; these vectors are used 
to train unsupervised artificial neural networks to classify the state of the team at any 
point in time. In this process the second-by-second normalized values of team EEG-E 
for the entire episode are repeatedly (50-2000 times) presented to a 1 x 25 node 
unsupervised artificial neural network.  

During this training a topology develops such that the EEG-E vectors most similar 
to each other become located closer together and more disparate vectors are pushed 
away. The result of this training is a series of 25 patterns that we call NS Patterns that 
show the relative levels of EEG-E for each team member on a second-by-second 
basis. A profile of a generic NS Pattern is shown in Figure 1 for a six person team. 
Here, team members 3 and 5 have above average levels of this neurophysiologic 
measure and the other team members are below average.  

 

Fig. 1. Expression of a generic NS measure by members of a six-person team 

NS Pattern expression can be thought of as output symbols from hidden states of a 
team, and if so the sequence may give additional information about those states. 
Hidden Markov modeling (HMM) would seem an appropriate approach for such 
modeling. The NS data stream for the combined team data was segmented into 
sequences of 10 to 240 seconds generating NS symbol arrays. HMMs were trained 
using these arrays assuming 5 hidden states as we have performed previously for 
modeling problem solving learning trajectories [8]. Training was for 500 epochs and 
resulted in a convergence of 0.0001. Next the most likely state sequence through the 
performance was generated by the Viterbi algorithm. The outputs of this subsequent 
modeling of NS Pattern streams by HMM are termed NS States. 
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3   Experimental Results 

3.1   Detection of Long and Short-Term Task Changes by Autologous and 
Heterologous NS Models 

For the generation of heterologous ANN and HMM models EEG-E data was pooled 
from 8 SPAN sessions from different experienced and novice navigation teams. This 
resulted in 31,450 team training vectors (~ 5.5 hours of teamwork) which were used 
as the training set. For all these sessions the position of each of the team members in 
the training vector was the same. This order was QMOW = Quartermaster on Watch 
in position 1, NAV = Navigator in position 2, OOD = Officer on Deck in position 3, 
ANAV = Assistant Navigator in position 4, CC = Contact Coordinator in position 5, 
and, RAD = Radar in position 6. 

 

 

Fig. 2. Comparison of NS_E expression when modeled with autologous (top) or heterologous 
(bottom) ANN and HMM models. The data is shown for a Junior Officer navigation team at the 
early part of their SPAN training. The dark portion in the middle is the Scenario segment and 
the lighter portions to the left and right are the Brief and Debrief segments respectively. 

Figure 2 compares the NS_E States following autologous and heterologous 
modeling of the same SPAN performance. Both models showed the NS_E state 
transitions at the Scenario / Debrief junction (epoch 3390) and at epoch 4400 of the 
Debrief. They also both showed a long period at the beginning of the scenario (epochs 
590 – 1000) where a single state predominated and a period (3100 – 3385) at the end 
of the scenario where the same state predominated. These task-junction transitions 
have been observed in ten different SPAN sessions where autologous and 
heterologous modeling was conducted in parallel.  

Another validation approach was to compare the Shannon entropy of the NS 
Pattern data streams obtained from each model. This metric is derived from 
information science and measures the level of uncertainty in a data stream [9]. The 
top of Figure 3 is a scatter plot of the levels of Shannon entropy for the NS_E values 
obtained from autologous and heterologous NS_E models. The histograms below the 
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scatter plot highlight the peaks and valleys in entropy and show a strong concordance 
across both NS_E data streams. Combined, these data indicate that the heterologous 
NS_E models provide a close approximation of those obtained with autologous 
modeling. 
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Fig. 3. Comparison of the Shannon entropy of NS_E Pattern expression from autologous (lower 
left) or heterologous (lower right) models. The top figure shows a scatterplot of the entropy 
from the two data streams. 

3.2   Mapping NS_E Patterns to NS_E States for the Heterologous Models  

In addition to documenting changes in NS expression in response to the changing task 
it is important to relate these changes to the cognitive measure itself. One result of the 
hidden Markov modeling is an emission matrix that maps different NS Patterns to NS 
States. This mapping provides a cognitive context across team members for the state 
changes associated with task events. These relationships are summarized in Figure 4 
for NS_E Patterns and States. Each of the five (numbered 1-5) NS States is 
represented by a gray box containing the numbered NS Patterns most often associated 
with each State. 

As expected from the complexity of the modeling, the associations of different NS 
Patterns with each NS State were not simple. In general however, NS E States 3 and 4 
represent where many of the members of the team showed low EEG-E levels. The 
transition probabilities between these two states are very low (<0.03) suggesting that 
they are not subsets or close dynamic neighbors of each other. NS_E State 2 was the 
most frequently expressed NS E State and we refer to this as the normal operating 
mode (NOM) of the teams, as it is mainly expressed during the Scenario and less so 
during the Debrief. It is also a state where many of the team members expressed high 
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EEG-E. There are strong reciprocal transition probabilities between NS_E State 2 and 
NS_E State 1 (another state of high EEG-E expression), and lower probabilities with 
NS_E State 5.  
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Fig. 4. Mapping of NS_E ANN patterns to HMM states. The team members associated with 
each bar in the histograms is shown below the figure. QMOW = Quartermaster on Watch, NAV 
= Navigator, OOD = Officer on Deck, ANAV = Assistant Navigator, CC = Contact 
Coordinator, RAD = Radar.  

3.3   NS_E Expression across Teams and SPAN Sessions 

One question that can be approached with the heterologous NS_E models is how 
consistently different NS_E States are used across teams and / or training sessions. 
Figure 5 shows the frequency distribution of NS_E for an expert (E2) and two Junior 
Officer teams (T4 and T5) that each performed two simulations and additional Junior 
Officer team that performed a single session (T1). The NS_E frequencies are 
separated into the Scenario, Debrief and Briefing segments of the simulation based on 
prior studies (such as Figure 2) that have shown there are often dynamic NS_E shifts 
at these segment junctions. For most teams the dominant NS_E States during the 
Scenario segment were 1 and 2. Referring to Figure 4, these states represent where 
most of the team is highly engaged. These appear to represent the normal operating 
mode for SPAN teams as their expression is diminished during the Debriefing 
segment and to a lesser extent in the Briefing segment. While there were slight 
differences in the NS_E State frequencies for E2, T4 and T5 the performance of team 
T1was different with NS_E State 4 dominating. Referring to Figure 4, this state is one 
where many of the team members’ had low EEG-E. 
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Fig. 5. Team NS_E state distributions across teams and sessions 

The differences across teams were larger when comparing across the Debrief and 
Brief segments. Here there was proportionally higher expression of NS_E States 3 & 
4 (teams with low EEG-E) for the expert team and NS_E State 5 for the Junior 
Officer teams.  

3.4   Association of NS_E Expression with Speech 

When team members interact the resulting communication stream contains 
information about knowledge, uncertainty, awareness of the situation, stress and other 
cognitive states. Their speech provides a detailed and dynamic representation of team 
cognition and is considered one of the gold standards for studying teamwork.  

 

Fig. 6. NS_E expression while team members were speaking 

Initial associations between team member’s speech and NS_E expression is shown 
in Figure 6. For these studies we coded the speech of three teams on a second – by – 
second basis and pooled the data for cross tabulation analysis. The speech condition 
during the scenario resulted in higher than expected levels of NS_E State 3 while the 
non-speech condition had higher than expected levels of NS_E State 4. It is not clear 
if this is significant regarding teamwork as both are States where the overall team 
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EEG-E is low. The speech condition was eight times more common than the non-
speech condition during the Debriefing segment and there were significantly fewer 
epochs where NS_E State 1 was expressed (data not shown). 

Within the Scenario NS_E State expression was variable with NS_E States 1 & 2 
preferentially being expressed when the Navigator (Navig), Officer of Deck (OOD) or 
Recorder (Rec) were speaking; while all five states were equally expressed when the 
Contact Coordinator (CC) was speaking.  

4   Discussion 

In our previous studies [3, 4, 10] NS expressions were derived from autologous 
datasets as we felt that such models may have the greatest sensitivity to small and 
large changes during the task. Such models were also necessary early in the project as 
there were few performances and datasets where there were team members in the 
same navigation positions. With more SPAN performances from Junior Officer and 
experienced teams we assembled a dataset of nearly 6 hrs. of teamwork and created 
standardized NS models.  

Validation of the heterologous models was approached two ways; one using NS 
Patterns from ANN clustering of EEG-Engagement levels and one using NS States 
which provides a temporal component to the NS Patterns [10]. One of the most 
reproducible features of SPAN performances is the change in NS_E States at the 
junction between the Scenario and Debriefing. The heterologous and autologous 
models reproducibly detected these temporal features at this junction indicating an 
equivalent sensitivity of large task changes. A different form of validation drew on 
the concept of entropy from information theory which measures the degree of 
uncertainty in a data stream of symbols. In the present study we determined the 
entropy of both the autologous and heterologous NS_E data stream at 1 second 
intervals over a sliding window of the prior 90 seconds. These entropy profiles 
highlighted periods of high and low entropy modeled by both approaches. The strong 
concordance between the two models provides an additional validation of the 
sensitivity and specificity of the heterologous NS_E models.  

It is currently difficult to say which model is the ‘right’ model. Heterologous 
datasets due to their larger size may not be sensitive to some combinations of EEG-E 
across team members due to their unique expression by a team. Similarly, autologous 
models may not have the repertoire of EEG-E combinations that would allow 
meaningful comparisons across teams. From a practical perspective both models 
seemed adequate for detecting shifts in NS_E expression in association with changes 
in the task and perturbations to the environment. 

Prior to developing and validating the heterologous NS models only the first of the 
five usefulness criteria outlined in the introduction could be approached. As shown in 
this study, with the standardized models we can begin to compare NS expression 
across teams, training sessions and levels of expertise. Most recently these models 
have been incorporated into software systems that supply rapid (minutes) after 
training feedback to teams and provide a framework for future real-time adaptive 
monitoring and training. 

 



 Developing Systems for the Rapid Modeling of Team Neurodynamics 365 

Acknowledgements. This work was supported by The Defense Advanced Research 
Projects Agency under contract number(s) NBCHC070101, NBCHC090054. The 
views, opinions, and/or findings contained in this article/presentation are those of the 
authors and should not be interpreted as representing the official views or policies, 
either expressed or implied, of the Defense Advanced Research Projects Agency or 
the Department of Defense. We wish to thank the sailors and staff at the Submarine 
Learning Center for their participation and support. 

References 

1. Warner, N., Letsky, M., Cowen, M.: Cognitive Model of Team Collaboration: Macro-
Cognitive Focus. In: Proceedings of the 49th Human Factors and Ergonomics Society 
Annual Meeting, Orlando, FL, September 26-30 (2005) 

2. Salas, E., Cook, N.J., Rosen, M.A.: On Teams, Teamwork, and Team Performance: 
Discoveries and Developments. Human Factors: The Journal of the Human Factors and 
Ergonomics Society 50(3), 540–547 (2008) 

3. Stevens, R.H., Galloway, T., Berka, C., Sprang, M.: Can Neurophysiologic Synchronies 
Be Detected during Collaborative Teamwork? In: Proceedings: HCI International 2009, 
San Diego, CA, July 19-24, pp. 271–275 (2009) 

4. Stevens, R.H., Galloway, T., Berka, C., Behneman, A.: A Neurophysiologic Approach for 
Studying Team Cognition. Interservice / Industry Training Simulation and Education 
Conference (I/ITSEC), Paper No. 10135 (2010) 

5. Berka, C., Levendowski, D.J., Ramsey, C.K., Davis, G., Lumicao, M.N., Stanney, K., 
Reeves, L., Regli, S., Tremoulet, P.D., Stibler, K.: Evaluation of an EEG-Workload Model 
in an Aegis Simulation. In: Proceedings of the SPIE Defense and Security Symposium, 
Biomonitoring for Physiological and Cognitive Performance during Military Operations 
(2005) 

6. Levendowski, D.J., Westbrook, P., Berka, C., et al.: Event-related potentials during a 
psychomotor vigilance task in sleep apnea patients and healthy subjects. Sleep 25, A462-
A463 (2002) 

7. Stevens, R.H., Galloway, T.L., Berka, C.: Allocation of time, EEG-Engagement and EEG-
Workload as scientific problem solving skills are acquired. In: Proceeding Human Factors 
and Ergonomics Society, 51st Annual Meeting, Baltimore, MD, October 1-5 (2007) 

8. Soller, A., Stevens, R.: Applications of Stochastic Analyses for Collaborative Learning and 
Cognitive Assessment. In: Hancock, G., Samuelson, K. (eds.) Advances in Latent Variable 
Mixture Models. Information Age Publishing (2007) 

9. Shannon, C.E.: Prediction and entropy of printed English. The Bell System Technical 
Journal 30, 50–64 (1951) 

10. Stevens, R.H., Galloway, T., Berka, C., Behneman, A.: Temporal sequences of 
neurophysiologic synchronies can identify changes in team cognition. In: Proceedings: 
Human Factors and Ergonomics Society 54th Annual Meeting, San Francisco, CA, 
September 27-October 1, pp. 190–194 (2010c) 



D.D. Schmorrow and C.M. Fidopiastis (Eds.): FAC 2011, HCII 2011, LNAI 6780, pp. 366–375, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Mapping Cognitive Attractors onto the Dynamic 
Landscapes of Teamwork 

Ronald H. Stevens1 and Jamie C. Gorman2 

1 UCLA IMMEX Project 5601 W. Slauson Ave. #272, Culver City, CA 90230, USA 
2 Psychology Department, Texas Tech University, Lubbock, TX 79409, USA 

immex_ron@hotmail.com, jamie.gorman@ttu.edu 

Abstract. The objective of this study was to apply ideas from complexity 
theory to derive new models of teamwork. The measures include EEG-derived 
measures of Engagement and Workload obtained from submarine piloting and 
navigation (SPAN) teams and communication streams from Uninhibited Air 
Vehicle Synthetic Task Environments (UAV-STE). We show that despite large 
differences in the data streams and modeling, similar changes are seen in the 
respective order parameters in response to task perturbations and the experience 
of the team. These changes may provide a pathway for future adaptive training 
systems as both order parameters could conceivably be modeled and reported in 
real time.  
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1   Introduction 

Teamwork is complicated, complex, and noisy. The ecological perspective of 
teamwork described by Cooke et al. [1] draws on this complexity to describe a 
dynamic view of the team, its’ members, and the environment. Patterns of interaction 
and activity qualitatively emerge with the flow of the task, and perturbations to the 
teamwork and these patterns are characterized by fluctuations away from stable states. 
In this paper the concept of ‘attractor landscapes’ is proposed as a methodological 
approach to describe, explain, and visualize the dynamics of teamwork. In this 
approach individuals are not viewed as passive entities but rather as comprising a 
system capable of rich dynamics with the state of each member depending, in part, on 
the state of others. This synchronization of cognitive and communication components 
across the team provides a higher order system with its own dynamic properties as 
each individual attempts to achieve synchronization by adjusting his or her internal 
state or overt behavior in response to the evolving task and the state or behavior of the 
individuals with whom he or she is interacting. 

How can we begin to model these adjustments and what can we learn that’s new 
from these models? One approach is nonlinear dynamics which is a general 
theoretical approach for understanding complex systems and the linkages within and 
across subsystems independent of their specific behavioral or material substrate. 
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When teamwork is viewed as a complex adaptive system there are multiple non-linear 
dynamic concepts that can be applied including self-organization, attractors, phase 
shifts, recurrence, entropy perturbations, and intrinsic dynamics. 

This paper describes methodologies for modeling and visualizing teamwork in the 
context of cognitive attractors. The principles are organized around 
Haken’ssynergetics [2] and the developmental framework described and Smith [3]: 

• Define a level of analysis. A recurring question for most teamwork research is 
determining the criteria for when, or if, a particular measure has been aggregated 
to an appropriate level and is being modeled at an appropriate temporal 
resolution. An appropriate team level of analysis may be influenced by variability 
in individual level properties from below and by organizational properties from 
above. 

• Identify patterns in behavior and define the order parameter. There are many 
possible degrees of freedom of team member interaction. An order parameter—a 
collective variable—is a relatively low-dimensional variable that captures 
qualitative changes in teamwork. That is because the order parameter integrates 
team interactions that fluctuate critically at critical task points. Knowledge of the 
intrinsic constraints of team member interaction at critical task points can a priori 
define an order parameter, or, in application, we may distinguish patterns by 
introducing different manipulations (perturbations). 

• Describe the attractors of the system. A dynamical system defined over teamwork 
is continuous, but it will have both repelling and attractive regions of its state 
space. In phase space the attractors define the qualitative changes in the stable 
teamwork patterns. The attractor landscape can be traversed by scaling a control 
parameter, which is an extrinsic parameter nonspecific to the order parameter, but 
which leads to qualitative change in the behavior of the order parameter. 

• Capitalize on dynamical similitude. Dynamical models may or may not exist for a 
given order parameter and attractor landscape. If a model does not exist, then we 
may capitalize on dynamical similitude, which means simply that systems with 
different material substrates can share the same dynamics (e.g., teamwork and the 
dynamics of balance). 

• Identify phase transitions in teamwork: Phase transitions are qualitative changes in 
dynamics due to changes in control parameters. Phase transitions occur when the 
underlying pattern of interaction shifts to another pattern under predictable 
conditions and may facilitate the identification of perturbations and antecedents 
to changes in the teams’ dynamics. 

2   Methods and Results  

We highlight two approaches / tasks that draw on this framework and illustrate the 
advantages and challenges of applying a nonlinear dynamic approach to teamwork. 
The first approach models teamwork using neurophysiologic measures of the 
engagement of each person on submarine piloting and navigation (SPAN) teams. This 
is an empirical, exploratory study where the data stream is a set of non-numeric 
symbols called Neurophysiologic Synchronies (NS) that represent the relative levels 
of engagement of each person on the team [4-6].  
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For the second approach Gorman et al [7-8] developed a team coordination order 
parameter for three-person Uninhabited Air Vehicle (UAV) teams and in the resulting 
dynamical model the scaling of a control parameter, team-member familiarity, 
revealed qualitative changes in team coordination dynamics whereby team mixing 
resulted in a more stable attractor. 

2.1   Submarine Piloting and Navigation (SPAN) 

The goal of this project is to use neurophysiologic measures to rapidly determine the 
functional status of a team in order to assess the quality of a teams’ performance / 
decisions and to adaptively rearrange the team or task components to better optimize 
the team. In this study the ideas of self-organization and attractor landscapes have 
been applied to derive new insights into the differences between novice and expert 
SPAN teams. The SPAN simulations contain dynamically programmed situations 
events that are crafted to serve as the foundation of the adaptive team training. Each 
SPAN session begins with a Brief presenting the goals of the mission. The more 
dynamic Scenario segment follows and contains easily identified processes of 
teamwork along with others which are less well defined. The Debrief follows and is 
highly structured with team members reporting on their overall performance. As 
shown previously [4, 6], there are often major shifts in NS expression at the junctions 
of these segments. The cognitive measure being studied is an EEG-derived measure 
of Engagement (EEG-E) defined by Advance Brain Monitoring’s B-Alert® system [9, 
10].The hypotheses of this study were: 

• Multiple attractor basins (attractors) for engagement exist for SPAN teams; and, 
• Some attractors are favored over others depending on the control patterns (i.e. task 

environment and team experience). 

The B-Alert® system contains an easily-applied wireless EEG system that includes 
intelligent software that identifies and eliminates multiple sources of biological and 
environmental contamination and allows second – by -second classification of 
cognitive state changes such as Engagement. The EEG data streams for each person 
on the team are normalized and combined into vectors describing the EEG-E level of 
each person. They are used to train an unsupervised artificial neural network (ANN) 
that generates 25 NS clusters (symbols) representing the Engagement status of the 
team [4-6]. Each cluster displays a histogram showing the relative EEG-E level of 
each person. An example for a six person team is shown in Figure 1where persons 3 
and 5 have high levels of a cognitive measure and the rest are low.  

A topology also develops during this training where similar vectors cluster together 
and more disparate vectors are pushed away. For instance, NS_E Patterns 1-5 
represent times where most of the team members had low levels of EEG-E while 
NS_E Pattern 24 represents times where most team members had high EEG-E. In a 
NS data stream the expression of these patterns represents second – by – second 
fluctuations of the engagement by different members of the team and provides an 
order parameter for these studies. The control parameter(s) for this study are team 
expertise and the task divisions (i.e. Brief, Scenario & Debrief). 
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Fig. 1. Expression of a generic NS measure by members of a six-person team 

The starting assumption was that many of the second-by-second changes in team 
NS_E would be small which would result in local transitions between NS_E Patterns. 
With the linear architecture of the self-organizing ANN this would appear in 
transition matrices as movement around / along a diagonal line. The thickness of the 
diagonal line confirms that there are transitions in local neighborhoods and these are 
more common than more distant transitions. 
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Fig. 2. NS_E transition matrices during the scenario segments of novices (left) and experts 
(right). The top figure shows the transition matrix of the combined dataset of five novice and 
five expert SPAN performances. Surrounding this figure are the 25 NS_E patterns resulting 
from ANN clustering. The boxes highlight patterns that are frequent in the matrix. The figures 
below show only the Scenario data for the novice (left) and expert (right) teams. 
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For novices, the areas with more frequent transitions were centered on NS_E 
Patterns10-11. Referring to Figure 2, these patterns were where many of the team 
members had low EEG-E. The most frequent patterns / transitions for experts 
clustered near NS_E 15 where most of the team showed above average EEG-E. A 
second cluster (attractor) centered near NS_E 22-25 where again the majority of the 
team showed high EEG-E. The expert teams also showed more minor transitions than 
novices as evidenced by the darker background contours throughout the matrix. 

For both novice and expert groups the Debriefing segments showed transition 
matrices with restricted patterns of NS_E expression confined around the diagonal 
(Figure 3). The two groups however, showed reverse pattern of NS_E expression with 
those of the expert team members representing below levels of EEG-E, while those of 
the novices representing above levels of EEG-E for many team members. 
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Fig. 3. NS_E transition matrices during the Debriefing of novices (left) and experts (right) 

To capture the attractor dynamics of the NS_E Patterns transition matrix movies 
were created for each team where movie frames were updated every 8 seconds over a 
background history window of the prior 90 seconds. Two frames are shown in Figure 
4 for the novice team T4S2. The left frame (epoch 1586) was where there was 
confusion in the team about contacting / avoiding another ship. Here the team 
oscillated between two attractors centered near NS_E 14-16 and NS_E 9-11. The right 
frame shows a period of diffuse attraction. 
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Fig. 4. Examples of stable (left) and changing (right) NS_E attractor states 
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2.2   UAV Team Coordination Dynamics 

In the UAV task [11] three team members (a pilot, a navigator, and a photographer) 
interact over headsets to fly a simulated UAV over targets in order to take 
reconnaissance photos. This task is performed over a series of 40 min missions, each 
consisting of 11-12 targets. Each team members’ computer work station displayed 
information specific to that team-member role as well as general flight information 
(e.g., current heading, altitude, and speed). Team members were seated in the same 
room with their backs to each other such that they only communicated verbally over 
the headsets. In this section we describe the methodological strategy for studying 
team coordination dynamics in this UAV task as well as results using that approach. 
We do so by summarizing the research originally reported in [7, 8], following the 
framework described in Section 1. 

To identify an order parameter at the appropriate level of analysis (i.e., the team 
level), the functions that each team member performs just below that level of analysis 
were first identified. Recordings of previous UAV team communication revealed 
three primary functions: (1) the navigator sends target information (I) to the pilot; (2) 
the pilot and photographer negotiate (N) an appropriate airspeed and altitude; and (3) 
the photographer provides feedback (F) on the status of the target photograph. Team 
members dynamically combine these functions in a specific order via communication 
to photograph each target (I N F). To measure how this pattern of behavior 
changes over time, timestamps of these specific interactions at each target were 
collected. The coordination order parameter, called κ, is shown in Equation 1. 

κ     = (t = 1, 2, ....# targets)/ time( F  ) - time( N  )t             t

time( F  ) - time( I  )t t
t

 
(1)

Because time cancels in the numerator and denominator of Equation 1, κ is a 
dimensionless (unit-free) measure of the relationship across the three primary 
functions at each target. Relative to the temporal arrangement of the components of 
coordination, κ> 1 is coordinated, κ < 1 is uncoordinated, and κ = 1 is indeterminate. 
Figure 5 shows κ trial series for (a) Intact and (b) Mixed (these terms are described 
below) team coordination dynamics. As shown in Figure 5, the κ order parameter 
fluctuates at the critical task points, which were defined as the targets themselves, as 
well as unexpected perturbations called roadblocks [7]. 

Although there has been over two and a half decades of research on coordination 
dynamics [12, 13, 14, 15], there was no previous research on team coordination 
dynamics. Therefore, dynamical similitude was employed to describe the attractors of 
UAV team coordination dynamics. If the globally stable attractor of team 
coordination was coordinated, then team members would never have to interact. To 
meet the demands of a continuously changing environment, however, team members 
have to interact. Like a balancing act, team coordination is continuous and effortful 
because it is the stabilization of an inherently unstable system [7]. Existing dynamical 
models of similar processes are found in postural dynamics (i.e., standing up straight; 
[16]) and manually balancing an inverted pendulum [17]. In those systems, the 
globally stable state is lying in a horizontal position on the ground; however, a 
metastable state emerges as the active components counter the forces that are pulling 
the upright human or pendulum toward the ground [7]. Based on dynamical 
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similitude, then, the team coordination attractor may be summarized as follows: The 
globally stable state is uncoordinated. However, a metastable coordinated state 
emerges as team members interact to counter environmental forces (i.e., constantly 
varying task demands) that pull them toward the uncoordinated state. 

 

Fig. 5. Examples of κ fluctuations at critical points in the task: critical targets are indexed on 
the x-axis and roadblock perturbations are indexed by arrows on the x-axis (reprinted from [7]) 

The UAV team coordination dynamics were evaluated in an experiment in which 
team membership either stayed the same or changed following a retention interval 
[7]:After initially acquiring proficiency in the UAV task with one set of team 
members, participants would go away during a retention interval and, upon returning, 
either continue to work with the same members (Intact) or with completely different 
members (Mixed). (Participants maintained their same role on the team in both 
conditions.)The scaling of this team familiarity control parameter revealed 
qualitatively different team coordination dynamics. 

To examine those differences in Intact vs. Mixed team coordination dynamics, 
attractor reconstruction [18] was performed on the κ trial series. Attractor 
reconstruction is a method for unfolding a scalar time series (e.g., Figure 5) into an 
appropriate dimension in which to view the dynamical system (i.e., the attractor) that 
produced the time series. As shown in Figure 6a, Intact teams’ reconstructed attractor 
looks quite different than Mixed teams’ reconstructed attractor (Figure 6b). In 
postural (or inverted pendulum) dynamics, short-term drift away from center is 
countered by long-range correction back to upright. Similar to those dynamics, Intact 
team coordination dynamics were centered on a small region of the reconstructed 
space (i.e., the phase space), near the origin (Figure 6). As with postural stabilization, 
explorations away from this small region of phase space were countered by long-
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range corrections back to this small, preferred region (i.e., the larger orbits moving 
away from, and then returning to, the origin in Figure 6a). On the other hand, the 
Mixed teams did not rigidly correct back to one small region of the reconstructed 
space: The Mixed team attractor consistently explored more of the phase space, and 
there was no correction back to a small, preferred region of phase space. Thus, the 
attractor landscape can be altered with the scaling of a team familiarity control 
parameter. Accordingly, the observed team coordination dynamics were not encoded 
by the level of familiarity; the scaling of the control parameter simply moved teams 
through the coordination attractor landscape. 

Further analyses revealed that the stability of these attractors (the resistance to 
perturbation) was significantly correlated with successfully working through 
roadblock perturbations (denoted by the arrows on the abscissa in Figure 5; see [7] for 
details) such that higher stability was associated with adapting to unexpected changes 
in the task environment. Furthermore, the Mixed team attractor was significantly 
more stable than the Intact team attractor, suggesting that Mixed teams were more 
adaptive than Intact teams. 

 
Fig. 6. Intact (a) and Mixed (b) reconstructed attractors (reprinted from [7]) 

In a following experiment, elements of the I N F coordination process of some 
teams were purposefully perturbed during task acquisition [8]. Though teams in that 
study were never mixed, those perturbations were intended to simulate the effects of 
increased interaction experience due to team mixing. As anticipated, this perturbation 
training led to more adaptive teams: Perturbation-trained teams exhibited 
significantly higher performance under novel task conditions than teams trained using 
standard methods; namely, cross-training and procedural training [8]. In this way, the 
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Intact vs. Mixed nonlinear dynamics results led to the development of a new team 
training method for team adaptation, and those predictions of enhanced team 
adaptation were borne out in the follow-up team training study. 

3   Discussion 

A goal of most training activities in complex environments is to be able to rapidly 
determine the functional status of a team in order to assess the quality of a teams’ 
performance / decisions, and to adaptively rearrange the team or task components to 
better optimize the team. One of the challenges in accomplishing this goal is the 
development of rapid, relevant and reliable models for providing this information to 
the trainers and trainees.  

While the two examples in this paper share task similarities, both being realistic 
and complex teamwork situations, the data streams and modeling approaches are very 
different. Despite these differences, the results show parallels in response to similar 
control parameters (Table 1).  

Table 1. Model properties of the SPAN and UAV systems 

SPAN UAV

Data Stream

Order Parameter

Control Parameter(s)

Models

a) expertise

b) perturbations

Adaptive Models

EEG Communication

Symbolic Numeric

Neurophysiologic
Synchronies (NS) Coordination (κ)

Novice / Expert
Differences

Learning &Retention
Differences

NSState Changes κ Fluctuations

Near Real-time Near Real-time
 

The differences in the cognitive attractors seen in both of the systems with the 
changing experience of the team could provide a metric for following the efficacy of 
team training over time. The fluctuations of the order parameter within a task may 
also provide a pathway for future adaptive training systems as both could conceivably 
be modeled and reported in real time.  
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Abstract. In this study, pairs of subjects performed a team-intensive task with 
the shared goal of clearing a virtual room from threats. The neurobehavioral 
dynamics of both subjects was analyzed to identify signatures of efficient team 
work. An ecologically valid task of room clearing was designed and a novel 
analysis framework was developed to address the challenge of understanding 
complex, continuous social processes at both behavioral and brain levels. A 
companion paper detailed the design of the neurobehavioral task and its 
associated dynamical analysis framework. In this paper, we present candidate 
neuromarkers for efficient room clearing and discuss key theoretical issues 
relating to successful team coordination. 

Keywords: Neuromarkers, EEG, neurobehavioral dynamics, social behavior, 
complexity. 

1   Introduction 

Team coordination is critical for general human performance, and all the more when 
members’ survival and safety depend upon efficient cooperation, such as when 
Marines neutralize dangers in a confined urban environment. During such tasks, a 
host of behavioral, cognitive and social processes have to be coordinated in space and 
in time in a context-dependent fashion. The goal of this study was to quantify the 
dynamics of neurobehavioral processes unfolding during a room clearing task that 
imposes high demand on both individual and team coordination. In a companion 
paper [1], we have presented a behavioral room clearing task. As a reminder, during 
this task, pairs of subjects navigate a series of rooms in a virtual environment while 
executing formal behavioral and mental operations that take place during real room 
clearing performance: stacking, tap signaling, entry, orientation to corner of 
domination, pieing, friend/enemy detection, shoot-no shoot decision making and 
restacking. The task requires the recruitment of sociocognitive, perceptual and 
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attentional processes that must be coordinated within and across the brains of both 
team members. The goal of this study was to decipher the neurobehavioral 
organization of these processes from continuous dual-EEG recordings. For details on 
the task and analysis, please refer to [1]. In the following, we present neurobehavioral 
results obtained from a group of 18 subjects (9 pairs). Further, from the theory of 
Coordination Dynamics [2], we discuss key theoretical issues that shed light on 
successful team coordination. 

2   Neurobehavioral Performance 

Examples of behavioral trajectories for complete building clearing are illustrated in 
Figure 1. A spatial map is shown in (A) and corresponding temporal courses (avatars’ 
rate of movement) in (B). Subjects complied sufficiently well with training 
instructions to yield efficient behavioral performance for most pairs. They generally 
performed well-phased series of motion and gaze behavior (Figure 1B). 

For each room, motion was typically divided into two cleanly separated phases 
(entry-to-corner and restacking). Occasionally, team members lost coordination (not 
shown). In this case, it was generally observed that coordination was not reinstated 
before the onset of the subsequent building, suggesting that in our novice teams, 
behavioral flows are more strongly determined by the time scale of the building, than 
that of the rooms. To remediate such detrimental performance, resetting would be 
required at shorter time scales: during restacking (time scale of room) and 
immediately after the onset of disorganized behavior (time scale of instantaneous 
behavior).  

Analysis of movement coordination also suggested that novice subjects were not 
necessarily weakly coupled: a large number of low-performance trials (variable “time 
to clear room”) showed that subjects’ movements were strongly determined by their 
partners’: for instance, one avatar initiating a movement only when the partner 
initiates (in-phase coordination) or terminates his movements (anti-phase 
coordination). In contrast, in time-effective trials, subjects were able to phase 
movements more flexibility, exhibiting a coordination pattern with tendencies for the 
avatars to come together at the same time as to maintain a degree of individual 
autonomy. Coordination dynamics dubs this complementary tendency metastability 
[2-4]. Metastable forms of coordination have been shown to enhance complexity 
[5,6]. Recent work in our laboratory suggests that several neural mechanisms exist to 
dissolve coordinated behavior. One is increased activity in phi1, the first component 
of the so-called ‘phi complex’--a neuromarker of social coordination and lack thereof  

[7]. Another is an instantaneous neuromarker of behavioral segregation which is 
observed in steady-state social coordination at the transition from coordinated to 
uncoordinated behavior [8]. Interestingly, at the transition to independent behavior, 
the brains of interacting subjects are strongly coupled by a mechanism called 
“synchronized brain transitions” [8-9]. In fact, between-brain coupling is as strong at 
the transition to independent behavior as it is at the onset of coordinated behavior. 
This suggests that efficient independent behavior is achieved by virtue of exchange of 
information and coupling of the subjects’ brains, in agreement with the theory of 
metastability [2-4]. 
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Fig. 1. Spatial view of the green and blue avatar paths in a room with the behavioral markers of 
interest annotated (A). Corresponding temporal view of the rate of change of movement for the 
entire building (B) for well-executed room clearing.  
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Fig. 2. Candidate neuromarkers for a variety of behaviors observed after entry in a hostile 
room, shown with their typical topography and frequency (A) along with their time distribution 
as observed from time-frequency-power plots (B). The colors in (B) reflect the spatial 
distribution of power as illustrated in (A). In this single trial (B), 1000 ms of EEG data are 
displayed, with the agent uncovering the enemy avatar and firing in less than 300 msec. 

In previous studies, we identified several neuromarkers of social [7,10] and 
attentional behavior [7,11] in the 10Hz EEG frequency band. In the virtual environment 
created for the present study, performance of room clearing (“time to clear room”) was 
bounded by experimental parameters (e.g. maximal avatar velocity, room dimension). 
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Execution of all behavioral, cognitive and social processes that led to task completion 
(see section 2.2 from companion paper [1]) was typically performed in 2 or 3 seconds, 
a time scale too short for EEG’s slow frequencies alone to be useful information 
carriers. As a consequence, we extended our analysis to the beta and gamma 
frequency ranges (14-30Hz and 30-60Hz respectively). Analysis was conducted at 
three time scales: at the level of instantaneous behavior using either spatio-spectral or 
spatio-temporal techniques (neuromarkers type I); for durations of time that match 
the execution of goal-driven behaviors (e.g. reaching a corner of domination: 
neuromarkers type II); for periods extending over completion of the task 
(neuromarkers type III). Analysis suggests candidate neuromarkers for a number of 
individual and social behaviors (see e.g., type I neuromarkers, Figure 2A). These 
neuromarkers can readily be seen in a single trial from the spatio-temporo-spectral 
graphs (Figure 2B). Because of the covariation of many behavioral, cognitive and 
social processes during task performance, further work is ongoing to assess the 
specificity and reliability of candidate neuromarkers. This further work is guided by 
the relevant time scales of behavioral processes, and their correspondence with the 
duration of neural processes (Figure 2B). 

Neuromarkers of type II-III emphasize the importance of time scales for team 
coordination. For instance, we identified a beta-gamma complex over the left rolandic 
region appearing while leaders moved toward the corners of domination. These neural 
complexes appeared only in well-coordinated trials (best half of ‘coordinated entry’ 
variable, see section 2.6 from companion paper [1]), and we did not detect any 
particular behavior that was immediately served by such neural patterns. 

We hypothesize that the beta-gamma complex that occurs during the 5th behavioral 
phase of room clearing (see figure 1A) is a remnant of earlier behavior during the 3rd 
(entry) phase. Such diachronic phenomena that emerge across multiple frequency 
bands in the brains of team members illustrate the multiple time scales that have to be 
considered in explaining realistic social behavior (Figure 2B). Even though 
preliminary, the present data argue against two time-worn features of classical 
neuroscience paradigms: impoverished contexts for task performance (“all other 
things being equal”) and short, iterative, experimenter-controlled stimulus-response 
manipulations. In contrast, the ecologically valid task that we have developed retains 
the essence of the real situation and is already capturing meaningful neurobehavioral 
signatures of brain self-organization during team work.  

3   Concluding Remarks 

The notion that individuals often cooperate in a reciprocal and synergistic way to 
achieve a common goal -joint action as it is sometimes called- is currently a topic of 
much interest in social neuroscience. The idea can be traced back to efforts aimed at 
identifying functional synergies in complex human movements that require the 
coordination of many degrees of freedom [12]. Here we have presented preliminary 
findings in an ecologically valid task aimed at understanding the coordinated action of 
two team members committed to accomplishing a common goal. To accommodate for 
emergent complexity, both in terms of the many processes to be coordinated and the 
multiple frequencies on which they occur, both neurally and behaviorally, we 
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developed a novel framework that rests on the combined analysis of, and intimate 
relation between, behavioral dynamics and real-time, continuous EEG. 

Crucially, such a framework is necessary to track the emergence of 
neurobehavioral processes on multiple space and time scales. This, in turn, allows 
team work to persist both during behavioral phases of strong informational exchange 
(such as entry), and during independent phases (such as reaching the corner of 
domination). In the absence of direct informational exchange, social coordination can 
be accomplished by virtue of memory processes. In his classic work “The Strategy of 
Conflict” [13], the Nobel Laureate Thomas Schelling describes experiments in which 
people coordinate their future behavior by virtue of shared knowledge, even though 
there is no interaction whatsoever between the individuals. We hypothesize that such 
phenomena are important components in the training of coordinated teams. We have 
previously shown that individual behavior can be modified following mutual 
information exchange even though the source of coupling is no longer available: a 
persistence of ‘social memory’ in individual agents [14]. We have also shown that 
sensorimotor (mu) rhythms of the human brain are modulated by memory 
requirements imposed on leaders and followers in social imitation tasks [10]. The 
present results on team coordination reveal diachronic neurobehavioral processes 
during coordinated room clearing (see section 2). The outlook is exciting for 
determining how such neuromarkers can be used to predict team performance in real 
time and thereby improve training. 
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Abstract. Crowdsourcing is emerging as a wellspring of creative designs. This 
paper examines the mechanisms that support collective design. A sequential 
combination system is described: one crowd generates designs, and another 
crowd combines these designs. Previous experiments showed that the combined 
designs were judged more creative than the initial designs. The current work 
extends this previous research by examining the combination process of the 
designs more closely, looking at how features of the designs were selected and 
integrated into later designs. Participants preferred atypical features to typical 
ones for integration, and given a choice, selected practical but less atypical 
features over impractical but more atypical features. We conclude that crowds 
attend to both novelty and practicality of the features, and that the presence of 
atypical yet practical features contributes to the increased creativity of the 
combined designs.  

Keywords: Crowdsourcing, collective creativity, combination, feature selection. 

1   Introduction 

Creativity has been studied in a variety of domains from two perspectives. First, who 
can perform creative activities? Second, what is the underlying process of creative 
thought? Traditionally, creativity has been regarded as unexplainable, an ability 
possessed only by a small number of talented people (e.g., [1]). In recent years, 
however, web-enabled technology has allowed non-experts to contribute to collective 
creative activities [2-4]. Specifically, crowdsourcing makes it possible to generate 
creative ideas by assembling large numbers of workers in a short amount of time [5, 
6]. Our work has been examining how such crowds can be assembled and organized 
to generate creative ideas [7, 8]. In particular, we have developed and tested a 
sequential combination system: A crowd generates designs, and another crowd 
combines these designs. This past work has shown that combined ideas become more 
creative than the initial ideas, enabling crowds to improve the designs. The current 
work extends our past work by systematically studying the combination process: how 
feature selection in the combination process contributes to creative designs. By better 
understanding the combination process, we seek to improve the design of our system. 

Our focus on the combination process is based on the popular conjecture that 
combination is a key process underlying creativity. For example, a Darwinian 
perspective considers combination as part of creativity by through an analogy to 
natural selection; ideas are combined at random, and some of them lead to discoveries 
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(e.g., [9]). Following the spirit of the Darwinian view, management researchers 
explain innovation in terms of recombination of existing knowledge [10, 11]. 
Similarly, cognitive scientists claim that the process of conceptual combinations, in 
which separate ideas or concepts are merged, underlies much of creativity [e.g., 12-
14]. Past experiments have examined how the nature of idea pairs, such as the 
similarity of ideas to be combined, influences creativity [15-18], and how the 
superimposition of two images affects the creation of art [19]. Nevertheless, little is 
known about which features people will choose to integrate, and how this selection 
contributes to the creativity of the design. 

To address this issue, we conduct two experiments that examine which features 
people integrate. We make predictions based on schema research in cognitive 
psychology (e.g., [20]). By performing these experiments, and by better understanding 
the combination process, we extend the combinatorial conjecture of creativity. 
Furthermore, our results will help us fine-tune the design of our combination system. 
Continued work along this line will augment collective creativity, and may one day 
enable crowds to solve many challenging design problems.  

In the remainder of the paper, we first introduce the sequential combination system 
and describe previous work on the combination process of crowd creativity. Then we 
present two experiments. 

2   Background 

The current work is built on Yu and Nickerson’s past work, which showed that 
atypical features from the initial ideas are preserved in the combined ideas [7]. Before 
detailing this result, we describe the sequential combination system. 

2.1   The Sequential Combination System 

In our sequential combination system, crowds generate, evaluate, and combine visual 
designs in sequence, as summarized in Figure 1. The system uses the idea of a genetic 
algorithm [21, 22], implemented with humans [23]: The computers manage the 
process of finding pairs of designs to combine, based on crowds’ evaluations of the 
designs, and the crowds perform the actual combining of the designs. In the design 
community, a variety of computer-based and human-assisted genetic algorithms have 
been tried, with some success [23]. Recently, other researchers have successfully 
conducted large-scale experiments using crowds, in which humans perform tasks as if 
they were computers [e.g. 4, 24, 25]. In our system, one crowd creates a first 
generation of designs, and then other crowds create successive generations by 
combining the designs made by previous crowds. In between, different crowds 
evaluate the designs from each generation. A pair of designs for combination is 
selected using tournament selection [26]: two ideas are randomly selected, and the 
one receiving a higher evaluation score by the crowd wins; this procedure is repeated 
to find another winner, and these two winners are chosen to form a pair of parents. 

This organizational process is integrated with Amazon’s Mechanical Turk [27, 28] 
and the Google Docs drawing application [29]. The solicitation and management of 
participants are handled through Mechanical Turk. All participants receive nominal 
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compensation. When participants engage in design generation, they are directed to a 
Google drawing page. This same page, in later generations, presents the designs to be 
combined. The drawing tool provides many menu choices including a freehand sketch 
option, a vector line, text, and pull-down shape palette.  

 

Fig. 1. The generations of the experiment 

2.2   Test of the Sequential Combination System  

The system was tested on two design problems. The first was an open-ended problem, 
designing a chair for children. Figure 2 shows the solutions to this problem and the 
combination process. The second problem, the design of alarm clocks, was more 
tightly specified: constraints of cost and safety were added. Figure 3 shows the 
solutions to this problem and the combination process.  

In total, 1207 participants were involved in designing the chair, and 540 
participants were involved in designing the clock [7]. Participants were asked to 
present their design ideas through sketches. One crowd solved the design problem by 
producing sketches independently, another crowd evaluated the sketches, and yet 
another crowd combined the design sketches generated by the previous crowd. Both 
of the design problems were run through three generations.  

The creativity of the combined designs from Generation 3 was compared to the 
creativity of the initial designs from Generation 1, using the method explained in [7]. 
Generation 3 had about twice as many creative designs as Generation 1 for both 
problems. To find out why the combination process led to increased creativity, Yu 
and Nickerson took a closer look at the combination process in the chair experiment. 
What they found was that the number of atypical features increased almost three 
times in the later combined designs. From this observation, Yu and Nickerson 
concluded that people selected atypical features during combination, and that the 
selection of atypical features contributed to the increased creativity of the combined 
designs. Here we systematically test the idea that people select atypical features for 
combination. We draw on schema research from cognitive psychology to build our 
hypotheses. 
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Fig. 2. Examples of chair designs. The 
chair on the bottom is combined from the 
chairs above. 

Fig. 3. Examples of clock designs. The clock 
on the bottom is combined from the clocks 
above. 

2.2   Schema Effects 

A central issue in the schema research is how people process schema-consistent and 
schema-inconsistent information. A schema is a general knowledge structure that 
provides a set of expectations based on prior experience [30-32]. For example, a 
schema for a chair might include straight legs and a square back; that is, it might look 
like a dining room chair in your house. Schema-consistent information is information 
that fits one’s existing schema; schema-inconsistent information is information that 
violates one’s schema. For the chair schema, for example, a square back is schema-
consistent; a flower back is schema-inconsistent. 

A strong finding in the schema research is that people are attracted to schema-
inconsistent information [33-35]. For example, if you see a chair with a flower back 
in your office, you will sit on it, play with it, or at least remember it. This effect is a 
special case of novelty effects, in which people attend to unfamiliar and surprising 
events and objects [36]. Based on this work, we hypothesize that people select 
atypical features to use in their designs. 

However, the schema research predicts that not all atypical features will be 
entertained; people tend to ignore information irrelevant to the schema. Thus, people 
will stay away from atypical features, if they are not relevant to the schema. For 
designing chairs, features of the chair are irrelevant to the chair if they lack 
practicality; for example, a back of the chair that cannot support the person sitting on 
the chair is irrelevant to the chair in the sense that it cannot be used. Thus, we 
hypothesize that people will not select impractical features, even if they are atypical. 

3   Method and Results 

To explore the pattern of feature selection in the combination process, two 
experiments were conducted. In both experiments, participants were recruited from 
Mechanical Turk. In the preference experiment, participants were asked to judge  
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which of the three chairs is most atypical (preference experiment A), and to select 
which of the three types of chair backs they would like to incorporate in their design 
(preference experiment B). In the production experiment, participants were asked to 
produce designs by combining two given designs.  

3.1   Preference Experiment 

In the preference experiment, three chairs were designed that differ only with respect 
to their backs: an often-seen chair with a typical square back, an atypical and practical 
flower back, and an atypical but impractical back composed of sharp triangles. Figure 
4 shows the chairs used in the preference experiment. The position of the chairs was 
randomized in the experiments.   

Altogether 80 participants took part in preference experiment A. Their ages ranged 
from 20 to 61, with a mean of 32. Sixty-three percent of participants were males. In 
preference experiment A, the crowd was asked: 
 
       Which chair is most atypical? 
 

There were also 80 participants in preference experiment B. Their ages ranged 
from 21 to 57, with a mean of 33. Sixty percent of participants were males. In 
preference experiment B, a different crowd was asked: 

 

       The chairs below are designs from your fellow workers. If you are designing a 
new chair, which back of the chairs would you like to incorporate in your 
design? 

 
Our two hypotheses were (1) the participants would select atypical features (2) but 

only when those features were practical. Thus, we predict that the atypical, practical 
back will be preferred to the typical back and preferred to the atypical, impractical 
back.  

We first checked to make sure that chair backs differ in typicality. When asked to 
choose the most atypical chair in experiment A, 42 participants picked the atypical, 
impractical chair; 26 chose atypical, practical chair; and 12 selected typical chair, 
χ2(2, N = 80) = 16.90, P < 0.01. More people thought the atypical, impractical chair 
was more atypical compared to the atypical, practical chair. Then, if people select 
features based only on novelty, the atypical, impractical back should be chosen more 
often.  

Our main interest was the crowd’s responses in experiment B. Out of 80 
participants, 53 participants picked the atypical, practical back, 10 picked the atypical, 
impractical back, and 17 picked the typical back, χ2(2, N = 80) = 39.93, P < 0.01. 
Figure 5 shows the proportions of participants for the three options. As predicted, the 
crowd selected atypical features that are also practical, even though more people 
thought the atypical, impractical chair was more atypical than the atypical, practical 
chair. Thus, the crowd values both novelty and practicality. 
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Fig. 4. Chairs presented in the preference 
experiment, left to right: the chair with the 
typical back, the chair with the atypical, 
practical back and the chair with the 
atypical, impractical back  

Fig. 5. The proportions of the selected 
features 

3.2   Production Experiment 

In the production experiment, we examine whether the atypical, practical features will 
be integrated into the combined designs when participants are asked to recreate their 
own designs. We are also interested in whether the combined designs with atypical, 
practical features are judged more creative than designs with only typical features.  

Two chairs were designed. Each chair consisted of both atypical, practical features 
and typical features. The two atypical practical features were a flower back and 
rocking chair legs. The two typical features were a square back and straight legs with 
crossing bars. Figure 6 shows the chairs presented in the production experiment. 

 

  

Fig. 6. The two chairs used in the production experiment as parents: on the left is parent chair 
1, with a flower back and straight legs with crossing bars; on the right is parent chair 2 with a
square back and rocking chair legs 

Overall 94 participants took part in the experiment, and 94 sketches were collected. 
Among 94 participants, the ages ranged from 18 to 59 with a mean of 30. Fifty-two 
percent of the participants were males. 

In the production experiment, two chairs were presented on the right side of the 
drawing interface. The participants were asked to design a chair for children by 
combining the presented chairs. Our prediction was that the atypical, practical 
features—the flower back and the rocking chair legs—would be integrated more often 
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into the combined chairs than the typical features—the square back and the straight 
legs with crossing bars. We also predicted that the designs with atypical, practical 
features would be judged more creative than the designs with only typical features. 

Figure 7 shows four examples of the combined chairs. Most combined chairs 
conformed to the features of the initial two chairs, but some incorporated new features 
that were not present in the initial chairs. The coding of typical features and atypical 
features was performed by two raters: they counted the number of square backs, 
straight legs with crossing bars, flower backs, and rocking chair legs in the combined 
chairs. Inter-rater reliability, measured by a Kappa score, was 0.71. 

As predicted, atypical features were integrated more often in the combined designs 
than typical features, χ2(1, N = 40) = 22.50, P < 0.01. Figure 7a shows a combination 
of the atypical feature from each parent: the flower back from parent chair 1 and 
rocking chair legs from parent chair 2. Figure 7b shows an example of a combination 
of the typical features of the initial two chairs: the square back and the straight legs 
with crossing bars. There were two other types of combination: a new chair consisting 
of a mix of atypical and typical features as shown in Figure 7c, and a new chair with 
new features added as shown in Figure 7d.  
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Fig. 7. Examples of combined chairs Fig. 8. Proportion of typical features and atypical 
features 

In order to test the hypothesis that atypical, practical features are selected more 
often than typical features, the occurrences of typical features were compared to those 
of atypical, practical features. As shown in Figure 8, the atypical, practical features 
were selected much more often than the typical ones, χ2(1, N = 94) = 23.21, P < 0.01 
for the chair back, and, χ2(1, N = 94) = 28.30, P < 0.01 for the chair legs.  

We then examined whether combined chairs with only atypical features (atypical 
chairs) were judged more creative than the combined chairs with only typical features 
(typical chairs). Out of 94 combined chairs, 31 chairs were classified as atypical 
chairs and five chairs were composed of typical chairs. Two raters coded the 
classification, and inter-rater reliability, measured by a Kappa score, was 0.96.  
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A standard measure of creativity is a count of the number of original ideas that pass a 
threshold on the practicality dimension: Only ideas that are considered practical 
should be given credit for originality [7, 37]. A crowd of 400 participants was asked 
to evaluate the chairs on originality and practicality. We used the approximate mean 
value of the ratings across all designs, 4.0, as the threshold. The number of creative 
designs was four among atypical chairs and there were no creative designs in typical 
chairs. Although this result was consistent with our hypothesis, the count was too 
small to draw conclusions from.  

In summary, the results from preference and production experiments show that the 
atypical features are more likely to be selected and integrated into the new combined 
designs, but only when they are also practical. The presence of atypical features might 
contribute to the creativity of the designs. In contrast, the typical features, which were 
judged low in originality, were dropped during the combination process. Therefore, 
the combination process plays a role in enhancing originality while maintaining 
practicality. The crowd’s affinity for atypical, practical features is a source of 
creativity in the sequential combination system.  

4   Discussion and Conclusions 

Everyone can be creative [38], and crowdsourcing systems can facilitate an 
individuals’ ability to generate creative solutions. The previous and present work 
investigated how such augmentation might happen. Previous work demonstrated that 
the crowd was able to generate creative designs through a combination process. The 
current work performed an analysis on the initial and combined designs, and 
investigated how features of designs propagated through the combination process. 
The main finding was that atypical, practical features were favored in the combination 
process. These features are both novel and useful, which should improve the 
creativity of the combined designs. 

The contributions of the findings are two fold. Theoretically, they provide 
experimental evidence to the combinatorial conjecture of creativity: Creative designs 
emerge through the combination of two discrete designs. The special role of the 
atypical features in the combination process provides insight into the crowd’s creative 
thought. Practically, the findings suggest a way of designing a crowdsourcing system 
that can perform creative tasks: the system can be designed to encourage the 
generation of more diverse ideas which in turn might increase the number of atypical 
ideas. It can also incorporate a process to favor the atypical and practical ideas for 
selection and integration. 

The present work describes a large space that deserves future study. First, the 
reported studies were performed within a population consisting mostly of novices. 
Experts might have different opinions on how to integrate features in designs and may 
assess the creativity of the designs differently. Thus, experts might be invited to test 
the external validity of the crowd’s creativity. Second, the present analyses only looked 
at the combined features clearly present in the parent designs. However, we noticed a 
large number of emergent features in the combined designs that could not be traced 
back to any features of the parent designs. It is possible that these emergent features 
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were somehow primed by the features in the parent designs. Since we observed that the 
most creative designs tended to have such emergent features, the emergence of these 
features in crowd designs deserves more attention.  

In conclusion, the experiments open a door to crowd creativity. The combination 
system, and its output, provides a way to study collective intelligence, and in 
particular how and why it occurs. The crowd is able to perform creative work by 
infusing diverse ideas, filtering out ordinary ideas, and then integrating unique ideas.  
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Abstract. DoD investments into cyber threat defense are ongoing; however, 
little attention is paid to training personnel to detect and prevent threats to cyber 
networks that come from internal sources. Supervisors need to know what 
behavioral signs to watch for that might indicate an employee intends to 
commit an insider crime. Monitoring employee workstations is proving an 
ineffective means of determining insider threats. Training is needed to provide 
examples of the numerous ways cyber threats are achieved. An interactive role-
play game environment may provide an appropriate instructional delivery 
system to train supervisors. Such a training system should employ instructional 
support features, aids, and feedback to the trainer and the trainee. The training 
system should also provide adaptive learning pathways to facilitate accelerated 
learning where individual assessments show mastery of specific content. 
Creating such a system not only requires appropriate training materials, but also 
a means to assess the systems efficacy. Augmented cognition methods and 
techniques for evaluating the cognitive state of a learner provide a real-time, 
objective means of evaluating training delivery and content. In this paper we 
discuss our efforts to assess learner engagement using psychophysiological 
measures.  

Keywords: accelerated learning; adaptive training; learner engagement, 
psychophysical measures. 

1   Introduction 

Accelerated learning remains a major, yet unattained, goal of education systems [1], 
government [2] [3], business [4] and the military [5]. In the military, in fact, the need 
"to dramatically accelerate the transition from novice to expert in key military tasks" 
is seen as absolutely crucial to the continued effectiveness of U.S. fighting forces 
around the globe [6]. On the educational front, in a system that requires 25-75% fewer 
school days than most other countries do, rapid increases in learning rate might prove 
to be the only factor that can offset the U.S.'s continued decline in science and math 
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test scores in comparison with those of other nations. Thus, for many reasons, 
technological applications that substantially and reliably accelerate learning would 
have near unlimited market demand and potentially great social impact. The greatest 
social impact for accelerated learning may be upon us in the area of cyber security. 
The growing reliance on technological infrastructures has made organizations 
increasingly vulnerable to cyber attacks, especially those from inside the organization 
[7]. Effective training of key personnel is needed so that organizations have proactive 
measures in place to detect and prevent intrusions before breaches can do significant 
damage. Accelerated learning, implemented through customized learning pathways 
and interactive role-playing games may be the right approach to effectively train 
cyber network supervisors so they can detect behavioral warning signs of an insider 
threat. 

Scenario-based, role-playing games are believed to increase student engagement 
[8]. However, measures of engagement are typically subjective. Psychophysiological 
measurements such as EEG and eye-tracking sensors have led to significant advances 
in scientists' understanding of the kind of learning retained [9] [10] [11]. Through 
accelerated learning approaches and innovative ways to measure learner engagement, 
we expect to establish new guidelines for learning applications, just as one might use 
a user-in-the-loop iterative strategy when designing adaptive training systems [12].  

2   Accelerated Learning 

Most managers have a goal of getting employees' knowledge and skills up to speed as 
quickly as possible and then maintaining their knowledge and skills over time. 
Effective organizational performance is often correlated with employee knowledge 
and skill. The issue of speed is especially important in cyber security training as the 
magnitude of the overall threats and the frequency of attacks continues to grow. Thus, 
there is increasing pressure on organizations to train their employees both faster and 
better in order to reduce “time to value” [13]. The most common name for this highly 
desired and valuable goal is accelerated learning.  

Educational technology appears to have the greatest potential effect on learning 
speed through courseware that provides adaptive (thereby accelerated) learning [14]. 
In addition, scenario-based, role-playing games appear to be effective for those with 
higher levels of knowledge or skills at the outset and increase student engagement for 
all learners [15].  

2.1   TiER1 Approach to Accelerated Learning 

Definitions of accelerated learning typically differ depending upon the specific 
context in which the definition is used. A broad spectrum of accelerated learning 
definitions is represented in Table 1. 

Working from the base of these varying perspectives, TiER1 has operationally 
characterized accelerated learning as the reduction of learner time required to meet 
learning objectives in a training event. 
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Table 1. Definitions of Accelerated Learning 

Definitions of Accelerated Learning Authors 

Paraconscious mental activity that can create conditions 
to automate and use memory, brain, and intellectual 
reserves of people effectively 
 

Lozanov (1978) [16] 

Providing effective training in a short period of time Gill and Meier (1989) [17] 

Making a superlink between the right and left brain Linksman (1996) [18] 

Adapting and learning new skills quickly 
Lawlor and Handley (1996) 
[19] 

The ability to absorb and understand new information 
quickly and retain information 

Rose and Nicholl (1997) [20] 

Changing behavior with increasing speed Russell (1999) [21] 

Fast learning 
Lynn, Akgun, and Keskin 
(2003) [22] 

Learning faster and smarter to keep up with change, call 
on new knowledge, and apply new skills 
 

Landale (2004) [23] 

Rapidized training; getting individuals to achieve high 
levels of proficiency at a rate faster than ordinary; the idea 
of making learning more immune to decay 
 

Hoffman, et al. (2010) [13] 

 
To accomplish this goal, we approached acceleration within our system in two 

ways:  

1. Adapting the amount of content learners need to cover based on their current level 
of proficiency 

2. Increasing the efficiency of the learning process  

Our team is developing XL-CITR (Accelerated Learning for Cyber Insider Threat 
Reduction), a comprehensive training solution that integrates best practices in 
instructional design, competency-driven learning objectives, content filtering for 
accelerated learning, performance feedback, and learning management. The design of 
the study will be unique in that it will 1) be able to assess both the individual and the 
combined effects of learning acceleration and game-based interaction, and 2) 
incorporate objective psychophysiological measurements using principles of 
augmented cognition (e.g., real-time, unobtrusive, and quantitative measures). The 
focus of this paper is on our approach for measuring learner engagement. 
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3   Augmented Cognition 

A goal of augmented cognition research is to use psychophysiological measures such 
as electroencephalography (EEG), pupil diameter, and gaze tracking to identify—in 
real-time—perceptual, attentional, and cognitive workload states that may be helpful 
or detrimental to Warfighter performance [24]. Recent investigations within military-
relevant training environments suggest that EEG signatures of attention, memory, and 
workload can be validly assessed during learning [25]. Furthermore, EEG measures 
offer a reliable means to accurately quantify key aspects of information processing 
[26] [27] [28]. These studies suggest that changes in EEG power spectra, as well as 
event-related EEG changes, are identifiable and correlate with levels of skill 
acquisition in simple and complex tasks. Thus, these measures are useful in matching 
mental capabilities to task and learning requirements so that mastery over the subject 
matter is maximized while mental effort is minimized [29]. 

The goal of the study run by augmented cognition researchers from the Interactive 
Simulation Laboratory (iSim Lab) at the University of Alabama at Birmingham is to 
compare the cognitive state of learners who receive Accelerated Learning for Cyber 
Insider Threat Training (XL-CITR) training (e.g., fundamentals, quizzes, game-based 
interaction, and feedback) versus those who train using equivalent modules of a 
conventional training (CONVEN) implementation. An augmented cognition 
framework, using EEG and eye tracking sensors, will be used to assess the workload 
and the engagement levels of learners as they progress through abbreviated, 
generalized versions of XL-CITR and CONVEN, allowing design elements to be 
mapped onto intra- and inter-participant psychophysiological differences. That is, the 
experiment will establish individual baselines for the psychophysiological response 
measures and identify changes from baseline data during randomly assigned on-set 
and off-set exposure to the various program design elements. We expect the pattern of 
these changes in workload and engagement provide enough sensitivity to guide 
subsequent program and role-play game design. 

3.1   Equipment 

EEG. The wireless EEG sensor set to be used in this study was developed by 
Advanced Brain Monitoring (ABM). The system combines a 1.5 V battery-powered 
headset with a sensor placement system, following international standards. The full 
system is a lightweight, easy-to-apply cap that can acquire and analyze six to nine 
channels of high-quality EEG data. The sensors require no scalp preparation and 
provide a comfortable and secure sensor-scalp interface for 8 to 12 hours of 
continuous use. Sensor site locations on the system include the following: F3, F4, C3, 
C4, P3, P4, Fz, Cz, and POz. These sites can be combined in bi-polar or monopolar 
configurations (referenced to mastoids). The head pack contains miniaturized 
electronics that amplify, digitize, and transmit the EEG data in most environments, 
including environments with high electromagnetic interference.  

Eye Tracking. Blink rate, pupil dilation, and scan path are convergent measures for 
mental workload [30]. The Arrington Research ViewPoint monocular eye tracker 
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system will be used to track eye movements during the study. The eye tracker system 
uses an infrared (IR) light source to shine IR light on the eye, and the IR camera 
captures frames of images of eye as the person wearing the system performs different 
tasks, as shown in Figure 1. The eye camera and eye illuminator are located proximal 
to the eye; therefore, a head tracker is not required to accurately identify the pupil 
center. Using a bright pupil technique, the illuminator projects near-infrared light 
through the pupil such that the light reflects off the retina. The reflection created by 
the returning light traversing the cornea produces a bright pupil effect. This optical 
set-up allows the eye camera, which captures pictures of the eye every 17 ms (60 Hz), 
to estimate the eye pupil center and to discriminate the corneal reflection (CR). These 
two parameters are then used to estimate the point of gaze of the operator. The 
accuracy of the point of gaze estimation by the Arrington eye tracker is less than 1 
degree visual angle (roughly a 7 mm error when the participant is seated at 76 cm 
from the display, as in this study). Further, using the captured eye images, the image 
processing algorithms can distinguish between iris and pupil areas and fir a circle or 
ellipse to calculate pupil diameter in real-time.  

 

Fig. 1. (a) Arrington Research ViewPoint eye tracker system with infrared camera and light 
source. (b) Pupil detection using the light source and camera. 

3.2   Subjective Self-assessments 

An assessment of program quality and cognitive load surveys will be used in this 
study. Participants will respond twice, once for the XL-CITR module and once for the 
CONVEN module. These subjective measures should support the psychophysiological 
measures of workload.  

3.3   Participants 

A total of 32 male and female volunteer participants from the local military population 
(active duty, retired, or government-civilian) in Colorado Springs will participate in 
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this study. Participants will be recruited through the local base newspapers and 
business groups. Participants in this study will have half of the training content 
delivered by the XL-CITR system and half by CONVEN. During the training, 
participants will wear a lightweight cap that will record psychophysiological measures 
as indicated in the equipment description Blink rate, pupil dilation, and scan path (of 
gaze) will be tracked with a remote camera.  

3.4   Method 

Participants will be fitted with the 9-channel, wireless EEG made by ABM. An 
impedance check of all sensors will then be performed. Once the sensors have settled 
to under 20 mV, a set of baseline tasks (a 3-choice vigilance task, an eyes-open rest 
task, and an eyes-closed task) will be performed to ensure that the EEG system is 
working properly. Once the EEG baseline is complete, the participant will undergo a 
calibration procedure to align the eye tracker coordinate system with that of the 
monitor displaying the XL-CITR content. In the calibration procedure, participants 
direct their gaze to 17 predefined points, one at a time, on the display, while the eye 
tracker maps the participants’ eye position relative to the monitor. 

Participants will be randomly assigned to one of four experimental conditions 
(GRP 1-4), balancing order of presentation and content set: 

• GRP1: XL-CITR Module A, then conventional multi-media Module B 
• GRP2: XL-CITR Module B, then conventional multi-media Module A 
• GRP3: Conventional multi-media Module A, then XL-CITR Module B 
• GRP4: Conventional multi-media Module B, then XL-CITR Module A 

[The content of Module A will be the same across all conditions. The same holds 
true for the content of Module B.] 

3.5   Dependent Measures 

The dependent measures for this study include the EEG measures (EEG percent 
workload, EEG percent engagement, frequency changes at each EEG location, 
percent fixation for an area of interest), the eye tracking measures (blink rate, pupil 
diameter), subjective assessment of program quality, and the perceived workload 
based on the cognitive load questionnaire.  

 
Testable Assumptions (TA) and Hypotheses (H) 

• SII-TA1: The EEG measures of engagement will be sensitive enough to discern 
which aspects of the XL-CITR (e.g., fundamentals, quizzes, role-play game, and 
feedback) positively influence participants’ focused attention.  

• TA2: The EEG measures of workload will be sensitive enough to pinpoint such 
workload issues as how participants experience each component of the role-play 
game. As participants master the learning material, their workload will decrease 
while their performance will improve.  
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• TA3: The blink rate and pupil dilation will provide a real-time convergent means 
to reinforce findings of the EEG measures. Those persons who master the task 
will make fewer saccades and more fixations toward relevant information.  

• TA4: The cognitive load survey will provide an overall measure of cognitive 
workload that will assist in assessing the psychophysiological measures.  

• H1: Average scores on psychophysiological measures of engagement: XL-CITR > 
CONVEN. 

4   Conclusion 

We believe new opportunities exist for researchers who want to quantify learner 
engagement and design environments that have a significant impact on learning 
performance. Our work in accelerated learning and learner engagement is just now 
examining a few of the many variables that might show a positive outcome. Future 
studies are planned to generate a set of best practices that can be adapted by large 
organizations who are interested in improving the overall learning experience for their 
workforce. 
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Abstract. There have been a number of successes of real-time application of 
physiological measures in operational environments such as with the control of 
remotely piloted vehicles (RPV). More recently, similar techniques have been 
investigated within the context of improving learning. A major challenge of the 
learning environment is that an individual’s ability to perform the task, and thus 
their workload experienced during the task, are constantly changing. Cognitive 
Load Theory provides insight into how workload interacts with learning. One 
aspect of this theory is that as information is learned it reduces working 
memory demands. This paper discusses results from an RPV training study 
investigating the effects of workload and learning on pupil diameter. 
Specifically, pupil diameter decreased overtime as the task difficulty was held 
constant, and increased as new information was presented. The results of these 
studies are discussed in terms of how they can be used in a physiologically 
driven adaptive training system. 

Keywords: Augmented Cognition, Pupil Diameter, Training, Workload. 

1   Introduction 

The introduction of the terms Neuroergonomics [1] and Augmented Cognition in 
recent years has signaled a renewed interest in applying measures of the brain to 
improving performance at work. Neuroergonomics refers to an interdisciplinary area 
of research where findings and techniques from neuroscience are used to better 
understand how the brain functions at work. The goal of this field is to create a better 
work environment which is informed by neuroscience. Augmented Cognition also has 
an emphasis on applying neuroscience to work but has been more specifically focused 
on using neurophysiological signals as inputs for closed loop systems. The goal of 
these closed loop systems is to detect when individuals are overloaded or underloaded 
and adjust their environment accordingly. The ability to create a close looped system, 
however requires that we have metrics that are sensitive to changes in cognitive load 
in near real-time. There have been a number of different types of sensors used with 
EEG being among the most popular due to its high temporal resolution. 
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1.1   EEG and Workload 

EEG has been one of the most extensively used real-time physiological measures of 
mental workload and several techniques have been emerging which show promise. 
Pope et al [2] developed a function utilizing a simple algorithmic formula based upon 
Beta power divided by Alpha plus Theta Power. This formula called the Engagement 
index has been applied to an adaptive closed loop simulated piloting task [3] called 
the MAT-B and was demonstrated to improve performance in a vigilance task. The 
formula does not require any individual calibration which likely reduces its sensitivity 
but increases its ease of use.  

Advanced Brain Monitoring’s (ABM) B-Alert system [4] uses a proprietary 
method of classifying both workload and engagement based upon discriminant 
function analysis. The workload index is reported to track processes that generally 
considered to be executive functioning whereas engagement is associated with more 
attentional and sensory processing resources. The system applies its classification to 1 
second segments of EEG data. The ABM system requires EEG data be collected from 
participants on a simple vigilance task over 15 minutes to establish individualized 
coefficients for the DFA. The metrics have been demonstrated to successfully track 
workload in digit span and mental arithmetic tasks [4], however others have found it 
to be insensitive to more complex spatial processing tasks [5]. 

Ongoing research at Wright Patterson Air Force Base has applied Artificial Neural 
Networks (ANN) to classify high and low workload in a simulated UAV task [6, 7]. 
The ANN incorporates EEG and a number of other physiological signals including 
ECG and Pupillometry. Once the ANN has been trained using physiological data 
collected on segments of high and low workload on the task it can accurately assess 
high and low workload on untrained segments with 85-90% accuracy. However, the 
ANN’s accuracy in distinguishing high and low workload drops when used on 
different days and different tasks which restricts its potential applicability to the use in 
operational settings.  

Additionally there has been some recent success in using single trial Event Related 
Potentials (ERP’s) [8]. ERPs are typically averaged across a number of trials and 
components such as P300 (a peak in amplitude occurring around 300ms after a 
stimulus has been presented) have been found to distinguish low and high workload. 
Moving to a single trial analysis increases the amount of noise but also increases the 
potential applicability of ERP as a real-time operational metrics of workload. 
However single trial ERP is still developing and its application requires precise 
millisecond timing between the task environment and EEG system. Although the 
approaches to classifying EEG data vary they have definitely shown promise as a 
means of assessing mental workload in real-time. However there are additional time 
costs to using EEG in an operational environment such as set up time and time to train 
the classification algorithms which may limit its operational utility. Other 
physiological metrics such as pupillometry also show promise as a potential real-time 
metric of cognitive load and require less set up time. 

1.2   Pupillometry and Workload 

Although not a direct measure of brain activity, pupil diameter has a long history of 
being tied to different cognitive processes. An association has been found between 
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increased pupil dilation and activation of the middle frontal gyrus, which has been 
associated with central executive and high demand functions [9]. Pupil diameter has 
been shown to steadily increase as workload or working memory demands increase in 
a large variety of different simple and complex tasks [5, 10-13]. Averaged pupil 
diameter has been found to be sensitive to multiple levels of workload through 
increasing levels of difficulty of the task. There is still some conflicting evidence 
however about what happens to pupil diameter during overloaded conditions, as some 
evidence suggests pupil diameter levels off [12] while others have actually found 
pupil diameter to drop when task demands exceed available resources [10].   

Additionally, pupil diameter has been found to be linked with fatigue by pupil size 
decreasing over the course of experimental sessions [11] as well as with motivation, 
with individuals demonstrating larger pupil diameters when an incentive to perform is 
provided [13]. While pupil diameter is typically averaged and used as a post hoc 
assessment of workload, there have been several investigators looking at applying 
pupil diameter to real time or over smaller time windows [14]. Marshall’s index of 
cognitive activity [14] is a real time gauge of workload based upon applying a 
proprietary wavelet analysis to pupil diameter. Other researchers [5] have used 
average pupil diameter and maximum pupil diameter over short time windows.   

Pupillometry has the potential to be a valuable index of mental workload in an 
operational setting. Although pupil diameter also varies with other more tonic 
psychological phenomenon such as fatigue and incentive, there is still evidence to 
suggest that it can still detect more short term changes in workload while these other 
phenomena are occurring [5, 13]. Technology for eye tracking systems has improved 
such that they are now completely off the head and require less than a minute to 
calibrate to an individual. These advancements in eye tracking systems make it more 
viable to investigate questions about pupillometry under various conditions.  

1.3   Closed Loop Physiological Systems 

Real-time adaptive automation involves the allocation of responsibilities or aiding to a 
human-machine system during a task and based on an input metric (EEG, 
pupillometry, performance) that is being analyzed in real-time. In recent years, 
researchers at Wright Patterson Air Force Base have had success using artificial 
neural networks (ANN) to classify operator state with accuracies up to 85% for an 
individual [6, 7].The researchers fed EEG and eye tracking data in real-time into an 
ANN and showed a 50% improvement in performance on a RPV target identification 
task when using adaptive automation in the task to slow down vehicle speed when 
workload was classified as high, and speeding it up when the ANN classified 
workload as low. The research serves as one of the best examples of how real-time 
physiological assessment and monitoring can be used to improve performance in an 
operational environment. The success has fueled interest in applying physiological 
sensors as real-time inputs to other closed loop systems and moving it from the 
operational domain to a training domain. 

1.4   Applying Physiology to Learning 

The goal within the operational environment is to identify periods of time where the 
operator is overloaded and then provide automation or aiding to reduce workload. The 
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training environment however is dynamic and as trainees acquire skills, they utilize 
different brain regions and demonstrate reduced workload while performing the same 
task [15]. Cognitive Load Theory (CLT) [16] is a theory of learning which states that 
learning is essentially, processing and organizing information in working memory and 
storing it in long term memory. The organization of information in working memory 
is a cognitively demanding process and the largest bottleneck in the learning process. 
Overloading an individual’s working memory capacity results in an inability to 
transfer information to long term memory and thus increased time to learn the task. 
Once information is learned and stored in long term memory the demands on working 
memory (cognitive load) are greatly reduced. The goal of adaptive training would 
therefore be to identify when an individual has learned a specific level of a task or 
information and then present them with additional information to learn.  

Presently there are no systems that monitor task knowledge in real-time via 
physiology and then adapt training material. One approach to measuring skill mastery 
is being performed by researchers at EGI, where they are investigating the use of 
single trial event related potentials in specific brain regions during a language 
learning task. The present research addresses an alternative approach, measuring 
working memory load or workload in real-time with pupillometry, as an individual 
learns a task.  

As an individual acquires knowledge (i.e., stores it in long term memory), they 
become less reliant on working memory and eventually the task becomes automatic. 
Therefore an individual who is learning a task should demonstrate both higher 
performance and lower workload once they have mastered the task. The present 
experiment trained individuals on a simulated RPV intelligence, surveillance and 
reconnaissance (ISR) task. Trainees had to calculate the vehicle’s direction of 
movement based upon the UAV heading and the apparent target direction of travel on 
the simulated video feed. Skill level in the task was manipulated by increasing the 
amount of mental rotation necessary to calculate direction of travel.  

2   Method 

2.1   Participants  

Thirteen participants (18-30 years, M = 22, SD = 4.10) from the George Mason 
University volunteered to engage in a UAV training simulation experiment in 
exchange for course credit. Four participants’ data were excluded due to problems 
with missing data.  

2.2   Materials  

Virtual Battlespace 2 (VBS2) was used to construct simulated UAV video files that 
were played back in a separate application created for this experiment. VBS2 is a 
high-fidelity, three-dimensional virtual training system used for experimental and 
military training exercises. In addition, the Tobii X120 off the head unit was used to 
collect eye tracking data. The unit sat in front of the participant and just below the 
surface of the monitor running the simulation. The system recorded both eyes at 60 
samples per second. Neuroscan was used to collect EEG data at 500 samples per 
second. EEG data however is not considered in this paper.  
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2.3   UAV Desktop Simulation  

After receiving a brief PowerPoint training about the task, participants engaged in a 
UAV desktop simulation in which he or she was trained to report information on 
moving vehicles as seen from a UAV (see Image 1). Participants were asked to 
identify and report heading information about the target vehicles crossing the screen. 
At the beginning of each experimental block, examples of each target to identify were 
presented and participants were expected to learn to recognize each by name (ID 
task). An example of one of the vehicles is shown in Image 2. For each experimental 
trial, participants were given the heading of the UAV and were asked to estimate the 
heading of the vehicle on the ground (heading task). A graphical depiction of a 
compass facing due north with 30 degree increments was provided to the participant 
for reference. After entering the target heading estimation and the identity of the 
target, participants were then asked to rate their perceived mental effort in calculating 
the target heading and identifying the target.  

 

 

Fig. 1. Interface for the experiment 

 

Fig. 2. Picture of an M1A1 that participants were expected to recognize by name 
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The difficulty of the task progressed over three blocks of trials. Only one vehicle 
was shown on the screen at a time and a total of twenty vehicles were shown within 
each block. Difficulty was manipulated by varying the UAV heading as well as the 
possible target heading. Additionally, the ID task difficulty was manipulated by 
increasing the number of vehicles the participant learned for each block from two to 
four to six. For example, the easiest level (block one) showed the UAV heading at 
only 0 degrees and the target’s heading could be either 0, 90, 180 or 270 degrees. 
During this level, participants were only expected to learn two vehicles.  

The most difficult level (block three) showed the UAV heading at any 30 degree 
increment and changed after each target, and the target heading could also be any 30 
degree increment. During this final block, participants were presented with six 
vehicles and were expected to recognize all six of them by name.  

2.4   The Experiment  

Written informed consent was obtained from all participants and the participants were 
then introduced to the experimental tasks. This experiment took place over one day 
with a duration of approximately two to three hours, including EEG preparation, eye 
tracking calibration, training and experimental trials. After being prepped for EEG, 
participants reviewed a PowerPoint training on the task and then began the 
experiment. All participants completed blocks one, two and three in the same order 
from easiest to hardest. 

3   Results 

The researchers considered one of the most cognitively demanding parts of the 
simulation to be during the target heading calculation. Therefore, this analysis 
primarily focused on the pupillometry data during this task. This was done in order to 
compare pupil dilation during the high demand parts of the task to other less 
demanding parts. Additionally, in order to investigate the affect of learning on pupil 
dilation, the first and last three trials of each difficulty block were analyzed and 
compared to each other. We hypothesized that as the participant began to learn the 
material, it would become less challenging throughout that difficulty block, and that 
his/her pupil size would get closer to baseline levels towards the end of the block. 

3.1   Maximum Pupil Size and Difference Scores 

To best capture the period of mental effort during the heading calculation task, we 
took the maximum pupil size (an average of the top five pupil sizes) during each part 
of the task. Figure one depicts the maximum pupil sizes during the first and last three 
trials of each block during the ID and heading task. According to performance data, 
participants focused their efforts on the heading task, which is confirmed in the 
pupillometry since pupil size is greater during the heading task than it is during the ID 
task; both of which are within seconds of each other.  
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Fig. 3. Pupil dilation is sensitive to mental effort and is highest during the most demanding part 
of the task 

 

 

Fig. 4. Maximum pupil difference size is highest at the beginning of the new block of 
difficulty, and then attenuates with learning (left figure). This trend follows with the 
performance data (right figure) showing participants’ error reducing by the end of each block.  

Difference scores were then calculated for pupil dilation by calculating each 
individual’s average pupil size during each individual trial and subtracting that from 
the maximum pupil size data. This was done in order to show change from the 
average and reduce factors caused by individual variability. Positive scores mean that 
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the pupil size was greater than average, while negative scores indicate pupil size was 
smaller than average. Figure 2 (left) shows not only that pupil size is far above 
average (average being zero), but also that that pupil size attenuates towards the end 
of each block, but then jumps back up at the beginning of the next difficulty block. 
This pattern also corresponds with performance data (figure 2, right) where the 
participants’ performance becomes significantly better towards the end of each block.  

A paired-samples t-test was conducted to compare the pupil size for the first three 
compared to the last three trials across each block. There was a significant difference 
in the pupil sizes in the first part of the block (M=0.38, SD= 0.16) compared to the 
second part of the block (M=0.31, SD= 0.14), t(45)= 2.40, p= 0.01.  

4   Discussion and Implications 

The results of the present study demonstrate that pupil diameter is sensitive to both 
phasic and tonic changes of workload. Phasic, short term sensitivity is evidenced by 
large increases in pupil diameter as individuals moved from the search phase (easiest 
portion of the task) to the mental calculation phase (hardest phase). Pupil diameter 
was also sensitive to tonic changes in workload as evidenced by the gradual decrease 
in pupil diameter from the beginning of the block to the end of the block. The 
fluctuations of pupil diameter during the heading task between and across blocks 
matches what was expected based upon Cognitive Load Theory. That is, within each 
block of difficulty pupil diameter significantly decreased when comparing the 
beginning of the block to the end of the block. These changes in workload also 
corresponded with increases in performance from the beginning of the block to the 
end of the block. The combined increase in performance and decrease in workload 
suggests that information was transferred to long term memory and the burden on 
working memory was reduced i.e., information was being learned. Additionally, as 
new information was presented e.g., from block 1 to block 2 pupil diameter once 
again significantly increased. 

Although the present study was not a closed loop adaptive training, it did provide 
evidence to suggest that pupil diameter could be used to drive such a system. Unlike 
the operational environment, developing a closed loop training system has many 
unique challenges beyond the simple identification of sensitive metrics; although even 
within metric selection, learning presents some unique challenges. For example, how 
do you train an ANN when workload fluctuates as a function of learning? Identifying 
high and low workload may need to be done with a different task which may impact 
the sensitivity of the ANN. This is in contrast to the operational environment, where 
we simply identify periods of overload and turn some additional automation on, or 
identify periods of underload and turn some automation off. Changes in learning 
appear to be more gradual and present challenges that need to be investigated. For 
example, determining what threshold level suggests an individual is ready to learn 
new material is something that still needs to be identified. This threshold may also 
change as the goal of learning shifts from acceptable performance to retention. Future 
studies will investigate these and other questions with the intention of eventually 
closing the loop in a training environment. 
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Abstract. Real-time adaptation is challenging in both operational and training 
environments, as the system must be able to identify what, why, and when 
mitigation is needed, and how best to mitigate to optimize the human-system 
interaction. Training systems have additional complexities, as the sole goal is 
not to optimize performance as in operational environments, but to optimize 
training, which may involve more error allowance for learning opportunities. 
This paper outlines a proposed hierarchical adaptation framework for adaptive 
training systems, involving diagnoses of learning state, performance, and 
expertise. It will also discuss candidate approaches to obtaining the necessary 
measurements using physiological and neurophysiological processes, provide 
some guidance for designing strategies for optimal adaptation, and highlight 
current challenges and future research areas.  

Keywords: Adaptive Training, Augmented Cognition, Training Systems. 

1   Introduction 

Adaptive training has great potential across many domains, including airport baggage 
screening, which involves human review of electronic images/video of bags in search 
of explosives and other dangerous items. Screening is a repetitive visual search task 
that often has a very low probability of encountering a threat, but extremely high 
consequences if a serious threat is missed. Due to the importance of screening 
accuracy, screeners are required to complete extensive training both before going on 
the job and while employed. The unrepresentative ratio of threat targets during 
training (to ensure exposure within constrained timeframe) and repetitiveness of 
current training practices over time degrades its effectiveness, and current evaluation 
methods are unable to quantitatively measure details of officer state such as hazardous 
cognitive states (e.g., fatigue, boredom, inattention) that could negatively impact 
training outcomes and identify root cause(s) of performance errors (i.e., scan vs. 
recognition error) and influencing factors (e.g., threat type, location, orientation, 
clutter in bag, etc.). Instead, instructors using traditional training methods are often 
limited to observable behavioral metrics (e.g., detections, false alarms). 

To more completely identify all obstacles to training effectiveness in this domain 
and others, new training systems are required that ‘peer into the mind of the users’ to 
capture perceptual and cognitive processes not otherwise accessible, and provide 
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quantitative metrics to evaluate trainee state throughout a training session. This would 
result in a more complete measurement suite that allows a comprehensive diagnosis 
process to identify root cause(s) of training deficiencies/inefficiencies that can in turn 
provide directed feedback for addressing issues, thus individualizing training to 
optimize training effectiveness and efficiency. Such a training system could provide 
in-action feedback, where training scenarios can adapt in real-time to provide 
individualized training targeted at specific error patterns. Furthermore, such a training 
system could provide a comprehensive After Action Review (AAR) display that 
summarizes training strengths, deficits, and provides playback options (e.g., freeze in 
action, step through action) to highlight training opportunities. A thorough 
understanding of when to adapt, what to adapt, and how to adapt to optimize training 
is required to ensure that deficiencies/inefficiencies are targeted at appropriate times 
to focus training and avoid negative adaptation consequences such as distraction or 
confusion. There is a need to develop tools that support instructors and screeners to 
address when errors occurred, what errors occurred and why these errors occurred to 
increase the diagnostic value of training assessment. 

Currently, no operational training systems incorporate this level of advanced 
performance measurement. While many testbeds have been developed to study these 
tools in a laboratory setting, few have addressed the many theoretical and technical 
challenges associated with developing a fieldable system. First, the sensor hardware 
must be usable and noninvasive while maintaining high levels of accuracy and 
reliability. Second, the system must facilitate near real time correlation of sensor data 
with scenario and behavioral events. Third, the system must facilitate the processing 
of very granular process level data into meaningful actionable diagnoses. Fourth, the 
system must respond to these diagnoses in a manner that ideally addresses the training 
gaps and learning state of the trainee. 

This paper will outline a proposed adaptation framework for diagnoses of learning 
state, performance, and expertise, discuss candidate approaches to obtaining the 
necessary measurements using physiological and neurophysiological processes, and 
provide some guidance for designing strategies for optimal adaptation. Current 
challenges and future research areas are also discussed.  

2   A Training Adaptation Framework 

Adaptive training systems are different from their operational counterparts in that 
performance optimization is not the only goal of the adaptation. In a training setting, 
the objective is to train efficiently and effectively, which often requires the user to 
make mistakes as an acceptable and valuable part of learning. Such “mistake” 
opportunities may be lost (mitigated or prevented) in a performance-optimizing 
operational system. While adaptations are used operationally to mitigate problem 
states (a “treat the symptom” approach), adaptations should be used in training to 
address root causes of problem states, as training allows time and flexibility to drill 
down to that level. Conversely, while good performance is the goal of operational 
systems, it may signal the need for adaptation in a training environment if the trainee 
has mastered a skill and is ready to move on.  
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In order to effectively adapt a scenario without disrupting learning, use of a 
hierarchical adaptation framework is proposed. At the highest priority level (Level 1), 
it should be ensured that the situation affords learning and that learning can occur. 
Given this, it is first necessary to mitigate negative learning states such as drowsiness 
and distraction. Given the example vigilance task, these states are anticipated to occur 
and could conceal true performance issues and prevent training opportunities. The 
second priority (Level 2) is to address skill deficiencies, guiding trainees to acquire all 
necessary knowledge and skills, preventing them from practicing bad habits, and 
perpetuating incorrect performance or error patterns. Once performance is adequate, 
the third priority (Level 3) is to target development of expertise, providing trainees 
with practice opportunities and instruction designed to move them up the expertise 
continuum to automated performance. Based on these three diagnostic categories (i.e., 
Learning State, Skill, and Expertise), it is necessary to identify how data would be 
obtained and integrated to diagnose adaptation trigger points. Candidate approaches 
are discussed in the following section.  

3   Measurement and Diagnosis 

Given the ‘unobservable’ perceptual and cognitive processes involved in many 
complex tasks, it may be necessary not only to assess outcomes such as accuracy of 
response, but also to assess process measures at a cognitive level. To realize such an 
adaptive training solution, advances in both measurement/diagnosis and in training 
science could be utilized that address the framework’s information requirements and 
enable effective and efficient adaptation to optimize training. A comprehensive suite 
of metrics and diagnostic capabilities is needed to drive such individualized feedback 
to optimize training effectiveness and efficiency. Advances made in psycho-
physiological sensing technology have demonstrated success in evaluating cognitive 
state in near real-time. Numerous sensors exist to capture process measures of 
cognitive activity, including behavioral, physiological and brain-based technology. 
These technologies provide insights that go beyond outcome performance and beyond 
the capabilities of an observing instructor. 

According to the proposed training adaptation framework, adaptations to training 
should be made with the goals of first enhancing readiness for learning to ensure the 
information provided during training can be effectively processed by the trainee, 
second, improving knowledge and skills to allow development of skilled 
performance, and third, increasing expertise levels to boost efficiency and 
effectiveness of both training and trainee performance. In the following subsections, 
the three diagnostic approaches – learning state diagnosis, skill diagnosis, and 
expertise diagnosis – will now be discussed in detail. 

3.1   Learning State (Readiness) Diagnosis 

With the emergence of neurophysiological and physiological measurement technology 
that allows for real-time assessment of perceptual and cognitive processing, many 
unobservable processes become accessible. Specifically, some cognitive states that are 
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measurable via electroencephalography (EEG), including workload and engagement, 
can provide neurophysiological measures of the unobservable aspects of cognition [1, 
2]. The following list outlines specific cognitive states that generally negatively affect 
the readiness for training by reducing attentional resources that facilitate learning and 
retention. Thus, it may be possible to utilize certain neurophysiological cognitive state 
metrics to detect issues with readiness to learn:  

 
• Workload: High cognitive workload is expected when performing in a knowledge-

based control mode because no automaticity guides the process [3, 4]. In rule-
based control mode, rules are consciously retrieved from memory and applied to 
gathered information, also causing increased cognitive processing demands. 
Experts using skill-based techniques, however, employ automated routines that 
require fewer cognitive resources. Thus, it is expected that the assessment of 
cognitive workload can contribute to the identification of the trainee’s control 
mode. 

• Engagement: Because of high task demands, novice and journeyman trainees are 
expected to exhibit higher levels of engagement than expert trainees because 
studies have shown a trend for decreasing EEG engagement with increasing task 
proficiency [3, 5].  

• Distraction: Distraction is a state characterized by a lack of clear and orderly 
thought and behavior, where a trainee becomes involved somewhere other than the 
cognitive tasks of interest [6]. Expert performers have an exhaustive mental model 
of the task or situation so that very few situations cause distraction. Confusion is 
one element of distraction. In rule-based decision makers, confusion may stem 
from the conscious selection of rules and difficulties in applying them to the 
situation at hand. Naïve trainees are expected to show relatively high levels of 
confusion because their mental models are more likely to be incorrect or 
insufficient so that new situations may cause a mismatch. 

• Drowsiness: Sleep disorders are common and can have deleterious effects on 
performance [7, 8, 9]. In fact, loss of sleep can accumulate over time and result in a 
‘‘sleep debt,’’ which can lead to impairments in alertness, memory, and decision 
making. Individuals with chronic accumulation of fatigue are often unaware of the 
impact on their performance. 

3.2   Skill Diagnosis 

Skill development is typically measured using performance metrics that are built into 
the training environment. Typical examples are “time to engage” or “number of hits”. 
However, these metrics do not provide information about why performance 
breakdowns occur, so that traditional training often addresses symptoms by offering 
repeat practice instead of addressing the root cause(s) of errors and/or error patterns. 
Using the baggage screener example, it would not be possible to provide proper 
feedback without knowing whether a threat was missed due to improper visual 
scanning patterns (i.e., the trainee did not look at the threat or did not dwell on the 
threat long enough to allow cognitive processing of threat) or recognition issues (i.e., 
screener visually interrogated threat, but did not correctly identify it as such).  
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For training involving perceptual tasks (which is the case for most training 
environments), the addition of eye tracking can add a level of richness in evaluation 
that cannot be accomplished by only monitoring overt behavioral responses. 
Processes that can be detected by eye tracking but are otherwise hard to capture are 
those associated with perceptual-cognitive evaluation (i.e., perceptual-cognitive 
processes that do not necessarily have an immediate observable response). Instead, 
the first response to a changed situation is often information gathering, evaluation and 
decision making, all of which are non-behavioral activities. The addition of eye 
tracking enables the collection of real-time quantitative and qualitative data indicative 
of the perceptual-cognitive process between a stimulus and the (behavioral) response.  

Eye tracking also aids in the assessment of perception through measurement of 
visual attention via gaze, scan path, and fixation data. The metrics can identify 
whether and what Areas of Interest (AOIs) were gazed upon, how often, and the 
duration of the visual attention. By examining attention shifts during an observation 
task (e.g., to relevant AOIs after receiving a command), eye tracking data can provide 
contextual information (i.e., what is or is not being attended to) to enhance 
performance diagnosis. Additionally, eye tracking performance criteria can be 
developed to determine if a trainee is applying effective scanning strategies, looking 
at the correct cues, and if they are completing the perceptual tasks efficiently.  

Physiological metrics could also be combined with other measures to provide a 
more holistic picture of performance. Continuous monitoring of cognitive state and 
performance metrics can provide indications of task vigilance without altering the 
task flow, especially during low-frequency target detection tasks like baggage 
screening. Visual scan and focal patterns could be identified to indicate whether 
trainees (1) scanned appropriate areas, (2) dwelled on potential threats, and (3) 
combined with behavioral outcomes, determine whether appropriate threats were 
correctly identified. Results of this analysis can be used to drive discrete training 
interventions that address scan vs. detect vs. recognition errors. One could also 
develop an individualized neural profile of brain states coincident with low and high 
performance periods to obtain insights into perceptual and cognitive processing. 
Assessing underlying skills associated with identifying relevant information versus 
distractors could drive error pattern understanding to identify key parameters that 
should be the focus of future training. 

3.3   Expertise Diagnosis 

To develop expertise, it is necessary to train beyond simple skill acquisition. 
Practicing skills from different angles and acquiring strategies for more efficient 
processing is necessary to reach a level of proficiency at which the processes related 
to each skill have become easily accessible and can be executed in an automated 
manner. Expertise diagnostics could also replace the instructor’s ability to aggregate 
all available information to avoid burdening the user with irrelevant information or 
inappropriate training pace or complexity. 

It is proposed that physiological indicators can be used in conjunction with 
behavioral metrics and performance indicators to identify levels of expertise. Prior 
research [10] has identified a domain general control network that supports cognitive 
tasks involved in the learning of new tasks and is comprised of lateral frontal (goal 



418 S. Fuchs et al. 

processing and task switching), medial frontal (process monitoring, decision making, 
conflict management), and poster parietal (attentional control) brain regions. In general, 
these areas “drop-out” after extended training. This has been described [11] as a 
“processing efficiency change” that predicts increased cortical idling (alpha activity) 
with the development of expertise. As a trainee transitions from novice to advanced 
learner in a given task domain, cortical support transitions from the control network to 
task-specific processing regions that are more efficient and characterized as automatic 
processing. Accordingly, EEG activity reflects this change with increased alpha 
activity in the control network and more focal beta and gamma activity (slight decrease 
compared to novices due to processing efficiency) in task-specific regions. This is 
consistent with the neural efficiency hypothesis of expertise since experts deliver 
greater performance with seemingly less high frequency cortical activation. The 
widespread increases in alpha activity essentially “quiets” the brain which increases the 
salience of the focal higher frequency activation, even though it is relatively low levels, 
which supports expert task performance. Based on these findings, the hypothesis for 
driving expertise evaluation is that low frequency control network activity will 
dramatically increase with expertise whereas high frequency task-specific activity will 
slightly decrease. 

Identification of expertise levels has important implications for implementing an 
adaptive training solution that considers trainee progress (i.e., transformation), and 
actively and effectively transitions trainees from one expertise level to the next one 
until proficiency is reached. Experts are said to learn more from their mistakes than 
from correct responses [12], and thus “tough cases” that are meant to instigate errors 
will be used in order for trainees to learn how to handle complexity, overcome 
knowledge shields (i.e., rationalization of misunderstandings), and guide them in 
acquiring more adaptive knowledge that can be used to address the unexpected (i.e., 
tough cases) [13]. Once trainees have reached a high level of competency for a 
particular set of procedural skills, training can be automatically refocused on other 
skill areas to ensure optimal use of training resources. At this level refresher training 
may also occur to maintain proficiency. 

4   Adaptation Strategies 

Once mechanisms are in place to support the collection of data and calculation of 
diagnostics required for the hierarchy levels, adaptation strategies are necessary to 
enable the closed-loop adaptive training system to react to these insights. Specifically, 
adaptation triggers and training strategies should be developed to (1) address non-
optimal learning states (e.g., drowsiness, distraction) that require mitigation, (2) 
address skill-related deficiencies/inefficiencies which need remediation, and (3) adapt 
to changes in expertise. The goal should be to develop considerate, context-sensitive 
adaptations that exhibit minimal cognitive cost.  

Generally, two types of adaptation strategies can be distinguished: real-time 
interventions that are triggered during the course of training, and between-scenario 
adaptations that are based on more global or composite measures and are typically 
invoked after a training section or lesson is completed. Real-time mitigations need to 
seamlessly integrate into the training scenario so as to guide/aid as needed to optimize 
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learning and training transfer. Examples are feedback cues, instructional messages, 
and adaptation of training difficulty. Adaptations occurring between scenarios can be 
used to alter the training course, training method, or the skill set being trained. 

5   Future Work 

The above framework and approaches constitute an early conceptual approach to 
accomplishing truly adaptive training that has the potential to revolutionize training 
effectiveness and efficiency. However, many of the outlined approaches and 
strategies are still at infancy and advancements in several areas are needed to fully 
realize the potential of dynamic training adaptation.  

One important consideration is the level of individualization. Multiple factors will 
impact the effectiveness of mitigation strategies implemented, including the training 
context and scenario content, and individual differences, as some strategies may be 
more effective for a given individual compared to another trainee. For example, some 
trainees may be visual learners, and thus respond optimally to a visual representation 
of corrective action, while others may best learn via spoken instruction/correction. 
Thus, the ideal mitigation framework would be adaptive itself, and learn over time 
which strategies work best for a given individual, thereby continuously optimizing the 
individual training experience. 

Other challenges are the technical limitations of the measurement equipment. 
Physiological sensors must become cheaper and less intrusive to gain broad user 
acceptance while maintaining or even improving accuracy. Time-synching of multiple 
data streams, as well as practical issues in diagnosis design such as classifier 
development, state/skill/expertise threshold establishment, and pattern identification 
are additional areas with tremendous improvement potential.  

Extending to team training settings, adaptation design challenges further increase, 
as some adaptation strategies (e.g., adapting timing parameters of tasks) may not be 
effective in a team training environment. For example, slowing down the pace of a 
scenario designed to assist one trainee in understanding the intricacies of the training 
may negatively impact team members’ performance by slowing down the flow of 
information and/or changing the order of information flow which may result in 
negative training transfer. Therefore, the impact of adaptations on team settings must 
be considered and new team-wide adaptation strategies must be developed. 

6   Conclusions 

Advances in adaptive training are addressing some of the limitations of current 
performance assessment and training. It has become apparent that a one size fits all 
philosophy does not make for successful training. Valuable simulation time is lost and 
training quality is compromised when trying to force all students through the exact 
same curriculum on the same schedule. Likewise, relying on expert assessment of 
student performance within a dynamic environment such as a simulation is not always 
effective or reliable. It is easy for even the expert observer to miss important details of 
a student’s performance in a rapidly unfolding scenario. 
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This insight has led to a wide-spread increase of research into adaptive training 
approaches, and the framework described in this paper is the result of such efforts. 
Although considerable conceptual and technological challenges exist, the identification 
of limitations is an important step towards addressing them. Once acknowledged, 
future efforts can be focused appropriately to address them in a targeted manner, so 
that the full potential of adaptive training can soon be realized.  
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Abstract. The proposed project objective is to develop and automate a 
methodological technology for objectively measuring a student’s affective 
states, cognitive states and levels of involvement during computer-mediated 
instruction. Passive devices will record gaze activity, facial expressions and 
body motions while students are doing computer mediate instruction. From 
these measurements, a sensor fusion classification algorithm will be developed 
to provide an automated assessment of affective states, cognitive states and 
levels of involvement of the student. This automated assessment system will be 
validated using student interviews and rater observations.  The system will 
provide detailed categorized information never before available to researchers. 
For the instructor, a large class could be equipped and assessed in real-time so 
that an instructor can appropriately focus attention to improve the learning 
environment or for student evaluation during instruction and for self-evaluation 
of instructional strategies after instruction. 

Keywords: Cognition, real-time passive sensors, computer mediated instruction, 
gaze, body motion, facial expression, affective, student involvement. 

1   Introduction 

The project objective is to develop and automate a methodological technology for 
objectively measuring a student’s affective states, cognitive states and levels of 
involvement during computer-mediated instruction. The system will be developed as 
a relatively inexpensive technology that provides teachers with just-in-time (JIT) data 
for evaluation of a student’s behaviors in relation to learning tasks. Research will be 
conducted in classroom and computer laboratory settings where students participate in 
computer-mediated instruction (CMI). 

This system will be at the technology forefront of automatic in-class student 
assessment which currently does not exist and once developed can be used in an 
augmented cognition system that enhances student learning. The system will be 
validated using student interviews and rater observations. Among the benefits of the 
assessment system is that it will provide detailed categorized information never before 
available to researchers that will lead to a greater understanding of how students learn 
in-class.  The system will automatically provide a complete record of the cognitive 
states, affective states and levels of involvement while a student is learning 
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curriculum through computer delivered instruction. Also, with the advance of low 
cost technology, a large class could be equipped and assessed in real-time so that an 
instructor can appropriately focus attention to improve the learning environment for 
individual students and small groups. This technology will advance the tools available 
to the teacher for student evaluation during instruction and for self-evaluation of 
instructional strategy.   

The project’s research goal is to develop and evaluate the robustness of the 
assessment system as a measure of individual student behavior leading to learning. 
Researchers will create a modified computer equipped with video camera and passive 
sensing devices that will record the level of involvement of each student using the 
computer. The video camera and passive sensing devices used will record gaze 
activity, facial expressions and body motions during curriculum instruction. The 
system will process the data through a sensor fusion classification algorithm to 
provide an assessment of the student’s affective states, cognitive states and the level 
of involvement. 

The automatic assessment system will be applicable to a variety of educational 
settings including formal and informal learning environments as well as classroom or 
laboratory environments. It will be effective for a variety of instructional applications 
including adult education, individual instruction, computer-mediated tutoring, 
individualized lessons, and distance education. It is anticipated the system will be 
applicable across age groups.  

The project will develop research practices and evaluation methods for determining 
student involvement with educational content through computer mediation. It is 
anticipated that potential findings will contribute to the research knowledge base in 
four core areas: (1) cognitive and computer science (human-computer interactions); 
(2) education research and practice, (3) psychology (student affective traits) and (4) 
provide a validated system that can use augmented cognition techniques to improve 
learning. Essentially, the project will apply clinical research practices in computer 
science to assist educators with tools for evaluating student involvement during 
content instruction, with the goal of adapting instructional practice for the 
improvement of student achievement. 

The project will address the following research questions: 
1. What is the level of student involvement with curriculum?  
2. To what degree is the level of student involvement correlated to performance? 
3. Can computer analysis be used to provide a measure of the level of student 

involvement?  
4. How reliable is the automated measurement?  

1.1   Integration into the Learning Environment 

Should this automatic method of assessment using physiological data be successful, a 
system can be developed to present this assessment information to the instructor in 
real-time or after the class. Methods of presentation could include the use of a color 
map of different levels of attention or involvement as shown in Figure 1. Also, a 
composite view of students (see Figure. 2) with an overlay (see Figure 3) will provide 
the instructor specific details on individual students as well as the class as a whole. 
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Instructors who use 
the automatic rating 
system information can 
monitor class 
performance. Also, the 
automatic rating system 
may help less 
experienced instructors 
by identifying a critical 
point where student 
intervention would 
improve student 
involvement (see 
Figure 4). 

2 Background 

Fred Newmann, author of 
Student Engagement and 
Achievement in American 
Secondary Schools [1], 
states that engaged students 
make a "psychological 
investment in learning. 
They try hard to learn what 
school offers. They take 
pride not simply in earning 
the formal indicators of 
success (grades), but in 
understanding the material 
and incorporating or 
internalizing it in their 
lives" (pp. 2–3). Every 
instructor knows the non-
verbal expressions a 
student makes when involved and or disengaged. In a large class, it is nearly impossible 
to assess the level of involvement or disengagement for every student. 

Chen [2] used multiple monitors in a mock classroom situation with an overlay of 
gesture information. A survey of instructors indicated they felt the tool could be 
useful if implemented in a real classroom. In this research proposal, the passive 
physiological sensing devices used will record gaze activity, facial expressions and 
body motions during computer mediated curriculum presentation. Andrassi [3] in his 
summary, links eye movement to problem solving, reading efficiency and the 
allocation of attentional resources. Eye blinks were related to affective displays of a 
startle response.  

Not Attentive 

Dina Carl Betty Adam 

Helen Greg Fred Eric 

Larry Kimi Jeff Irma 

Pearl Olga Natia Mark 

Very Attentive 

Fig. 1. A color map view of all of the students.  Irma and Jeff 
are talking distracting Natia, while Pearl is looking out the 
window.

 
 
 

Fig. 2. A composite view of all students in the class 
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Our research team has considerable experience in collecting these physiological 

measures [4, 5 & 6] and Ikehara and Crosby [7] used the pressures applied to a 
computer mouse to identify users. Crosby, Iding and Chin [8] used fixation duration 
and saccade to predict background complexity and number of targets. 

Previous research has used facial expression and body motion measures to assess 
behavioral, cognitive and affective aspects of human behavior. Colmenarez, Xiong 
& Huang [9] developed an algorithm that can extract facial features in real-time and 
also gestures such as shaking and nodding. Kapoor & Picard [10] describes a vision 
based system that can detect head shakes and nods with a high recognition rate. 
Busso, Deng, Yildirim, Bulut, Lee, Kazemzadeh, Lee, Neumann, & Narayanan [11] 
successfully did emotion or affect recognition using video although they required 
facial markers. Initially data recorded from each student will be rated by 
experienced instructors and cross validated with the associated student's rating for 
items such as attention/inattention, perplexed/comprehend, useful/useless and 
involved/disinterested. Reliably rated items will be correlated to the student's 
performance history (e.g., math & science grades and standardized test scores) to 
obtain rated items of significance to performance. 

Crosby and Ikehara successfully used classification algorithms like discriminant 
analysis and neural networks to identify patterns in the pressures applied to a 
computer mouse to identify people [8]. An automated rating system for significant 
items will be developed using a data fusion classification algorithm. To determine the 
robustness of the algorithm, to improve the automatic acquisition of data and because 
of the limited number of subjects, a second and third year of experiments will be 
needed to test and improve the algorithm that automatically classifies physiological 
measures into affective states, cognitive states and levels of involvement.  

3   Methods 

The Gantt chart in Figure 5 shows the phases of the project. Data collection is done 
three times with the first data collection focusing on algorithm development, the 
second data collection focusing on an automatic data preparation algorithm and the 
third data collection focusing on the integration and testing of a fully automatic system.  

  

Fig. 3. Overlay graph 
of affective state 

Critical Intervention 
Point 

Detected 
disinterest 

Fig. 4. Level of student interest and intervention 
point 
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Development Timeframe 

 
 

Fig. 5. The Gantt chart shows the phases of the project 

3.1 Curriculum Description 

The Curriculum Research & Development Group (CRDG) of the University of 
Hawaii has developed several curricula for teaching science, technology, engineering 
and mathematics (STEM) subjects that could be useful for this project, including a 
computer-based, self-contained algebra curriculum (X-Power Interactive) adapted 
from CRDG’s research-based Algebra: A Process Approach textbook. The 
individualized instructional feature of X-Power Interactive makes the program 
particularly appropriate for piloting the automatic assessment system. Other curricula 
utilizes virtual manipulatives and simulations and will be used as appropriate for 
developing, piloting, and testing the automatic assessment system. 

3.2 Automatic Assessment System 

Detailed Equipment Design. The automatic assessment system consists of 30 student 
workstations. Each student station consists of one video camera, video-converter and 
capture, vibration isolated camera mounting and customized passive sensor 
positioning system. The equipment design phase will take approximately 10 weeks 
and include determining how data will be collected and stored and the procedures for 
assembly and testing. 
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Ordering / Assembly / Testing. Each of the 30 individual student stations will need 
to be ordered, assembled and tested. This should take approximately 10 weeks. Other 
logistics issues handled during this period include equipment handling and storage. 
Also, to calibrate the assessment system, a short 15 to 30 minute computer-mediated 
presentation will be developed. Up to 20 pilot subjects will be used to test and 
evaluate software, hardware and procedures. 

Thirty computers in a classroom will be equipped with passive physiological 
sensing devices that will automatically measure the affective states, cognitive states 
and levels of involvement of each student. Students will be doing computer mediated 
instruction.  
 
Data Collection I. Data will be collected from students taking a class during the 
CRDG Summer Programs designed specifically for this project. Data from passive 
devices will record from a representative sample of curriculum presentation, gaze 
activity, facial expressions and body motions during curriculum presentation. Passive 
devices include the video cameras and custom sensors to support the collection of 
body motion. After selected curriculum presentations, the researcher will select 
students to interview. A student will view a split screen containing the student’s facial 
expressions and the presentation on the screen (see Figure 6). The researcher will ask 
the student to describe what the student was thinking and feeling at various times 
during the presentation in reference to expressions the student made. There will be a 
structured interview with a standard set of closed and open-ended questions. Also, the 
researcher will allow the student to interject comments and insights. 

At the end of the summer session all relevant performance evaluations, homework 
and examinations will be collected for all students. An exit survey will be given to 
each student to assess how he or she felt about the subject (e.g., algebra), the 
educational experience (e.g., computer tutoring) and the experimental experience 
(e.g., monitoring and researcher 
questions). 

At least four-to-six raters with 
instructional experience will be 
recruited to view the student videos and 
rate the changing cognitive states, 
affective states and level of student 
involvement during the learning 
episodes. Raters will be trained to a 
common standard of rating. The large 
volume of recorded video will require a 
significant amount of time for the ratersto review. Therefore, priority will be assigned 
to those videos that have been previously viewed by the student and researcher. The 
data will be compiled for the algorithm development phase as shown in Figure 7. Gaze 
activity, facial expressions and body motions viewed by students and raters will 
generate the data of affective states, cognitive states and levels of involvement. Student 
performance will be used as a reference and should correlate with the level of student 
involvement (see Figure 8). 

 

Fig. 6. A split screen view of the student 
musing over a problem 
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Fig. 7. Data from students and raters are used in combination with the video collected to train 
the rating algorithm to produce ratings highly correlated to students and raters 

 

 
 
Fig. 8. Gaze activity, facial expressions and body motions viewed by students and raters will 
generate the data of affective states, cognitive states and levels of engagement 

The student and rater data will facilitate the determination of the level of 
involvement with the curriculum. Also, it will be possible to use the data to determine 
how much student involvement is correlated to performance.  
 

Data Preparation. Data preparation can proceed as soon as data is collected, so this 
phase can overlap with data collection. Data collection personnel and data preparation 
and algorithm development personnel will be separate team members. This will 
prevent the introduction of bias into the algorithm development phases of the project. 
This phase is expected to take 20 weeks to select a variety of exemplars of gaze 
activity, facial expressions and body motions that correspond to affective states, 
cognitive states and the level of student involvement from the entire student data set 
collected over the weeks. 

Gaze Activity / Facial Expressions / Body Motions 

Affective States / Cognitive States / Level of Involvement 

Student Interviews Rater 
Assessments

Student 
Performance 

From Students and Raters 
Gaze Activity 

Facial Expressions 
Body Motions 

Computer Generated Ratings of: 
Affective States 
Cognitive States 

Level of Involvement 

Classification 

From Video 
Gaze Activity 

Facial Expressions 
Body Motions 

+
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Algorithm Development. An algorithm that uses recorded gaze activity, facial 
expressions and body motions to identify affective states, cognitive states and the level 
of student involvement will be developed using student interviews, rater assessments 
and student performance data. Student interviews, rater assessments and student 
performance data will be compiled to provide a training data set for a sensor fusion 
classification algorithm based on gaze activity, facial expressions and body motion. 
Subsequently, the algorithm (see Figure 7) will be able to produce ratings of affect 
states, cognitive states and student involvement comparable to students and raters. 
 

Evaluation and Refinement. Subject data will be randomly assigned to two groups, 
training and test groups. The training group’s data will be used to develop the data 
fusion classification algorithm. The test group’s data will be used to evaluate the 
accuracy of classification. This evaluation will guide the data collection in the next 
phase where modifications to how the physiological data is collected (e.g., moving the 
position of the cameras) may be necessary to improve classification outcomes.  
Refinement of the algorithm will involve using both group’s data to produce a refined 
data fusion classification algorithm to be tested with the next set of data collected. 
 

Data Collection II. Data collection will proceed similarly to the previous data 
collection (see Figure 7) guided by issues discovered during the first evaluation and 
refinement of the algorithm. The focus of the second data collection is an automatic 
data preparation algorithm. 
 

Data Preparation. Data preparation will proceed similarly to the previous data 
collection guided by issues discovered during the first evaluation and refinement of 
the algorithm. This data preparation phase will concentrate on the automatic 
extraction of data exemplars which is necessary for the development of a fully 
automatic system. 
 

Evaluation and Refinement. Using the data fusion classification algorithm 
developed during the first refinement of the algorithm, the entire first year’s subject 
data as the training group and the entire second year’s subject data as the test group, 
an evaluation of the accuracy of the classification algorithm will be performed. Also, 
an evaluation of the efficacy of the automatic data preparation algorithm will be 
conducted. As in the previous refinement, this evaluation will determine 
modifications needed in the data collection of the next phase. Refinement will involve 
using the two years of data to produce a second refinement of the data fusion 
classification algorithm. 
 

Data Collection III. Data collection will proceed similarly to the previous data 
collections guided by issues discovered during the previous evaluation and refinement 
of the algorithm and focusing on the integration and testing of a fully automatic 
system. 
 

Data Preparation. Data preparation will use the automatic data preparation 
algorithm. It is expected that this algorithm will require improvements to accurately 
segment exemplars from the data reliably. Improvements to the automatic data 
preparation will occur during this phase. 
 

Final Evaluation. The final evaluation will use the refined data fusion classification 
algorithm developed during the second refinement of the algorithm, the automatic 
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data preparation algorithm, the past two years of subject data as the training group and 
the third year of subject data as the test group. Evaluation of the accuracy of the 
classification algorithm using the automatic data preparation algorithm will be 
conducted.  A successful system will be able to reliably produce automatic ratings of 
affective states, cognitive states and levels of involvement, based solely on video and 
custom body motion sensors. These automatically produced rating should be highly 
correlated to the student and rater evaluation of affective states, cognitive states and 
the levels of involvement. 

A method to cross check the assessment outcome is to verify if higher levels of 
student involvement will correlate positively with higher levels of student 
performance. Also, it would be interesting to determine how affective and cognitive 
states vary with student performance. 

4   Conclusions 

This project will build on current knowledge of human physiological states as 
indicators of the cognitive states of the individual. Several studies of the project 
authors have shown correlation between sensory data collected and the human-
computer interactions of participants. This project will extend that knowledge to 
determine if student cognitive and affective states correlate to performance during 
computer-based instruction. Secondly, the project will determine if the system for 
measuring student cognitive and affective traits can be reliably automated.  

The project will develop a model for collaborative partnerships consisting of a 
diversity of university clinical researchers and educational practitioners/researchers. 
As university researchers and educators focus on developing effective measurement 
indicators, the project will validate and then codify the results for application and 
extension in future studies. The study promises to add to the knowledge base in 
physiological psychology, curriculum development, and teaching and learning. 
Project results are expected to provide evidence that clinical research and evaluation 
methods can be used to inform instructional practice when educators and researchers 
collaborate on methods development and their application. The study holds the 
potential for providing curriculum developers of computer-mediated instruction a 
practical method for evaluating its effectiveness with students in a variety of 
circumstances. Likewise, it holds the potential for providing teachers with an effective 
methodology for just-in-time evaluation of student involvement in instruction with the 
ability to adapt instruction to individual students. Also, assuming a validated system 
is developed, augmented cognition techniques to improve learning can be guided by 
this system. 
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Abstract. This paper studies the cognitive processes involved in reading among 
Spanish-speaking university students with dyslexia, and proposes to evaluate 
these processes to identify specific cognitive traits. On this basis, an automated 
battery for the assessment of cognitive processes was designed to be included in 
a learning management system (LMS). To integrate this battery into the LMS, a 
web service architecture that works independently of the LMS was designed. 
The assessment battery has been built based on a multimodal communication 
mechanism that delivers evaluation tasks using the visual, auditory, and speech 
communication channels of human-computer interaction. 
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1   Introduction 

The use of learning management systems (LMS) to support the teaching-learning 
process is becoming increasingly important. Therefore, it has become necessary to 
consider particular student characteristics, such as learning disabilities (LD), within 
the context of these systems. Dyslexia is a very common LD in education. It requires 
that teachers pay special attention and provide suitable resources to intervene with 
and assist affected students during their learning process. 

Several studies provide examples of the work that has been done with dyslexia in 
children: identifying populations of children with dyslexia, evaluating their cognitive 
processes to determine specific deficits, and creating intervention programs to address 
the learning deficits presented [1] [2] [3]. Many of those programs have been 
supported by information and communication technologies (for example, software) 
that tend to increase student motivation and personalize the learning process [4] [5] [6]. 

Our research is focused on university students with dyslexia: a population that has 
been studied very little according to [7] [8] [9]. In the past two decades research in 
this area has shown that LDs persist into adulthood [10] [11] [12]. For this reason, it 
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has become necessary to study the cognitive processes that can be altered in 
university students and to identify the particular cognitive traits of each student and 
how these deficits can be treated in this population. 

According to [9], appropriate tools in Spanish cannot be found to assess these 
cognitive processes in the population of adult dyslexics. As a result, the research 
conducted in [13] consisted of the Spanish adaptation of an instrument, the UGA 
Phonological/Orthographic Battery developed at the University of Georgia [14]. 
Using as references that work and the analysis made in [15] of instruments to identify 
LDs, we have designed and built a new battery to assess all the cognitive processes 
involved in reading, making use of web-based technology so that it can be integrated 
into a LMS using web services. 

Once the battery has been integrated into an LMS, the variables corresponding to 
the student cognitive traits are stored in a user data model. That data model allows us 
to represent the information of a previously designed user model [15]. This user 
model is formed by four submodels: personal profile, learning style, cognitive traits, 
and cognitive performance. In this paper we focus on the cognitive trait submodel, 
designed to store the results of the evaluation of each cognitive process (phonological 
awareness, orthographic processing, lexical access, processing speed, verbal working 
memory, and semantic processing) in the LMS. Based on this user model information, 
we designed an architecture with some adaptation mechanisms for intervention and 
assistance tasks in an LMS for students that present some type of cognitive deficit, to 
improve their cognitive and academic performance, and to personalize the learning 
process according to the specific cognitive traits of each one of them.  

This paper is structured as follows. In the second section we explain what is 
generally considered to be dyslexia (or reading disabilities) and the cognitive 
processes involved in reading. The third section proposes an assessment battery for 
those cognitive processes. In the fourth section a user model based on student 
cognitive trait information is presented. Finally, in the fifth section we draw some 
conclusions and enumerate proposals for future work. 

2   Dyslexia: Learning Disabilities in Reading 

Reading is considered the basis of the educational process since most of the 
knowledge transmitted during academic development relies on the written language. 
That is why, from the very first years of schooling, learning to read correctly is 
considered a basic tool for academic development. Furthermore, when we refer to 
reading as the basis of the educational process, we mean it not only in terms of 
academia but also the importance it has in a general sense. The way we access most of 
the information in our environment is also connected with written language because 
we are immersed in the so-called information society, where activities (including 
productive, economic, educational, and cultural ones) are regulated through 
communication and information. And learning to read correctly is essential for the 
development of the individual in this society. When students have difficulty acquiring 
this skill, their academic performance and general personal development are affected. 
These consequences make it necessary to study the reading disabilities (RD) also 
known as dyslexia. 
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The most accepted definition of the term dyslexia was proposed by [16]: "Dyslexia 
is a specific learning disability that is neurobiological in origin. It is characterized by 
difficulties with security and/or fluent word recognition and by poor spelling and 
decoding abilities. These difficulties typically result from a deficit in the phonological 
component of language that often is unexpected in relation to other cognitive abilities 
and the provision of effective classroom instruction. Secondary consequences may 
include problems in reading comprehension and reduced reading experience that can 
impede growth of vocabulary and background knowledge." According to this 
definition, dyslexia is an LD that may pose a number of difficulties in the various 
processes involved in reading. 

The acquisition and development of reading depends on two types of factors: 
external and internal. External factors refer to the presence of a tutor/teacher who 
conducts sequential reading instruction; unlike oral language, reading requires formal 
teaching by an instructor. Internal factors refer to the development of certain cognitive 
processes that facilitate reading. These processes include phonological awareness, 
orthographic processing, lexical access, processing speed, semantic processing, and 
working memory. 

• Phonological awareness is the ability to separate the units into which speech can 
be divided: the phonemes or sounds that make up the words. This is a major deficit 
in dyslexia and is characterized by difficulty in acquiring, consolidating, and 
automating phonological processes [17]. 

• Orthographic processing involves recognizing the word as an orthographic pattern 
and retrieving its pronunciation from memory (via the visual route). Although 
research in this process has received less attention than phonological processing 
[13], it is important to note that people with dyslexia present a deficit in 
orthographic processing [18], probably due to a deficit in phonological processing 
[12] [19]. 

• Lexical access is the process involved in obtaining the meaning of written words. 
This can occur over two routes [20]: one that directly connects graphic signs with 
meaning (visual route) and another that transforms the graphic signs into their 
corresponding sounds and uses those sounds to access the meaning (phonological 
route). This process is essential for proper reading performance and its impairment 
is considered a major deficit in dyslexia [21]. 

• Processing speed refers to the speed in which stimuli are processed. Slowness in 
naming familiar visual stimuli may be related to dyslexia [22] [23]. When a person 
reads a series of processes similar to those carried out in tasks measuring 
processing speed (attention to the stimulus, visual processes, access and retrieval of 
phonological labels, activation and integration of semantic information, etc.) are 
required. 

• Working memory is the ability to temporarily retain information in memory, work 
with it or operate on it, and produce a result. Working memory is important in 
reading because readers have to decode and recognize words as they remember the 
meaning of what they have read. It has been suggested that the underlying deficit 
in dyslexia is in verbal working memory and that that can be attributed to 
difficulties accessing or using phonological structures [24]. 
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• Semantic processing refers to understanding and interpreting written information. 
This processing involves the extraction of meaning from text and the integration of 
information in memory. This process involves readers’ background knowledge 
about what they are reading (a text), which will facilitate a mental representation of 
the entities evoked by the text [25]. 

All these processes are essential for reading comprehension to be successful.  

3   Assessment Battery for Cognitive Processes 

For students with dyslexia, conducting a proper diagnosis, and understanding what 
their real deficits are requires a thorough analysis of their problem. Tests to detect 
deficits must be administered and the results studied to establish the foundations upon 
which different learning adaptations can be based to achieve personalized learning. 
To enhance the learning process, it is important to identify students' cognitive traits. 
We focus on detecting cognitive traits associated with dyslexia, and take into account 
the failure of specific cognitive processes involved in reading to design and build an 
assessment battery that detects deficits in the cognitive processes mentioned in the 
previous section.  

The battery involves tasks to assess phonological awareness, orthographic 
processing, lexical access, processing speed, verbal working memory, and semantic 
processing, all of which are necessary to identify dyslexia in university students. Our 
purpose is to create a complete battery that assesses all cognitive processes involved 
in reading using web-based technology so that it can be integrated into an LMS using 
web services. 

The battery has a modular design (see Fig. 1) to facilitate interaction between the 
different modules. For each type of battery user a different interface is presented 
depending on the permissions and tasks that can be developed. Figure 1 presents the 
architecture of the battery illustrating the components and their relationships. The 
components are: 1) assessment modules, 2) management modules, 3) a web server 
that stores the modules and allows communication between users and the battery by 
means of a browser, and 4) a database where the data from the users, results, history, 
etc. can be stored. 

The battery has eight modules, each one designed with functions for each user 
type. Since the battery is a software tool designed to be used in the university context, 
we identified three types of users in this context: Experts, or users responsible for 
performing activities related to the creation of tasks, the evaluation of each cognitive 
process, the definition of the guidelines to present the results of students and teachers, 
the provision of recommendations that teachers could follow for each student with 
cognitive deficits, and the checking of student results; Teachers, or users responsible 
for scheduling and activating the battery in their classes, checking the results report of 
the students, and viewing the recommendations given by experts for each student with 
cognitive deficits; and Students, or users that complete the battery evaluation tasks 
(activated by the teachers) and check their results report. 
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Fig. 1. Architecture of the assessment battery for cognitive processes 

The assessment modules (see Fig. 1) are independent modules designed to bring 
together the different assessment tasks for each cognitive process, as shown in Table 1. 
The selection of the tasks used to assess each cognitive process is based on research 
work carried out by some of the authors of this paper [26] [13] [6]. 

Table 1. Assessment tasks for each cognitive process 

Modules Tasks 

Phonological awareness • Segmentation into syllables 
• Number of syllables 
• Segmentation into phonemes 
• General rhyme 
• Specific rhyme  
• Phonemic location  
• Omission of phonemes 

Orthographic processing • Homophone/pseudohomophone choice  
• Orthographic choice 

Lexical access • Reading words and pseudowords 
Processing speed • Visual speed test 
Verbal working memory • Verbal working memory test 
Semantic processing • Reading expository and narrative texts 

To implement the tasks shown in Table 1 we rely on a multimodal architecture [27] 
that allows the student to communicate with the battery through different modes 
according to the specific objective of each assessment task. The tool uses modes of 
interaction for inputs and outputs that allow the combined use of spoken and written 
language and other devices like the keyboard and the mouse. Figure 2 depicts the 
channel alternatives for communication between the student and the battery.  

For student information input, the battery includes an automatic component of 
speech recognition that converts human speech into syllables or individual words, 
insertion of written words and characters for specific commands and use of the mouse 
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device. The battery gives students instructional output information or guidance (data 
output) using output mechanisms such as text on screen, graphical representation, 
recorded audio, and synthesized voice.  

 

Fig. 2. Multimodal communication input and ouput 

Management modules (see Fig. 1) are designed to facilitate the tool’s administration 
and use and the analysis of results by specialists (user type: experts). The 
administration module is designed and implemented for the exclusive use of a subject 
matter expert (psychologist, pedagogue, or counselor); this module allows the creation 
and/or edition of different assessment tasks needed to identify cognitive deficits in 
students. The analysis results module is created to design and deliver the results report 
of the students after they have completed the assessment tasks. It automatically 
generates an individual report for each student with: 1) the overall cognitive 
performance, 2) the identification of specific cognitive deficits present, 3) the diagnosis 
of the presence or absence of dyslexia, and 4) some recommendations to follow in each 
particular case. This module can be accessed by experts, teachers, and students: experts 
who are responsible for the content of the reports to be delivered, teachers who wish to 
know student results and recommendations for each case, and students that want to see 
their personal result report. 

The battery has been designed considering the use of standard technology and 
characteristics of reusability, interoperability, accessibility, and extensibility, to 
facilitate its integration into the structure of an LMS.  

4   Student’s Cognitive Traits Model 

The user model we propose corresponds to information related to students’ cognitive 
traits that can be stored and used in the LMS. This model is one of the four submodels 
of a main user model presented in [15]. The cognitive trait model identifies variables 
related with each aforementioned cognitive processes, allowing us to represent 
information about the student’s LD. Descriptions of some of the elements of this 
model can be matched and related with the guidelines of the IMS Accessibility for 
Learner Information Profile Specification (IMS-AccLIP) [28].  
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The identified variables allow student information corresponding to each cognitive 
process assessed with the battery to be stored in the LMS (see Fig. 3). These variables 
have assigned the results of each of the assessment exercises from the tasks described 
in Table 1 and let to know whether or not students have a cognitive deficit. These 
results include the time students take to solve each exercise, right and wrong answers 
and other information particular to each task. 

 

Fig. 3. Cognitive traits model 

Whether or not a student has a specific cognitive deficit can be determined by 
calculating the scales of each assessment task performed by that student. To carry this 
out, a representative population of university students from different academic 
programs and levels will be convened to complete all the assessment tasks in the 
battery. Then, the results of the university student sample will be used to calculate the 
means, standard deviations, and percentiles, and a table of scales will be defined to 
identify how successfully each task confirms the presence or absence of a cognitive 
deficit. 

Based on this information from the user model, we designed an architecture with 
adaptation mechanisms to intervene with and assist, through an LMS, students that 
present some type of cognitive deficit, in order to improve their cognitive and their 
academic performance. The proposed adaptation mechanisms for intervention tasks 
are based on adaptive methods for visual, auditory, and speech multimodal 
communication channels. Many studies regarding the training of cognitive processes 
[29] [30] [31] [32] indicate that student performance can be improved significantly if 
intervention tasks use both acoustic and visual modalities. Moreover, the use of 
assistive technology (for example, speech recognition systems, screen readers, talking 
spell checkers, and proofreading programs) [33] [34] is considered for personalized 
assistance tasks. 

In summary, the design of the architecture considers: 1) a user model formed by 
the four previously mentioned submodels (personal profile, learning style, cognitive 
traits, and cognitive performance), 2) some accessibility guidelines for students with 
dyslexia [35], 3) e-learning standards, especially those related to the storage of the 
user model information [36], and 4) an adaptation engine that handles the delivery of 
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contents and tasks adapted to the particular needs and preferences of students with 
dyslexia. The adaptation engine has adaptation rules that can be applied to personalize 
the intervention and assistance tasks that students complete to improve their cognitive 
performance. These rules will be evaluated considering the type and difficulty level 
(easy, medium and hard) of the task as well as the appropriate support tools, 
depending on the specific deficit of each student. 

5   Conclusion and Future Work 

This work aims to provide tools in the context of an LMS that support the learning 
process of university students with dyslexia. A battery for the assessment of cognitive 
processes involved in reading has been designed and implemented. This battery 
provides teachers and specialists with guidance on intervention and assistance for 
students with deficits that limit their learning performance. 

The battery has a modular design to facilitate communication between the modules 
and interaction between users and the tool. Moreover, the battery's tasks are supported 
by a multimodal architecture that allows students to communicate with the battery 
through different modes (visual, auditory, and speech) according to the specific 
objective of each assessment task. 

In future work the battery will allow us to retrieve the scales of each assessment 
task completed by university students. With those scales the battery will automatically 
identify whether or not the student presents a cognitive deficit. Furthermore, we will 
design and develop adaptation mechanisms in an LMS to provide suitable resources 
to intervene with and assist affected students during their learning process. 
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Abstract. Metacognition aims at monitoring and regulating one’s thinking de-
voted to problem-solving processes and learning habits among others cognitive 
tasks. Hence, individuals engaged in better acquisition of domain knowledge 
achieve higher scores when they are bewaring of how to exploit their metacog-
nitive faculties. Thus, we present a review of some models and methods with 
the purpose to understand what metacognition is and know how stimulate meta-
cognitive skills. In addition, we propose a Metacognition-Driven Learning 
paradigm as a reference to guide the design of Intelligent Educational Systems 
oriented to improve students’ metacognitive skills. 

Keywords: Metacognition, metacognitive skills, metacognitive models, Meta-
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1   Introduction 

John Flavell of Stanford University was a pioneer researcher of the metacognition 
field. He coined the metacognition term and set the earliest formal model for meta-
cognition. Flavell’s publications show the influence of the work achieved by Jean 
Piaget [1]. Such a work accounts the notion of intentionality to presuppose: “A kind 
of deliberative and goal-driven thinking that plans a sequence of actions”. Later on, 
Flavell states the metamemory term to label: “The individual’s skill to manage and 
monitor the input, storage, search and retrieval of mental contents of her own mem-
ory” [2]. Soon afterwards, Flavells defines the metacognition concept as: “In any kind 
of cognitive transaction with the human and the non-human environment, a variety of 
information processing activities may go on…” [3]. 

Flavell also claims: “Metacognition concerns to the active monitoring, regulation 
and orchestration of information processes in relation to cognitive objects on which 
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they bear”. In consequence, metacognition is intentional, foresighted, conscious,  
purposeful and devoted to fulfill a goal. However, other viewpoints argue that meta-
cognition does not necessary evoke awareness [4, 5]. 

Metacognition is a cognitive faculty of human beings, whose activity is driven by a 
sort of metacognitive skills, such as: reflection [6], self-awareness [7], self-monitoring 
[8], self-regulation [9], self-assessment [10], self-management [11] and so on. They 
organize and supervise cognitive activities that an individual performs. Metacognitive 
skills hold knowledge, strategies, experience, goals and tasks [12]. They enable indi-
vidual to set goals, make plans, initiate tasks, monitor the development of mental 
activities, estimate the likely achievement of goals, detect deviation on tasks, correct 
cognitive processes, and keeping track the effect of one’s behavior on others. 

Metacognition skills are independent of subject-domain. Although an individual 
holds little background, once she masters a skill, she is able to apply it across domain. 
Some people naturally develop metacognitive skills, but others need external advice 
[13]. Because metacognition plays a critical role in successful learning, it is necessary 
to stimulate students’ metacognitive skills. So Intelligent Educational Systems (IES) 
should pursue a twofold objective: engage learners to be aware of their own metacog-
nitive activity and demonstrate how students can be taught to better apply their cogni-
tive resources by the use of metacognitive skills. 

Therefore, in order to provide a useful reference to tailor effective ELS the remain-
der of the paper embraces the following subjects: A survey of formal models for 
metacognition and a review of approaches for stimulating metacognitive skills are 
depicted respectively in sections 2 and 3. Afterwards, we present our Metacognition-
Driven Learning paradigm that holds a model and a method. Hence, a hierarchical-
loop metacognitive model is outlined in section 4; whereas, a three-stage method is 
set in section 5. Conclusions section is devoted to describe some contributions of the 
proposal and identify the future work to be accomplished. 

2   A Sample of Metacognitive Models 

In this section we try to respond the question: How can we shape metacognition? 
Wherefore, by a profile of representative models we try to describe metacognition. 
We focus on the items, relationships, hierarchies and flows of cognitive information 
to identify involved components and understand their role as follows.  

2.1   Essentials Metacognitive Phenomena 

The “Formal Model for Metacognitive Monitoring” proposed by Favell in 1979 is a 
starting point to depict metacognition [12]. He claimed that: “Knowledge, experience, 
goals-tasks and strategies are four types of phenomena that hold some kind of rela-
tionship to support metacognitive activity” [14]. 

Metacognitive knowledge is a sort of phenomenon that contains individual's knowl-
edge or beliefs about the factors that bias cognitive activities. It embraces three sorts of 
variables: person, task and strategy. The first variable concerns with the individual's 
knowledge and beliefs about himself as a thinker or learner, and what she believes 
about other people's thinking processes. It is split into three versions: intra-individual 
(i.e. assertions about the interests, propensities, aptitudes, abilities of oneself),  
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inter-individual (i.e. comparisons between people in a relativistic manner), universal 
(i.e. generalizations an individual sets about learning and learners in general). The task 
variable heads the person in the management of a task, and provides expectations about 
the success that it is likely to meet. The strategy variable represents goals and criteria 
for selecting cognitive processes to apply in their fulfillment.  

The second class of phenomena, metacognitive experiences, is a cognitive aware-
ness that is relevant to one's thinking processes. Such a class is a stream of conscious-
ness process in which other information, memories, or earlier experiences may be 
recalled as resources in the process of solving a current cognitive problem.  

The metacognitive goals and tasks compound the third class of phenomena to depict 
the desired outcomes or objectives of a cognitive activity. It cares about comprehen-
sion, committing facts to memory, producing something, improving one's knowledge 
about something. The emergence in the child of awareness of the flow of time, and 
awareness of future time could support the ability to form metacognitive goals. 

The fourth class of phenomenon corresponds to metacognitive strategies. They are 
ordered processes used to control one's own cognitive activities and to ensure the 
accomplishment of a cognitive goal. They enable a person to oversee her own learn-
ing process, plan and monitor ongoing cognitive activities, and to compare cognitive 
outcomes with internal or external standards.  

2.2   Metacognitive Model Based on Knowledge and Regulation 

Essentially, Brown acknowledges two cognitive components of metacognition: 
knowledge and regulation [15]. He shapes a model, where knowledge of cognition 
depicts activities that involve conscious reflection on ones cognitive skills and activi-
ties, and regulation of cognition concerns with self-regulatory mechanisms during an 
ongoing attempt to learn or solve problems. Both components are closely related, 
each feeding on the other recursively, although they can be easily distinguishable as 
follows. 

Knowledge of cognition represents stable and frequently fallible information that 
an individual holds about her own cognitive processes. It aims individual retreats and 
contemplates her cognitive activities as target of thought and reflection, usually re-
ferred to as “knowing that”. 

Regulation of cognition is devoted to regulate and monitor cognitive performance. 
It embraces a sort of processes oriented to: plan activities, select strategies, predict 
outcomes, undertake the solution of a problem, oversee cognitive activities, test re-
sults, qualify outcomes against criteria of efficiency and effectiveness, and reconsider 
alternative courses of action. These activities are relatively unstable, not necessary 
statable and relatively age independent (i.e. task and situation dependent) [16].  

2.3   Hierarchical Metacognitive Models 

There are other models that organize cognitive processes into several interrelated 
levels with the purpose to distinguish metacognition from cognition. One of them 
corresponds to the “Meta-level/object-level” model outlined by Nelson and Narens 
[17]. At meta-level, regulation skill is carried out to modulate cognitive activity that 
occurs at object-level. Cognitive activity undertakes the achievement of a mental goal 
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or takes over the individual-external world interaction. It is accomplished at object-
level. In addition, meta-level holds a cognitive model of the object-level. Such a 
model is structured according to specific metacognitive principles. Moreover, the 
meta-level monitors the object-level by bottom-up information (e.g., source monitor-
ing in memory retrieval, error detection) that comes from the object-level. In conse-
quence, meta-level controls the object-level by top-down information flows (e.g., 
resource allocation, error correction, planning, inhibitory control, conflict resolution) 
in order to initiate, modify or terminate cognitive actions. 

Another double-level model is the “Executive Function” model set by Norman and 
Shallice [18]. The executive function involves the ability to monitor and control the 
information processing necessary to produce voluntary action. The executive function 
model holds an executive system at top level and a set of schemas at bottom level. 
The executive system contains a model of the perceptual and cognitive functions 
existent at the bottom level. Schemas are basic units of thought and action. They can 
be exogenously activated by environmental cues (e.g. automatic processes) and 
endogenously triggered or inhibited by input from the executive system (e.g. volun-
tary process). Thus, schema selection depends on perceptual information (i.e. a senso-
rial bottom-up flow) and attentional modulation (i.e. a control top-down flow). 

A four-tier model for metacognition is the one proposed by Tobias and Everson 
[19]. They claim that: “Metacognition is the ability to monitor, evaluate, and make 
plans for one’s learning”. Thereby, they design a hierarchical metacognitive model to 
take over learning. The model is organized into four ascending dependency levels. At 
the bottom appears the knowledge monitoring component. It is the ability of an indi-
vidual for knowing what she knows and knowing what she does not know. At second 
layer the evaluation learning item is found. It holds criteria for determining the degree 
of satisfaction achieved according to former expectancies. Selection of strategies is an 
element stated at third level. It represents the attempt to set or adjust the course of 
action according to some guidelines. At the top of the hierarchy, the planning compo-
nent is allocated. It defines the path of actions to be accomplished under the strategy’s 
criteria to carry out the pending learning goals. 

The “Hierarchy Model of Skills” tailored by Kayshima and Inaba highlights a se-
mantic net of skills to define common and particular attributes [20]. They set at the 
top the skill class to associate a sort of attributes to generalize the properties of any 
skill. At second level, two kinds of skills are found; one corresponds to motor skills 
(i.e. perceptual-motor skill such as type a keyboard) and the other represents cognitive 
skills (i.e. a skill achieved in the mind). This is split into basic cognitive skills (i.e. 
they fulfill cognitive activities to meet a goal. Their target is found at the outside-
world of the individual) and metacognitive skills (i.e. they take over the performance 
of basic cognitive skills. The inner-world of the person is their target). 

3   Two Sorts of Metacognitive Approaches 

Once metacognition has been characterized by the collection of models earlier stated, 
we wonder: How can we stimulate metacognition? The answer to such a question is 
given by the exposition of two kinds of metacognitive approaches. One is devoted to 
depict metacognitive methods oriented to develop individuals’ metacognitive skills. 
Another introduces some IES applications that stimulate metacognitive skills.  
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3.1   Metacognitive Methods 

“ASK to THINK – TEL WHY” is a method to stimulate self-regulation skill [21]. It is 
a peer tutoring method that structures interaction between tutor-tutee roles, where 
peers exchange roles. The interaction follows a question-asking process. When an 
individual plays the tutor role, she only asks five types of questions to acquire and 
organize domain knowledge. Individuals who perform the learner role only provide 
answers. Thus, tutor gradually acquires the ability to make suitable questions to learn-
ers. These experiences are cognized by tutor to improve her self-regulation skill. 

The “Whole-Class Discussions” is a method oriented to promote reflection skill 
[22]. The method encourages the discussion of a given problem between learners by 
the moderation of the tutor. Tutor does not show the solution to learners neither leads 
them to find it. She monitors the learners’ discussion as input to regulate and provides 
suggestions to learners to regulate their own thinking. Thus, learners act to reflect 
their intention to communicate about their reasoning.  

Other metacognitive methods are: “Kitchen Sink” set by Schonfeld [23], “Support-
ing Learners to Develop their Self-regulation Skill” designed by Kayashima and Inaba 
[24], and “Reciprocal Teaching” proposed by Palinscar and Brown [25]. 

3.2   Intelligent Educational Systems Oriented to Metacognition 

In the IES arena there is tendency to build applications devoted to exercise students’ 
metacognitive skills, such as scaffolding, tools to recreate learning environments and 
functionalities in intelligent tutoring systems (ITS). A sample of them is given next.  

Ecolab is software scaffolding that aims students to improve their seeking and task 
selection skills [26]. Story-station is an agent-based scaffolding tool to stimulate 
metacognitive skills involved at writing. It uses animated agents to advice student 
about issues of writing [27]. Se-Coach is a ITS that provides several levels of prompt-
ing and scaffolding to progressively improve students’ self-explanation skill [28]. 

Betty’s Brain is a multi-agent environment that heads student to learn by teaching. 
It aims student to reflect about the domain knowledge provided to a learner agent, 
Betty, by evaluating its responses and explanations to quizzes and queries [29]. Col-
lect-UML is a ITS that stimulates students to acquire collaborative skills. It accounts a 
collaboration model represented as a set of meta-constraints [30]. Plan Externalization 
is a workgroup tool that facilities the design of a problem-solving process. Where a 
solver sketches her plan and others monitor and question the solution [24]. 

4   The Model of the Metacognition-Driven Learning 

We propose a Metacognition-Driven Learning paradigm to guide the design of IES. It 
embraces a model and a method. The former is a “hierarchical-loop metacognitive” 
model; whereas the later is a workflow composed by three stages. In this section, we 
describe the three levels of the model and a sequence of class activities. 

4.1   A Hierarchical-Loop Metacognitive Model 

Based on the formal metacognitive models prior introduced, we tailor a hierarchical-
loop metacognitive model to identify three levels of activity, as it is sketched in  
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Figure 1. At the bottom of the hierarchy, the external level is allocated and the cogni-
tive level is found in the middle tier. At the top, the metacognitive level is stated. 
Moreover, a loop of activities is achieved at each level and a cognitive information 
flow goes bottom-up and backs top-down between couples of levels [31]. 

At external level, the individual interacts with her outside-world, sets goals to 
achieve and deals with problems to be solved. She uses her motor skills to behave and 
socialize with others every day. The surrounding objects and the performance of her 
physical actions are perceived by her senses. The cognized information is an input to 
her basic cognitive skills. In consequence, they trigger physical actions as output.  

At cognitive level, the individual uses her basic cognitive skills to achieve mental 
or physical goals. They are activated as loops of cognitive activities, such as: observa-
tion of sensory and perceptive stimuli from the outside-world, rehearsal to hold in-
formation needed by other cognitive activities on short-term cognitive memory, 
evaluation of external conditions, virtual execution of candidate cognitive activities, 
selection of the cognitive activity to be achieved through physical activities. The exe-
cution and results of cognitive activities is an input to the metacognitive skills. As a 
result, they control the behavior of cognitive activities as output [32]. 

At metacognitive level, the individual uses her metacognitive skills to assess and 
regulate the performance of cognitive skills and assure the accomplishment of goals. 
They essentially apply similar cognitive activities, as the basic cognitive skills do, but 
the difference is the concerned source and target. Hence, observation monitors the 
course of the activity and the results achieved at cognitive level, rehearsal maintains 
information requested by other metacognitive activities on short-term metacognitive 
memory, evaluation qualifies the activity and outcomes fulfilled at cognitive level, 
virtual execution simulates the activation of metacognitive activities, selection 
chooses the metacognitive activity to be carried out for controlling cognitive skills. 

4.2   Class Cognitive Activities 

Metacognition is a matter of generalization of knowledge, strategies, experiences, 
tasks and goals that is applied to a wide sort of purposes and issues. The acquisition, 
tuning and application of such metacognitive resources are fulfilled by abstraction, 
modification and instantiation metacognitive activities. 

The abstraction focuses on key attributes of a given object or activity to shape a 
class of metacognitive resources. Such a class embraces conceptual items that depict 
pieces of knowledge, main guides of strategies, key issues gained from experiences 
and procedural descriptions of how to carry out a task and meet a goal. 

The modification refines conceptual items of the class in order to improve its gen-
erality and usefulness. It applies three tasks to manipulate classes, such as: addition 
devoted to create a new class, modification oriented to update conceptual items of a 
given class, deletion aimed to unlearn conceptual items and eliminate the whole class. 

The instantiation applies a given class to a current matter. So it provides specific 
values to the conceptual items of a class for tailoring an instance. The instance reveals 
the way to deal with a present object or activity based on metacognitive resources.  
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Fig. 1. Metacognitive-Driven Learning paradigm. It holds a model and a method. The model 
contains three levels: metacognitive, cognitive and external. The method have three stages: 
cognitive, associative and autonomous, Activities’ id at metacognitive and cognitive levels 
means: Ob: observation; Ab: abstraction; Re: rehearsal; Ev: evaluation; Mo: modification; Ve: 
virtual execution; In: instantiation; DK: declarative knowledge; PK: procedural knowledge; RK: 
refined knowledge. 

 

Re ReRe

Ob Ev Ve Se

 
P 
K 

  Obser-
vation 

Action 

External- 
level 

Cognitive-
level 

Output Input 

 

Addition Modifi-
cation 

Deletion

Class

InOb

Re

Ab

Re

Ev

Re

Mo

Re

Ve

Re

Se

Instance

Metacognitive-
level 

Output 

  Moni-
toring 

Control

Input 

 

Re Re Re

Ob Ev Ve Se 

 
R 
K 

 

  Obser-
vation 

Action 

External- 
level 

Cognitive-
level 

Output Input 

 

Addition Modifi-
cation 

Deletion 

Class 

In Ob

Re

Ab

Re

Ev

Re

Mo

Re 

Ve 

Re 

Se 

Instance 

Metacognitive-
level 

Output 

  Moni-
toring 

Control 

Input 

 

Re Re Re

Ob Ev Ve Se 

 
D 
K 

 

  Obser-
vation 

Action 

External- 
level 

Cognitive-
level 

Output Input 

 

Addition Modifi-
cation 

Deletion 

Class 

In Ob 

Re 

Ab 

Re

Ev

Re

Mo

Re 

Ve 

Re 

Se 

Instance 

Metacognitive 
-level 

Output 

  Moni-
toring 

Control 

Input 



 Improving Students’ Meta-cognitive Skills within Intelligent Educational Systems 449 

5   The Method of the Metacognition-Driven Learning 

The Metacognition-Driven Learning paradigm also embraces a method for stimulat-
ing metacognitive skills. It follows the workflow set by Anderson [33]. As it is shown 
in Figure 1, the sequence begins with the cognitive stage, continues with the associa-
tive stage and ends with the autonomous stage. As soon as the individual develops the 
stages, she progressively acquires, evolves and extends her skills´ knowledge. 

The cognitive stage enables individual to acquire knowledge by objectivism prac-
tice. The outcome is a kind of declarative knowledge of the skill. As a result, the indi-
vidual had stated concepts that depict the nature, purpose and process of the skill. 

The associative stage applies constructivism practice by problem-solving exercises. 
During the stage, the individual faces a diversity of problems and seeks a solution. As 
consequence, she gains procedural knowledge from the experiences. 

The autonomous stage encourages the individual to deal with more domain prob-
lems of increasing complexity. Little by little, the individual is challenged to evaluate, 
contrast and pursue optimization of problem-solving process. During the stage, the 
individual’s knowledge of the skill is gradually refined. 

The Metacognitive-Driven Learning makes up a model and method into just one 
paradigm. Its sequence of three stages is pictured in Figure 1 from left to right. At 
each stage, the individual takes the corresponding lectures to produce a version of 
skill’s knowledge. Three types of activities are concurrently performed in their corre-
sponding level. The ascending information flow represents an input between a pair of 
levels; whereas, a descending one corresponds to an output [34]. 

6   Conclusions 

In this paper we have reviewed a set of representative works to understand what meta-
cognition is and how it can be stimulated. In addition, we have outlined a Metacogni-
tion-Driven Learning paradigm with the aim to inspire the design of IES. Our model 
offers a holist viewpoint to structure levels of activities and flows of information to 
monitor and control activities. 

We acknowledge the importance of enhancing students´ learning faculties. So we 
assert: Individuals who are able to use their metacognitive skills increase their oppor-
tunities to accomplish educational and personal goals. As a future work, we plan to 
develop a computer-based prototype to implement our paradigm and develop a trial to 
collect empirical evidence. According to the results a new version will be outcome. 
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Abstract. The advances in sophisticated, immersive and highly engaging video 
gaming technology have resulted in the introduction of “serious gaming” as 
platforms for training. A virtual environment that mimics reality as closely as 
possible is an effective instructional medium and also serves as a performance 
improvement/evaluation platform. However, the current methodologies suffer 
from several limitations: 1) conventional qualitative evaluation techniques that 
are removed from the trainee’s actual experience in both time and context 2) 
open loop platforms fail to support adaptive training and scenarios or leverage 
repeatability to accelerate training 3) failure to adapt to individual’s current 
psychophysiological state, limiting skill acquisition rates 4) multi-person tasks 
that lack tools for objective assessment and prediction of team cohesion or 
performance. As part of our initiative to invent a suite of Interactive Neuro-
Educational Technologies (I-NET), we have developed a Neurogaming 
platform that will help resolve many of these limitations.  

Keywords: EEG, Neuroergonomics, Neurosensing, Augmented Cognition. 

1   Introduction 

Advances in the fields of computer graphics and artificial intelligence, combined with 
the availability of sophisticated multi-core gaming hardware have resulted in the 
application of “serious gaming” as platforms for training simulations in industry, 
academia and military. The virtual environment provides a safe, controlled and cost 
effective setting to educate and evaluate users without the dangers associated with real 
life scenarios, especially for some industrial and military applications. The military has 
been a strong proponent of the gaming technology and uses sophisticated simulators 
for enhancements in training, safety, as well as to analyze military maneuvers and 
battlefield positions [1,2]. The “Educate to Innovate” campaign launched by the 
President of the United States in 2009 aimed at harnessing the power of interactive 
games to improve technological, mathematical, scientific and engineering abilities of 
American students. A wide variety of games were thus introduced in order to provide 
engaging exercises, improve retention of complex concepts, and create a rewarding 
learning experience for students [3]. Although this new generation of training 
technology is engaging and popular, it represents only an initial step towards a true 
revolution in creating successful instructional delivery systems.  
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Conventional methods for evaluating instructional design such as subjective 
reports, performance metrics and expert observations are mostly qualitative in nature 
and are removed from the trainee's experience in both time and context. Optimized 
environments that leverage brain-behavior relationships are known to improve the 
efficiency of learning (Neuroergonomics theory, [4,5]). Increasing evidence suggests 
that physiological correlates of attention, alertness, cognitive workload, arousal, and 
other fundamental constructs essential to training can be identified to further improve 
learning efficacy. The convergence of recent advances in ultra-low power consumer 
electronics, ubiquitous computing and wearable sensor technologies enables real-time 
monitoring of these cognitive and emotional states providing objective, timely, and 
ecologically valid assessments of psychophysiological states associated with learning. 
Our previous work has revealed specific EEG correlates of the stages of skill 
acquisition in simple learning and memory tasks, as well as in more cognitively 
complex and challenging test environments. Unique event-related EEG signatures 
detected during various stages of skill acquisition were evaluated to assess 
participants’ ability to reflect aspects of learning across tasks and environments 
[6,7,8]. Such quantitative assessments will enable guidance of the user through 
distinct stages of skill development as well as provide timely evaluation and 
mitigation to improve the efficiency of learning.  

Practice is accepted as a ubiquitous strategy to accelerate skill development. 
Repetition alone however, does not ensure success and repeated poor technique can 
lead to performance deficiencies and/or stress injuries. Instructional strategies and 
feedback are believed to be critical in accelerating skill learning. Recent 
investigations have suggested that skill learning may be dependent upon the 
availability of cognitive resources including attention and working memory and that 
the speed and efficacy of learning may be affected by either state or trait differences 
in these cognitive capacities [9,10]. Closed-loop and adaptive training platforms that 
incorporate real time sensing of cognitive and emotional state of the trainee 
(Neurosensing) and tailor the information delivery to an individual’s or team’s 
evolving skill level can considerably enhance the learning experience [11,12]. We 
have successfully employed similar closed-loop systems previously in implementing 
EEG-based drowsiness alarms in a driving simulator [13] and EEG-workload based 
Aegis radar and Tactical Tomahawk Weapons simulations [14], however the 
physiological thresholds and mitigations employed were specific to the application 
and not transferable to a general training platform. 

The process presented here is an initial step towards a dynamic training system that 
will adaptively incorporate the psychophysiologic state of the user in order to 
optimize training. The interactive training platform we intend to develop incorporates 
three modules: 1) Event-locked extraction of physiological metrics, 2) Closed-loop 
mitigation of tactical scenarios based on real time physiological metrics, and 3) Real 
time evaluation and mitigation of team neurodynamics. This paper presents a pilot 
study addressing the first module: event-locked extraction of physiological metrics. 
We will then discuss work done to address Modules 2 and 3, and how the three 
modules may be integrated into an adaptive training platform to increase training 
efficacy in individuals and teams. The platform was developed as part of our initiative 
to invent a suite of Interactive Neuro-Educational Technologies (I-NET) to accelerate 
skill learning and novice-to-expert transition.  
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2   Methods 

2.1   Participants 

Twenty-three participants (10 females and 13 males, mean age 25.87 years, range 19-
40 years) were recruited from local colleges and newspaper/online advertisements. 
All participants had normal or corrected to normal vision and reported no history of 
neurological problems. No participants that had undergone formal marksmanship 
training were admitted to the study. Informed consent was obtained from all 
participants in accordance with the guidelines and approval of the Biomedical 
Research of America Institutional Review Board. 

2.2   Data Acquisition 

Electroencephalographic (EEG) and Electrocardiographic (EKG) data were collected 
using the wireless B-Alert® X10 EEG sensor headset developed by Advanced Brain 
Monitoring (ABM). Nine Ag/AgCl EEG electrodes were located at F3, Fz, F4, C3, 
Cz, C4, P3, POz, P4, according to the international 10-20 system. All EEG channels 
were referenced to linked reference electrodes located behind each ear on the mastoid 
bone. EKG was recorded with electrodes placed on the clavicle and opposite lower 
rib. Data was sampled at 256 Hz.  

2.3   Paradigm 

The popular military gaming platform - Virtual Battle Space 2 (VBS2), Tactical 
Warfare Simulation running on Real Virtuality 2 simulation engine, developed by 
Bohemia Interactive was used to create the gaming scenarios. In collaboration with 
Laser Shot Inc., we developed five custom combat scenarios using VBS2. The 
scenarios had realistic settings and contexts in which participants (acting as soldiers) 
were required to make deadly force decisions. In order to mimic reality as closely as 
possible, the game room was equipped with life-size projection of threats, stereo 
sound delivered via earbuds and other paraphernalia found in the battlefield 
environment. The participant used a demilitarized “airsoft” replica of an M4 rifle that 
interacted with the game using a wireless laser-based training system from Laser Shot 
Inc. The M4 was mounted with an EOtech holographic weapon sight, or red dot 
scope, commonly used in combat environment for quick target acquisition. Sandbags 
were provided to support the weight of the weapon, to both simulate combat firing 
procedures and reduce the effect of muscle fatigue on performance. 

Participants were initially given marksmanship instructions (power point 
presentation) and requested to undergo a set of training tasks. Training addressed the 
fundamentals of marksmanship (aiming, breath control, trigger control, etc.), and the 
Rules of Engagement applicable in the testing scenarios. Five testing scenarios were 
administered in a randomized order for each subject. Each scenario was set in a unique 
environment that replicated typical fire fighting situations for soldiers (e.g., checkpoint, 
market, etc. in Afghanistan). In order to avoid excessive fatigue in participants, the 
scenarios were designed from a fixed point of view and lasted only 3-4 minutes. 
Throughout the scenario a mixture of enemy and friendly units, both stationary and 
moving, appeared at varying distances. Participants were instructed to evaluate threats 
and eliminate all enemy units as quickly as possible.  
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2.4   Data Analysis 

ABM B-Alert® software was used to acquire, filter and analyze the physiological 
signals transmitted by the headsets in real time. The software identifies and eliminates 
multiple sources of environmental and physiological contamination such as power 
frequency hum, eye-blinks, EMG, etc. as well as other artifacts such as spikes, 
excursions, saturations, etc. using patented wavelet based signal processing algorithms. 
The software also incorporates patented algorithms for real-time classification of EEG 
based Engagement and Workload. These metrics are calculated using quadratic and 
linear discriminant functions that analyze Power Spectral Densities (PSD) of EEG 
frequency bins ranging from 1-40 Hz on a second-by-second basis [15]. Simple 
baseline tasks (completed on a prior study visit) were used to fit the EEG Engagement 
and Workload algorithms to the individual, so that the cognitive state models provide a 
highly sensitive and specific technique for identifying an individual’s neural signatures 
of cognition. 

An External Sync Unit (ESU) was used to synchronize the physiological signals 
with events in the game as well as user responses (rifle shots). Synchronization in the 
windows environment is dependant on the windows task scheduler and cannot 
guarantee an upper bound for user level tasks. The ESU is a general purpose data 
integration platform that can synchronize multi-source digital data (serial and/or 
parallel port protocols) with physiological signals from B-Alert® headsets acquired 
via Bluetooth protocol to millisecond level precision. ABM’s automated analysis 
tools were used to extract various performance metrics in order to identify, 1) 
psychophysiological states associated with learning and skill acquisition, 2) cognitive 
factors that influence decision making, and 3) relevant physiological measures that 
distinguish top performers.  

The analysis of Event Related Potentials (ERPs) offer excellent temporal resolution 
for tracking the flow of information from sensory processing, detection and 
identification of relevant objects and decision-making. ERPs and Event Related 
Engagement / Workload / Heart Rate were derived by time-locking to the presentation 
of the test bed stimuli (one-second post-stimulus), and to the one second epochs prior 
to and following user shots. ERPs were then plotted for the two seconds surrounding 
each shot (one second pre-shot, one second post-shot), at each sensor site and for each 
single trial shot event. Single trial ERP waveforms were averaged within and then 
across participants to compute grand means. Before averaging, data that included 
artifact such as eye blinks, excursions or excessive muscle activity were rejected on a 
trial-by-trial basis using automated in-house software [15].  

As a normalization step, single trial event-related Engagement / Workload / Heart 
Rate data were z-scored to each individual’s average level of each metric. This allows 
the identification of whether an individual was experiencing above or below average 
Engagement / Workload / Heart Rate in relation to a given event. 

3   Results 

3.1   Event Related Potentials  

Fig.1 below illustrates the averaged time series at the vertex (Cz) for missed shots 
(shots that did not hit a target) versus kill shots (shots that hit and killed an enemy 
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target). Greater positivity from 875 ms to 250 ms before the shot distinguished kill 
shots from missed shots. Peak amplitude preceding kill shots was significantly greater 
than the peak amplitude preceding missed shots (t (22) = 2.92, p<.01). Eighteen of the 
23 subjects (78%) showed this distinction, with peak amplitude preceding kill shots 
on average 5.37 µV greater than the peak amplitude preceding missed shots. This 
appears similar to findings reported by Konttinen and Lyytinen, 1998 [16], in which 
pre-shot slow potential positivity was associated with increased rifle stability. 
Alternatively, the pre-shot positivity for kill shots could be associated with target 
identification and recognition with a greater attenuation to enemy targets preceding 
kill shots (and presumably absent preceding missed shots). All subjects exhibited a 
characteristic post-shot positive potential beginning at the time of the shot and 
peaking between 100 and 250 ms post-shot. This initial positive component was most 
clearly seen in the central channels, and did not differentiate shot types (e.g., missed 
shots versus kill shots). However a late positive component differentiated missed 
shots from kill shots as early as 250 ms post-shot and was sustained for windows in 
excess of 900 ms post-shot. Maximal miss/kill differences were seen in central and 
parietal channels, and varied from 490-850 ms post-shot. Peak amplitude of the late 
positive component (between 490-850 ms post-shot) was significantly higher 
following kill shots than following misses (t (20) = 4.84, p<.0001). The peak 
amplitude of the late component following kill shots was on average 7.39 µV greater 
than the peak amplitude following missed shots. This later positivity is likely a P300 
or Late Positive component, possibly in response to the visual cue of the enemy death 
in the simulation environment (absent in the case of missed shots). 

 

Fig. 1. Grand mean (n=23) ERP waveforms for missed shots versus shots that killed an enemy, 
at vertex site (Cz), for one-second pre- and post-shot 

3.2   Other Event Related Metrics 

EEG-Engagement one second pre-shot distinguished missed shots from those that 
killed an enemy (see Fig.2(a)). Below average engagement was associated with 
missed shots. This difference did not reach statistical significance (P=0.07), however 
suggests differing neurophysiologic states for the preparation of successful versus 
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unsuccessful shots. A subsample of subjects (n=6) had instances of “friendly fire” 
(shooting a civilian or comrade). Fig.2(b) shows normalized EEG-Engagement and 
EEG-Workload in the one second pre-shot, averaged for those six subjects. 

       

Fig. 2. (a) Grand means for normalized (within individuals) EEG-Engagement in the one 
second preceding missed shots versus kill shots (n=18; performance outliers removed). (b) 
Group means for the six subjects that had instances of friendly fire errors. Normalized EEG-
Engagement and EEG-Workload in the one second pre-shot for misses, kills, and friendly fire. 

Friendly fire errors were marked by below-average EEG-Engagement (about 0.4 
standard deviation below average), and above average EEG-Workload (about 0.3 
standard deviation above average). EEG-Engagement preceding friendly fire errors 
was significantly lower than EEG-Engagement preceding shots that killed an enemy (t 
(4) = 2.92, p<.05). No other differences reached significance. Due to the low number 
of friendly fire errors in the dataset, these results are only relevant to the six subjects 
that made this type of error and may not generalize across a larger population. A test 
bed with a greater number of civilians or comrades (or with enemy and friendly forces 
that are harder to distinguish from each other) would provide better opportunity for 
studying the neurophysiology associated with that type of error. 

 

Fig. 3. Average percent pre-shot Engagement across all shots, for bottom vs. top performers 

3.3   Top vs. Bottom Performers  

Each of the thirteen VBS2 performance metrics were z-scored to the population  
(23 subjects), and then aggregated into a summary performance measure to determine 
the overall top (n=7) and bottom (n=7) performers. Pre-shot EEG-Engagement,  
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EEG-Workload, and HR (raw values; not normalized within individuals) were 
compared between the two groups. Fig.3 illustrates that top performers had nearly 2 
times higher pre-shot EEG-Engagement than bottom performers (t (12) = -2.32, 
p<0.05). This finding highlights the importance of Engagement in the combat pre-shot 
state. 

4   Discussion 

In this study we developed a platform which allows for event-locked extraction of 
physiological metrics in a tactical training environment. Our preliminary results 
suggest that physiological signatures may distinguish elements of good and poor 
performance that could be used to accelerate the efficiency of learning in individuals 
and to improve performance of teams. The interactive training platform under 
development incorporates three modules: 1) Event-locked extraction of physiological 
metrics, 2) Closed-loop mitigation of tactical scenarios, based on real time 
physiological metrics and 3) Real time evaluation and mitigation of team 
neurodynamics. The study presented above addresses the first module. Below, we 
discuss efforts taken to address the second two modules. 

4.1   Closed-Loop Mitigation of Tactical Scenarios 

The concept of a comprehensive closed-loop module was tested independently in 
order to incorporate the mitigation parameters and strategy derived through research 
studies [17]. Automated adaptive training was incorporated based on both 
physiological (EEG, EKG, GSR) and non-physiological (performance, subjective 
training, expert observations) metrics. The Synchronous Operational 
Psychophysiological Sensor Suite (SyKron) developed by the University of Central 
Florida’s ACTIVE laboratory was used to integrate, synchronize, as well as analyze 
physiological signals from ABM EEG headsets as well as other non-physiological 
inputs such as performance, subjective rating etc. The data logging and playback 
features of SyKron were used to facilitate iterative assessment of adaptive mitigation 
and threshold development. General Purpose Real-Time Mitigation Engine 
(GPRIME) developed by the Warfighter Human-Systems Integration Laboratory at 
the U.S. Naval Research Laboratory (NRL) was used to close the loop by providing 
real time modification of the game. GRPIME is a software platform that can support 
streaming data from multiple IP addresses, allowing for mitigations to be triggered by 
data variables streaming from multiple computers on a local network. GPRIME 
receives processed real-time (or near real-time) physiological inputs along with 
subjective and/or performance data from SyKron as variables to create Boolean logic 
(If, And, Or, >, =, etc.) rules that are saved and evaluated in real-time to assess when 
it is appropriate to perform a mitigation. When the streaming data inputs meet the 
threshold rules, pre-recorded keyboard and mouse click macros are triggered to 
modify the training scenario in VBS2.  
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Fig. 4. Closed-loop Adaptive module for real-time mitigation (adapted from Berka et.al, 2010) 

4.2   Real Time Evaluation of Team Neurodynamics 

In order to develop a tightly controlled platform for investigating team neurodynamics 
in a simulation environment, we developed a team training module using desktop 
based simulators. Working with Discovery Machine Inc., ABM designed a three 
person teaming scenario, called ‘Safe Passage,’ within VBS2. The scenario was 
designed to evaluate and train team members to work together to successfully 
complete a team mission, emphasizing team communication and friendly fire 
avoidance. The primary mission objective of the team was to safely escort a convoy 
through enemy territory. Team members were assigned individual tasks, each with 
unique roles essential to meeting the mission’s objectives.  

Pilot Study: ABM recruited two teams of three people, with each team performing six 
iterations of the teaming mission. Each team member was fit with a wireless X10 B-
Alert headset which allowed EEG-Engagement, EEG-Workload and Heart Rate to be 
calculated on a second-by-second basis. All computers were programmed to follow 
the Network Time Protocol (NTP) such that the physiological parameters, game 
events, user responses, etc. from all team members were time synchronized for 
analysis by real-time as well as offline algorithms. 

The automated online program developed by Stevens et.al [18, 19] was used to 
generate EEG-based neurosynchrony (NS) profiles for team performance in real-time. 
A summary of the layered analytic approach used by the program is as follows: The 
data flow is organized into collection, processing, modeling and analysis modules. 
The data collection and processing modules are included in ABM B-Alert software 
where EEG is decontaminated and Workload (WL) and Engagement (E) values from 
each of the team members are calculated on a second-by-second basis. The values of 
WL and E are then normalized and statistically partitioned. The values at each second 
for each team member are then combined into a vector representing the state of the 
team (EEG-E) as a whole. A trained 1×25 node unsupervised artificial neural network 
develops a topology and outputs a linear series of 25 team EEG-E patterns that are 
termed as neurophysiologic synchronies (NS). A ‘hit’ frequency map showing the 
number of times each node was expressed during a performance was then created, 
which when aligned with training context can provide significant insight into team 
dynamics and potentially be used for real time mitigation of tasks. Predictive models 
developed using Hidden Markov Modeling by analyzing the correlations and 
persistence of the NS could also be potentially used to indicate effective/ineffective 
team compositions. Data analysis for this pilot study is in progress. 
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The final integrated Neurogaming platform will incorporate automated event 
logging and synchronization with physiological data and closed-loop mitigations for 
individuals and teams. Even though the scenarios discussed above were specific to 
military applications, the scope of the Neurogaming platform can be extended to 
many other medical, educational and industrial applications. 
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Abstract. We have adopted the serious game perspective to design, develop, 
and test a prototypal application, in a virtual world, aimed at teaching children 
affected by Down Syndrome how to read a clock. The main idea has been to of-
fer them a new and intriguing learning environment to reduce the sense of fru-
stration they often are burdened with during educational activities. In particular, 
an approach based on serious gaming has been coupled with the Feuerstein’s 
method, which is currently spreading as an effective support to teaching activi-
ties aimed at impaired kids. The prototype has been developed adopting a play-
centric process and has been tested with a group of children who were unable to 
read the time.  

Keywords: serious games; videogames; healthcare; virtual world; usability; 
augmented cognition, Down Syndrome. 

1   Introduction 

Nowadays, women tend to have their first child at an older age than in the past. This 
is positively correlated with the increase in the percentage of newborns with Down 
syndrome (DS), as shown in Tab. 1. Although all the efforts made by scholars and re-
searchers in the medical field, it is not yet possible to prevent nor to cure DS. The 
only viable way to help these children to increase the quality of their lives (i.e., from 
the independence and autonomy point of view) is through appropriate “rehabilitation” 
therapies, aimed at supporting them to achieve more advanced cognitive, linguistic, 
and motional capabilities [5].  

In particular, the most serious difficulties afflicting children with DS are related to 
the cognitive side [17, 34]: hence, it is particularly relevant to improve the methodolo-
gies aimed at developing cognitive capabilities and skills. Among several possible ap-
proaches to this problem, one whose diffusion has increased during the last decade is 
rooted into the theories developed by Reuven Feuerstein [2, 10, 11, 12]. Feuerstein’s 
methodology is now adopted not only in the pedagogical field, but also in clinical 
environments, aiming at stimulating cognition in DS children. Its major advantage is to 
avoid the iterative processes typical of more “traditional” rehabilitative approaches, 
and to focus on stimulating a problem solving attitude, exploiting the innate capability 
of human brain to self-modify, evolve, and adapt – even under disadvantaged 
conditions. The application of the Feuerstein method requires the presence of a special 
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“mediator”, that is to say a person in charge of interpreting the child experiences when 
faced with a new task, and able to help her in addressing her efforts toward a specific 
goal. The importance of the mediator shines even clearer when observed through the 
lenses of the mirror neurons theory [3, 14, 16, 29]. According to this theory, in our 
brain there is a certain amount of neurons whose job is to learn how to accomplish a 
certain task, simply by observing others performing the appropriate actions. In the 
same vein, they allow us to “feel what’s on a person mind”; thus, also supplying the 
substrate for empathy. In other words, the observer’s neurons “mirror” what is going 
on in the brain of the person she is observing, by activating exactly as if the action was 
undertaken by her. Hence, effective mediators should be able to stimulate DS children 
mirror neurons, transforming an action they see into something they are able to do. 

Table 1. Relation between mother's age and probability of having a baby with DS [15] 

Mother age DS risk Mother age DS risk 
20 1/1527 36 1/280 
25 1/1352 37 1/218 
28 1/1113 38 1/167 
30 1/895 39 1/128 
32 1/659 40 1/97 
34 1/446 44 1/30 
35 1/356   

2   Learning through Serious Games 

Learning patterns have changed radically in the last decades [36], and further devel-
opments are easily foreseeable: younger are “native speakers” in the language of digi-
tal media, and (video)games – serious or not – are one of the “Digital Natives” ways 
of interaction that spreads and evolves at an impressive pace. New generations are 
experiencing new forms of computer and videogame entertainment – and impaired 
kids are no exception! – and, as Prensky underlines, this new forms of entertainment 
has shaped their preferences and abilities while offering an enormous potential for 
their learning, both as children and as adults [25]. The idea of exploiting videogames 
as a teaching media has been “formalized” in 2002: in that year, the Woodrow Wilson 
Center for International Scholar in Washington, D.C. founded the Serious Games In-
itiative. Although we instinctively tend to associate ”serious games” to videogames, 
this term was already in use long before computers and electronic devices became a 
way to convey entertainment [1]. In spite of their old story, no generally accepted and 
shared definition of what a Serious Game (SG) should be exists yet, anyway, in our 
opinion, the one provided by Zyda seems good enough for our goals: Serious Game: a 
mental contest, played with a computer in accordance with specific rules, that uses 
entertainment to further government or corporate training, education, health, public 
policy, and strategic communication objectives ([36], p.26). It is important to 
enlighten that SGs are not only a way to instruct people about something, but also 
way to convey knowledge within a context that is motivationally rich.  

As we pointed out in the previous section, kids affected by DS feel often con-
strained and frustrated while interacting with other people. As a consequence, it is 
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particularly relevant to explore and design new interaction patterns, able to overcome 
– at least partially – their difficulties. We hypnotized that SGs could be of help in 
overcoming the above limits; actually, kids affected by DS are exposed to new media 
and videogames rampaging diffusion exactly as their non-affected counterparts. 
Moreover, the usefulness of games as learning tools is a well known phenomenon, 
that becomes of overwhelming relevance in the first years of our life [6, 7, 27], and it 
is demonstrated that SGs are able to guarantee high learning effectiveness in quite 
short time [30, 31]; e.g., they are adopted as training tools in medical, military, and 
business fields. Moreover, as [30] point out, SGs are effective learning tools, able to 
train cognitive functions, such as memory, and to teach how to exert control over 
emotions [21, 22, 35]. This latter characteristic seems particularly relevant when deal-
ing with kids affected by DS, which often experience more difficulties in managing 
their emotions, due also to the frustration and disappointment they feel when faced 
with tasks they can only hardly accomplish, but that they perceive as easily accessible 
to kids of the same age.  

2.1   Coupling SGs with Feuerstein Methodology  

Due to the peculiarities presented by kids affected by DS, we have decided to couple 
the serious game approach with Feuerstein methodology, which is based onto Reuven 
Feuerstein’s theories of Structural Cognitive Modifiability (SCM) and of Mediated 
Learning Experience (MLE). SCM is “the unique propensity of human beings to 
change or modify the structure of their cognitive functioning to adapt to the changing 
demands of a life situation.” [9]. The theory is rooted into the idea that human devel-
opment is not only biological but also socio-cultural. That is to say, the development 
of cognitive capabilities and higher mental processes can be positively influenced by 
the human-environment interactions surrounding the kid. In particular, direct expo-
sure and mediated learning experience are the two ways we can exploit to affect cog-
nitive capabilities. At the very heart of SCM lies the theory of MLE [8], which is a 
quality of human-environment interactions at the basis of human modifiability. MLE 
is more than a mere pedagogical approach and it entails the shaping of cognitive 
process as a by-product of cultural transmissions. Due to its effectiveness, 
Feuerstein’s methodology is more and more adopted with the aim of stimulating 
cognition in DS children. The application of the Feuerstein method requires the 
presence of a special “mediator”, that is to say a person in charge of interpreting the 
child experiences when faced with a new task, and able to help her in addressing her 
efforts toward a specific goal. The importance of the mediator is further emphasized 
by the mirror neurons theory [3, 14, 16, 29]: mirror neurons provide effectively their 
functions thanks to the fact that they are “able” to bridge the actual and the virtual as-
pects of the world that surrounds us [4]. This latter characteristic seems particularly 
promising from the point of view of exploiting virtual playgrounds as environments 
for teaching how to accomplish simple “practical” tasks. 

3   A Playcentric Approach 

To prove our intuition, we have designed, developed, and tested the prototype of a SG 
aimed at teaching to kids affected by DS how to read the time. To reach this goal, we 
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have adopted a user-centered approach. In particular, we have a bit simplified the 
Playcentric Approach to design often adopted in the game industry [13]. Fig.1 sum-
marizes the steps of the approach, each of which should also go through an iterative 
process (generate ideas, formalize ideas, test ideas, evaluate results), that puts the fo-
cus on the players’ feedbacks and game experience. 

In particular, we went through steps 1, 4, 5, and 6 (shaded in gray in Fig. 1). Step 2 
and 4 collapsed because in the virtual environment we choose to adopt as a develop-
ment platform (see §4) it is very easy, quick, and cheap to create and modify content. 
Step 3 has been unnecessary: we had no subject that should be convinced to produce 
the game (for the same reason Step 7 has not been completed). The main critical point 
has been the first step of the process: brainstorming. We involved in the project the 
NGO “Associazione Vivi Down”, whose activities aim at helping families with DS 
kids. Together with a psychologist of the association, we produced a list – with priori-
ties – of the most critical teaching activities. Among these activities, the one found to 
be more effectively supported through a SG was “reading the time”. Once the player 
experience goals were set (“learn how to read the time in an intriguing way”) we ex-
plored different possible game concepts, keeping in mind which constraints derived 
from the peculiarities of our intended audience (see §5). All the subsequent phases 
went through the iteration process, and all the design choices have been validated by 
the psychologist. Actually, in spite of what the playcentric approach requires, no 
“player” has been involved during the development of the prototype, mainly due to 
the practical and legal difficulties of involving impaired minors. Moreover, it would 
have been quite difficult to define a player sample really representative, due to the 
fact that people affected by DS may present particularities that make each case differ-
ent from all the others.  

Fig. 1. The Playcentric approach to game design [13] 

4   Choosing a Technical Solution for Developing the SG 

Once the goal of the SG has been clearly defined, we had to select the most 
appropriate technical environment for developing the prototype. Several different 
alternatives have been explored, and the final choice has been a virtual world, namely 
Second Life (SL). We have chosen to develop our project in SL for several reasons,  
 

1. BRAINSTORMING 
- Player experience  
  goals 
- Game concepts 

2. PHYSICAL  
    PROTOTYPE 
- Playtest  
  prototype 

3. 
PRESENTATION 
 
 

4. SW  
    PROTOTYPE 
- Playtest  
  prototype 

5. DESIGN 

DOCUMENTATION 
6. PRODUCTION 
 

7. QUALITY   
    ASSURANCE 



466 L.A. Ripamonti and D. Maggiorini 

among which the most relevant are technical considerations and the quite “long” and 
rich tradition of medical research taking place into this virtual world (see, e.g., Fig.2, 
Fig.3, and [33]). 

 

Fig. 2. Users (thousands) of the major support groups in SL [19] 

 

Fig. 3. Distribution of the groups active in the health/medicine areas in SL 

4.1   Several Positive and Negative Features of SL 

The main positive points of SL, from our perspective, are:  

− a built-in intuitive and powerful modelling tool, that allows for a quick creation 
and editing of 3D complex objects;  

− the availability of a scripting language (LSL – Linden Scripting Language) to eas-
ily create software applications and add interaction to objects; 

− a user-friendly interface, with a smooth and short learning curve: this is very rele-
vant if the target users are cognitive impaired people; 

− the possibility to heavily customize avatars: this is of great help in increasing the 
immersion and identification sensations [28]. 

Unfortunately, SL also has several negative technical features, among which the 
most important is the fact that it is hard (if not impossible) to guarantee an high de-
gree of privacy unless subscribing expensive contracts with Linden Lab (the company  
behind the virtual world). This is obviously a minus due the peculiar type of users we 
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are dealing with. From a less technical point of view, SL offers opportunities that 
could be of great importance when the aim is developing a SG for impaired kids: 

− the access to the virtual world, as user, is for free;  
− SL has not pre-defined content, but every object it contains (from the bigger build-

ing to the tiniest pebble) has been created by its users; 
− SL has a solid tradition in supporting medical and scientific activities: a great 

number of groups is are active in this area (see Fig. 2 and 3); 
− SL is not a “game” in the common sense, but a real virtual world, characterised by 

a strong emphasis on social interactions and community building;  
− a certain sensitivity for the DS is present among SL members: in 2009 the first vir-

tual edition of the renown Buddy Walk took place in the virtual world. The Buddy 
walk (www.buddywalk.org) has been established in 1995 by the National Down 
Syndrome Society in the US. 

Anyway, it is also true that maintaining a proprietary space in SL is quite costly, 
hence unaffordable for non-profits and NGOs (the typical subjects that offer support 
to families with impaired members, at least in Italy). 

5   Developing a Prototype 

According to Koster’s suggestions [18], we have tried to develop a sequence of actions 
aimed at giving hints about the cognitive patterns hidden in the game at a pace able to 
maintain high the players’ level of interest. In particular, we have considered the fact 
that people with DS tend to metabolize better new information and concepts when they 
are relevant, repeated and well structured/organized [24]. To simplify the task we 
avoided trying to teach also how to read seconds: it would have added a lot of difficul-
ties compared to the utility of acquiring such capability. Learning objectives have been 
studied to be simple and hierarchically ordered: the first step is to learn how to read 
hours, then minutes, then the two together and, as a last more difficult step, to put in 
the correct position the hands, according to a specific hour communicated by the me-
diator. This implied to design clocks at different level of difficulty (e.g., representing 
only hours, only minutes and both) and facing problems like: recognizing correctly 
numbers (not always so easy for the younger kids), the distinction between A.M. and 
P.M. hours, among minutes and hours hands, among night and day, etc. In Tab.2 we 
have summarized several among the main difficulties we needed to face when design-
ing the game, and how they have been addressed during the design phase. 

Last but not least, since concepts seems to be learned more effectively through SGs 
when the are embedded into a meaningful context [37], the clocks have been put into a 
virtual version of the Vivi Down Centre (the NGO that hosted our project), in a build-
ing near the seaside. Unexpectedly we observed that kids involved in the testing phase 
were very attracted by this “natural” environment, and were delighted to bath their ava-
tars into the digital sea. This further intriguing element – although unforeseen – could 
possibly have increased the efficacy of our SG. 

The final prototype has been tested with a small pilot group of kids affected by DS, 
which were totally unable to read the hours before the experiment. The test has been 
conducted at the presence of a mediator that was in charge of helping the children  
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accordingly to the Feuerstein approach. That is to say she triggered a feedback circle 
through which the kid could understand the strategy her action were supposed to 
follow, and hence could be able to continue the test by herself, self-mediating her 
actions in the virtual world through her avatar [2, 20].  

Table 2. Difficulties experienced by kids and subsequent design choices (see also Fig. 4) 

DIFFICULTY DESIGN CHOICE 
Distinguishing hours and  
minutes hands 

Hands are represented with a fork and a spoon of different colours: 
both objects are easily recognizable and kids are familiar with them. 

Distinguishing between 
hours and minutes 

Three different clocks have been built: one for the hours, another for 
the minutes and the last one for hours and minutes together. 

Distinguishing between 
AM and PM 

A small window beside the clock shows the sun and the moon in dif-
ferent moments of the day/night. 

Reading correctly hours 
that are not “precise” 

A sign hanging over the clock shows the correct time in written form. 

Experimenting Two buttons (+ and -) beside the clock allow the user to change the 
time showed by the hands (and refresh its written form). 

Following a learning path The clocks have been appropriately positioned in a building, whose 
exploration implied encountering the clocks in the correct order: 
hours, minutes, and both. 

 

 

Fig. 4. From left to right: the minute clock, the hours clock and the complete clock. Notice  
the time in written form over the dial, the window showing night/day hours and the plus/minus 
buttons. 

6   Testing the Prototype with DS Kids: What We Found Out 

The test of our prototype involved six kids, among which three males and three fe-
males, aged 8-18. All of them were unable to read the hours prior the test, although 
educators had already tried to tech them the use of the clock, adopting traditional 
approaches. Only one kid at the time was allowed to interact with the digital envi-
ronment, in order to help her to keep focused on what was going on. Each kid inter-
acted with the SG for a minimum of 30 minutes to a maximum of one hour. It is 
important to underline that no parent and/or caretaker was allowed in the test room, 
except the mediator. This has been a precise choice, since too often parents tend to 
influence the kid choices – even unintentionally –, through their behaviour, both 
explicit and implicit. The kids have been left free to explore the digital environment 
by themselves. The mediator, according to the Feuerstain method, had the only task 
to stimulate the kid to (self)ask questions and to compare objects in order to dis-
cover relations among them. She also kept trace of the reactions and difficulties 
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showed by the kid while interacting with the SG. As summarized in Tabs. 3, 4, and 
5, the results seems encouraging, since the major part of the kids managed with lit-
tle or no help to interact with the clocks showing minutes and hours. More difficul-
ties aroused when the two concepts (hours and minutes) were brought together 
(Tab. 5). Nonetheless it has been interesting to notice that, in a limited time (30 to 
60 minutes), almost half of the kids grasped the concept of reading the time, in spite 
of the fact they were nearly unable to understand it when explained through more 
traditional approaches. 

Table 3. Results obtained by kid interacting with the hours clock 

 
Autonomously 

Little 
help 

Major 
help 

Major 
difficulties 

Using buttons 3 1 2 0 
Distinguish among numbers (hours) 1 2 2 1 
Reading hours 2 2 1 1 
Distinguish among the 24 h 2 2 1 1 
Read/tell correctly the time (12h) 2 2 1 1 
Read/tell correctly the time (24 h, using 
window) 

2 2 1 1 

Tot. 12 11 8 5 

Table 4. Results obtained by kid interacting with the minutes clock 

 
Autonomously 

Little 
help 

Major 
help 

Major 
difficulties 

Using buttons 3 2 1 0 
Recognize minutes on the clock 3 1 1 1 
Reading correctly minutes 3 1 2 0 
Tell correctly the time (minutes) 3 0 1 2 

Tot. 12 4 5 3 

Table 5. Results obtained by kid interacting with the complete (hours and minutes) clock 

 
Autonomously 

Little 
help 

Major 
help 

Major 
difficulties 

Using buttons (hours and minutes) 0 3 2 1 
Distinguish hours numbers 1 2 1 2 
Recognize (minutes) numbers and signs  1 2 1 2 
Distinguish between minutes/hours hands 5 0 0 0 
Reading the time (o’clock) 3 0 2 1 
Reading the time (whichever) 1 1 3 1 
Tell the time (hours and minutes - 12h) 2 0 2 2 
Tell the time (hours and minutes - 24h) 2 0 2 2 

Tot. 15 8 13 11 

An interesting side-effect we registered is the interest awaked in the kids by the 
virtual environment. Not only they bathed their avatars in the digital ocean, but they 
also wanted to know how to modify their appearance. It is also important to notice 
that they had little or no difficulties in understanding how to interact with the virtual 
environment, e.g., how to move the avatar.  
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7   Conclusions and Future Work  

Although the test group was quite small, the results of this first testing phase have 
been positive: all the kids have been able to learn how to read the time in the virtual 
environment with fewer difficulties than those they experienced in the actual world. 
They also appreciated a lot the virtual environment, that tackled their curiosity and 
which they liked to explore actively with very few difficulties. This seems to enforce 
the hypothesis that a teaching approach rooted into the serious game paradigm could 
be of help for cognitively impaired people. Further development of the prototype and 
of the test could involve more children at the same time, also remotely connected and 
interacting with the mediator directly into the virtual environment.  
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the Associazione Vivi Down Onlus in Milano (Italy), and the six kids that 
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Abstract. BCI can provide communication for people locked in by amyotrophic 
lateral sclerosis (ALS). Empirical examination of how disease progression 
affects brain-computer interface (BCI) performance has not been investigated. 
This pilot study uses a longitudinal design to investigate changes in P300-BCI 
use as ALS disability increases. We aimed to (a) examine the relationship 
between BCI accuracy and the ALS/Functional Rating Scale and (b) examine 
changes in the event-related potential (ERP) components across time. Eight 
subjects have been enrolled in the study. BCI accuracy was measured and ERP 
components were assessed by a principal component analysis (PCA). Two 
subjects have been followed for an average of nine-months, and BCI accuracy 
is 99.6%. While many research obstacles remain, these preliminary data help 
elucidate the relationship between BCI performance and disease progression. 

Keywords: Amyotrophic lateral sclerosis, electroencephalogram, brain-
computer interface, P300 event-related potential, assistive communication. 

1   Introduction 

Brain-computer interface (BCI) can restore communication for severely disabled 
individuals when all other communication options fail to produce reliable 
communication alternatives. Currently, people with locked-in syndrome (LIS) caused 
by amyotrophic lateral sclerosis are the population most likely to benefit from BCI, 
given the relatively slow communication rates BCIs offer. Amyotrophic lateral 
sclerosis (ALS) is a neurodegenerative disease affecting the lateral columns and 
anterior horns of the spinal cord [1]. The resulting atrophy to the muscle tissue will 
eventually lead to complete paralysis and anarthria within 3-5 years after diagnosis 
[2]. Before people enter LIS they typically choose to accept artificial ventilation. 
Once people with ALS enter LIS or complete (CLIS) social isolation can become 
severe. LIS is defined as near-complete paralysis with the retention of voluntary eye 
movements, eye blinks and limited facial twitches [3]. CLIS is a condition whereby 
all motor control is lost [4]. A number of electroencephalographic (EEG) methods 
have been used in attempts to restore communicative ability for people with ALS. For 
example: sensorimotor rhythms (SMR; [5, 6]); slow cortical potentials (SCPs; [7-9]); 
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steady state visual evoked potentials (SSVEP; [10-12]); and event-related potentials 
(ERPs; [13-15]). Currently, ERP methods (i.e., P300-based BCIs) have shown to be 
the most promising BCI for people with LIS for daily communication, environmental 
control, and regained social interaction [16]. 

Nonetheless, the relationship between BCI performance and disease progression has 
received little attention. When CLIS has been reached before BCI use begins, people 
with ALS are unable to use BCI technology [3]. For this subset of the population, who 
are unable to communicate by any means, a definitive causal explanation cannot be 
determined [17]. In addition, no LIS person successfully using a BCI has progressed to 
CLIS. A hypothesis put forth by [18] is that people who can effectively use a BCI are 
less likely to enter CLIS. 

A few studies have begun to look at how BCI performance is affected by factors 
such as mood and disease severity. Silvoni et al. [19] investigated the relationship 
between clinical status, age, and P300-BCI performance in a sample of 21 individuals 
with ALS. Data were collected in an auditory oddball and a 4-choice visual oddball 
task. One year later the same methods were repeated in a follow-up study which 
showed no significant differences in P300 morphology. However, only five of the 
original 21 participants completed the second part of the study. Thus, the attrition rate 
of this study limits the generalizability of the findings, which is a common obstacle 
for ALS research. Another study investigated the effects of motivation and 
psychological state on BCI performance [20]. Six participants with advanced ALS 
were chosen for the study and assigned to either a SMR-based BCI group with a block 
of 20 sessions or a P300-BCI group with a block of 10 sessions. Questionnaires 
assessing quality of life and severity of depression were completed before each 
session to determine mood and motivation. The authors concluded that motivational 
factors relate to BCI performance in individual subjects; however, they did not report 
if ALS progression had effects on waveform morphology or ERP components. 

Farwell and Donchin introduced the first P300-BCI in 1988 [15]. In their paradigm 
a 6x6 matrix of characters were presented on-screen and participants are instructed to 
attend to a target item. Items are flashed in groups of rows and columns, the row-
column paradigm (RCP). A recent modification to the original P300-BCI presents 
stimuli in a quasi-random method whereby characters appear to flash independently 
of one another [21]. This alternative to the RCP has been termed the checkerboard 
paradigm (CBP). Research has indicated that the CBP optimizes user performance by 
reducing the number of errors inherent to the RCP, thereby increasing the speed and 
accuracy of the BCI speller device [21]. 

Principal component analysis (PCA) has been widely used for several decades as a 
method to analyze ERP data (e.g. [22-25]). PCA is a data driven method for analyzing 
ERP waveforms, which removes ambiguity associated with traditional and/or 
subjective component identification methods (i.e., peak and area measures; [26]). The 
largest source of covariance in a PCA of EEG data are assumed to be ERP 
components, which are characteristic features of the ERP waveform spread across 
multiple time points and electrodes [27]. The P300 ERP component is a positive 
deflection usually observed over posterior parietal sites (common average, nose, 
linked mastoid references) and is time-locked to a personally relevant or meaningful 
event. The classic paradigm used to elicit a P300 is the oddball paradigm [28], where 
rare deviant stimuli (i.e., targets) occur at random among a series of higher frequency 
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standard stimuli (i.e., non-targets; [29]). In the current study we present preliminary 
findings from a longitudinal study examining P300-BCI use throughout disease 
progression. We aimed to: 1) examine the relationship between BCI performance and 
level of disability in ALS and 2) examine ERP component structure across time. 

2   Methods 

2.1   Participants 

Eight subjects diagnosed with ALS (El Escorial probable) have been enrolled in the 
study (5 male, 3 female). Subjects were recruited with the assistance of the Kingsport 
and Knoxville, Tennessee chapters of the ALS Association, and the Duke ALS Clinic. 
After enrolling in the study two subjects were deceased after completing one and two 
sessions, respectively. Three additional subjects have completed three or fewer 
sessions. One subject completed more than three sessions; however, recording 
problems prevented data analyses. The remaining two subjects completed eight and 
four sessions, respectively. The data from these two subjects will be the primary focus 
of this study. The study was reviewed and approved by Institutional Review Board of 
East Tennessee State University, and each subject gave informed consent to 
participate in the study. 

2.2   Paradigm 

The level of physical disability was assessed in each participant using the revised 
ALS functional rating sale (ALSFRS-R; [30]). The ALSFRS-R scale includes 
categories for respiratory, autonomic, and motor functions.  

Subjects completed a 21 item copy-spelling calibration phase without feedback, 
then a 14 item online copy-spelling task, with feedback, for an additional 14 items. 
The procedure was conducted at intervals of approximately 1.6 months. The P300-
BCI used the checkerboard paradigm (see [21] for a complete description) with a 6x6 
matrix [15]. Subjects sat approximately 1 m from a computer monitor that displayed 
the matrix of characters. The subjects were instructed to attend to the desired 
character and count the number of times the item flashed. Following collection of 
calibration data a stepwise linear discriminant (SWLDA; see below for description) 
classifier was derived and then used during the online classification portion of the 
session [31]. The interstimulus interval (ISI) was 62.5 ms with a stimulus flash 
duration of 187.5 ms (a stimulus onset asynchrony [SOA] of 250 ms), for copy-
spelling and online feedback conditions. For each item selection, each item in the 
matrix was flashed 20 times in quasi-random groups of four or five items before the 
classifier chose the single item with the highest SWLDA score.  

2.3   Data Acquisition  

16-channel EEG was recorded (right mastoid reference left mastoid ground) at 256 
Hz and bandpass filtered (range = 0.05 to 30 Hz) using a g.tec biosignal amplifier 
(g.USBamp version 2, Guger Technologies). Impedances were reduced to below 10.0 
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kΩ before recording. Electrodes Fz, Cz, Pz, Oz, P3, P4, PO7, and PO8 were used for 
online BCI operation [16]. BCI2000 software was used for stimulus presentation, and 
data collection. 

2.4   Online Feature Classification and Performance 

A SWLDA algorithm was used to determine spatiotemporal features of the EEG that 
accurately discriminate target and non-target flashes (MATLAB version 7.6 R2008a, 
stepwisefit function was used to derive the classifier). Classifiers were derived using 
the eight electrode montage described in [16], sixteen feature from each of the eight 
electrodes (see above), and each of the 21 item selections (i.e., 2688 features 1/6th 
target items), were submitted to the SWLDA algorithm (from 0 ms from stimulus 
onset to 800 ms post onset). The resulting SWLDA coefficients were then used for 
online classification. The SWLDA coefficients for each item in the matrix were 
summed and the item with the highest score was selected and presented to the 
participant as feedback. 

2.5   Offline ERP Analysis  

Blink artifacts were removed using a single value decomposition procedure on the 
continuous data (NeuroScan, Inc. [2003]; El Paso, TX). Average target and non-target 
waveforms were computed from artifact-free EEG epochs (855 ms, 55 ms prestimulus 
baseline) for all 35 characters of each recording session. Averaged scalp potential 
amplitude data were submitted to a temporal principal component analysis (PCA) 
derived from the covariance matrix followed by unrestricted Varimax rotation of the 
covariance loadings [26, 32, 33]. The data matrix was comprised of 219 variables 
(timepoints, -55 to 800 ms) and 8,960 cases including 8 sessions (or fewer cases for 
the subjects with fewer than eight sessions), 35 characters, 2 conditions (target/non-
target), and 16 electrode sites. PCA factor loadings and factor score topographies 
were used as a data driven method of selecting appropriate time windows and 
electrode locations for statistical analyses of ERP components. PCAs were run 
separately for each participant. A repeated-measures Analysis of Variance (ANOVA) 
was used to investigate potential changes in ERP component amplitude across time 
(i.e., session). Greenhouse-Geisser epsilon (ε) correction was used to compensate for 
violations of sphericity when appropriate. 

3   Results 

3.1   Online Performance and ALSFRS-R 

Mean online accuracy was computed for each of the eight subjects, regardless of the 
number of completed sessions. Overall accuracy was high for all eight subjects 
(mean, 95.83%, SE, 2.84). Mean ALSFRS-R was 24.8 (SE, 8.30). Subject 1 
decreased from 38 to 19 and Subject 2 remained at 23 throughout the study. 

3.2   ERP Component Findings 

Averaged ERP waveforms for Subjects 1 and 2 show comparable and stable 
component structure, predominantly characterized by a large bilateral central-to-frontal 
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distributed positivity (peak latency approximately 200 ms) and later negativity (peak 
latency approximately 500 ms). PCA factors were highly comparable between the 
participants and revealed two large variance factors that corresponded to the temporal 
and spatial characteristics of the positive and negative peaks observed in the scalp 
potentials (see Fig.1, left panels). The factor score topographies corresponding to the 
early positivity was highly similar between the two subjects (P227 and P188 for 
Subject 1 and 2, respectively), showing a broad central-to-frontal distribution with a Cz 
maxima. However, the factor score topographies corresponding to the later negativity 
slightly differed in scalp distribution between participants; specifically, Subject 1 
showed a Cz maxima (N493) whereas Subject 2 showed a Pz maxima (N552). Figure 1 
(right panels) show the electrode sites for the subjects that most concisely represent the 
activity for the early positive (P227 and P188) and late negative (N493 and N552) 
components. Windows selected for analyzing each component’s mean amplitude were 
guided by the factor loadings (see Fig. 1, left panels).  

 

Fig. 1. PCA factor loadings and factor score topographies for subject 1 (top left) and subject 2 
(bottom left) reveal two high variance and highly comparable temporospatial. factors that 
unambiguously correspond to an early positive and late negative deflection in the surface 
potential waveforms. Temporal windows used for analyzing peak amplitudes were obtained 
from the PCA loadings for each subject. The average windows and electrodes used for 
statistical analyses are shown for subject 1 (top right) and subject 2 (bottom right), bold line 
represents mean morphology across all sessions. 
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Mean amplitude of the early positive component for Subject 1 (P227, 180 – 280 ms 
window) varied significantly across session (F(1,7) = 9.42, p = 0.001, ε = 0.22), 
whereas mean amplitude for the later negative component did not (N493, 450-660 ms 
window; F(1,7) = 1.69, p = 0.15, ε = 0.05). Conversely, mean amplitude of the early 
positive component for Subject 2 (P188, 125 – 250 ms window) did not vary across 
recording session (F(1,3) = 2.39, p = 0.09, ε = 0.07), whereas the later negative 
component showed significant variation across time (N550, 450 – 650 ms window; 
F(1,3) = 38.29, p < 0.001). Significant deviations in ERP component amplitude were 
observed across sessions for both subjects. Given the lack of variability in accuracy 
and ALSFRS-R scores, it was not possible to statistically ascertain the relationship 
between component amplitude and disease progression. 

4   Discussion 

This research investigates how BCI performance (i.e., accuracy) changes as disability 
related to ALS becomes more severe. We proposed that BCI performance would 
remain stable as disability (as measured by ALSFRS-R) increases. Eight subjects 
have participated in the study to date. Only one subject has shown a substantial 
decrease in ALSFRS-R score from 38 to 19 over the course of 13 months. As 
functional ability decreased BCI performance remained 99.13% throughout eight 
sessions. These are novel and interesting results that may have implications for how 
BCI protocols should be developed and when to begin using BCI technology.  

Offline ERP component analyses revealed a highly comparable and simple 
component structure between and within subjects. Although the relative amplitudes 
for components explaining the greatest variance differ across recording sessions, 
accuracy remained stable. This suggests that overall functional decline does not 
reflect a systematic decline or disturbance the brain mechanisms responsible for 
successful BCI communication. Furthermore, the findings that (a) mean amplitude did 
not consistently vary between subjects for ERP components and that (b) subjects 
performed at an optimal level across sessions suggests that neither component is 
solely responsible for successfully detecting targeted characters within the BCI speller 
matrix. Moreover, this later finding further demonstrates the robustness of the 
SWLDA classification algorithm for use with P300-based BCIs. 

The current findings should be validated with a much larger sample of subjects, 
and it is essential for subject recruitment to begin soon after a diagnosis of ALS. The 
problematic nature of research with an ALS population is demonstrated by the limited 
number of subjects typically reported in BCI studies. In the current study the problem 
of subject identification and retention is exacerbated because we are following the 
subjects for many months. A strong relationship with augmentative and alternative 
communication specialists is an essential factor to help increase enrollment. Also, 
people with ALS may be reluctant to enter a study soon after diagnosis, when BCI use 
offers them no direct benefit. In fact, the typical BCI user or subject in a study is a 
person for whom all other assistive technology has already failed (i.e., they already 
have LIS).  
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Nonetheless, this study is an important first step in understanding how disease 
progression affects BCI use and can potentially lead to determining the optimal time 
to begin use of BCI technology for severely disabled people. 
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Abstract. By mapping messages into a large context, we can compute the 
distances between them, and then classify them. We test this conjecture on 
Twitter messages: Messages are mapped onto their most similar Wikipedia 
pages, and the distances between pages are used as a proxy for the distances 
between messages. This technique yields more accurate classification of a set of 
Twitter messages than alternative techniques using string edit distance and 
latent semantic analysis.  

Keywords: Text classification, Wikipedia, semantics, context, cognition, latent 
semantic analysis. 

1   Introduction 

Humans are experts in recognizing new and useful messages while ignoring others. 
They do this by extracting meaning from messages, categorizing messages with 
related meaning into the same topics, and noticing information that does not fit any 
existing categories. Attempts to automate this fundamental ability of cognition using 
semantic models still leave room for improvement (e.g. [1]).  

We study how we can categorize messages streaming through Twitter. These 
messages, called tweets, come in at a rate of more than 600 a second [2], and are often 
cryptic. If we can find ways of categorizing messages and recognizing new and useful 
topics in this noisy environment, we may provide automated tools with pragmatic 
uses: Twitter functions as a large sensor system, and can increase our awareness of 
our surroundings (e.g. [2-5]).  

In an organizational context, the act of decrypting confusing or novel information 
is called sense-making, and is accomplished in part by asking other people what they 
think [6]. In artificial intelligence, this act is related to the understanding of context. 
For example, tweets might be looked up in Wikipedia, and the closest entry to a tweet 
found [7]. This technique is a promising instance of a larger idea, in which machine 
algorithms inform themselves by seeking out contextual information [8-12]. 

In the present paper, we apply several semantic models to tweet categorization. We 
introduce a Wikipedia-based classification technique. Extending the insight of 
Michelson and Macskassy [7], we develop a technique for calculating semantic 
distances between messages based on the distances between their closest Wikipedia 
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pages: in effect, we regard Wikipedia as a transform space in which measurements 
can be made. We next describe this classification technique, and two other techniques 
we will use for comparison.  

2   Classification Techniques 

Classifying tweets is not an easy task because statistical methods of text classification 
have difficulty on short texts [13]. Moreover, if emerging topics of conversation are 
regarded as signal, the vast majority of tweets would be characterized as noise.  

Some past studies of tweet classification have examined the use of specific 
features, such as emoticons [14] and author profiles [15], in improving the 
classification performance. Other studies have regarded tweets as a window into 
customer perception [16]; then, the challenge becomes recognizing sentiment. In 
contrast to these past work, we are interested in categorizing tweets in order to detect 
topics, which requires the ability to cluster tweets without a priori knowing which 
features will be important.  

Recent work on extracting topics from short texts relies on knowledge bases to find 
context that is not in the texts. For example, Stone et al. used Wikipedia as training 
corpus to improve the ability of statistical methods to discover meanings of short texts 
[17]. Similarly, Gabrilovich and Markovitch used concepts derived from Wikipedia to 
identify the semantic relatedness of texts [9]. Wikipedia was also used by Michelson 
and Macskassy [7]: since we build on their model we will discuss it in the next 
section, after giving an overview of our own process. 

Tweets are classified in three steps. First, between-tweet distances are calculated 
using one of the techniques described next. We map the tweets onto two-dimensional 
planes using multidimensional scaling (MDS) of the between-tweet distances. MDS 
helps us interpret the underlying relationships in the data, by allowing us to visually 
examine the clustering of tweets, similarity between clusters, and the size and internal 
consistency of the clusters. Then we use discriminant function analysis to measure 
how well each technique can predict the category memberships of the tweets [18]. 
Discriminant function analysis predicts a categorical dependent variable, in this case 
the tweet category, by one or more independent variables, in this case the two-
dimensional MDS solution (i.e., the x and y coordinates). 

There are many ways of building a between-tweet distance matrix. We picked 
String Edit Distance [19] and Latent Semantic Analysis [20] to compare with the 
Wikipedia-based algorithm presented next. 

2.1   A Semantic Transform Using Wikipedia 

Michelson and Macskassy have developed a model that discovers topics of interests 
of Twitter users based on their tweets: capitalized non-stop words in tweets are linked 
to Wikipedia pages; then, topics are derived from socially tagged categories listed in 
the linked Wikipedia pages [7]. Specifically, topics are discovered by traversing the 
tree structure of the taxonomy of Wikipedia. We apply a similar technique to a 
different end. We are interested not in determining the topic of a particular user’s set 
of posts, but instead, understanding topic emergence across many users (e. g. [3, 21]).  
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In order to do so, we will create a distance matrix between tweets. As shown in 
Fig. 1, there are two stages: (1) we map tweets to Wikipedia pages, and then (2) 
compute the distance between the Wikipedia pages as a measure of semantic distance 
between the tweets. More formally, we regard Wikipedia as a transform space, in 
which we measure the between-tweet distances: 

d(message1,message2) ∝ d(T(message1),T(message2)) , 

where d is a measure of semantic distance, and T is a transformation function 
mapping a message to a page in Wikipedia. The transformation is worth performing 
for two reasons. First, humans categorize Wikipedia pages based on their meanings, 
and thus the Wikipedia networks likely reflect semantic networks in human brains. 
This can be helpful because we are dealing with tweets, short texts humans write 
online. Second, Wikipedia pages are mapped to categories that are named by the 
crowd. These categories can serve as topics, eliminating the problem of inferring the 
meaning of latent topics in Latent Semantic Analysis and other statistical methods.  

 

Fig. 1. The two steps involved in calculating distances between tweets using Wikipedia. We 
use the distance between the two associated Wikipedia pages as an indicator of the distance 
between the two tweets. 

Finding Associated Wikipedia Pages. To associate a tweet to a Wikipedia page, we 
first identify a set of words for this tweet. The word set includes all the words in the 
tweet after eliminating certain words in the English stop-words list provided in the 
LSA package for R [23]. For each word, we check to see if there is a direct page 
dedicated to the word, and if there is a disambiguation page. The disambiguation page 
provides a precise mapping to the right page, leading to more accurate distance 
measures. Then a list of candidate pages for the tweet is found by aggregating each 
page associated with each word of the word set. We compute a score for each 
candidate page by counting the number of occurrences of the words in the word set. 
The page with the highest score is selected as the associated Wikipedia page for the 
tweet. This process is visualized in Fig. 2. 
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Fig. 2. Finding a Wikipedia page associated with a tweet 

 

Fig. 3. Calculating the distance between two Wikipedia pages 

Calculating Distances. The distance of two Wikipedia pages is calculated based on 
the link between the categories associates with these two pages. Categories of the 
Wikipedia pages are linked to one another in a graph structure. A category can be 
linked to multiple parent categories. We capture the network structure of categories 
for each Wikipedia page for five levels. We compute the semantic distance between 
the two Wikipedia pages by finding the length of the shortest path from a category of 
one page to a category of the other page. Fig. 3 shows an example. 

2.2   String Edit Distance  

The String Edit Distance (SED) method may work given that tweets are short: related 
tweets might contain the same set of keywords. In the SED method, the distance 
between two tweets is found by calculating the number of edits it takes to transfer one 
tweet to another, also called Levenshtein distance. As an example, the Levenshtein 
distance between “kitten” and “sitting” is 3 since (1) ‘k’ is replaced by ‘s’ (2) ‘e’ is 
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replaced by ‘i’ and (3) ‘g’ is added to the end. In calculating the distance between two 
tweets, we normalize their distance value by dividing it by the string length of the 
longer tweet. If tweets in the same category tend to use the same keywords, within-
category SED should become smaller than between-category SED. We used Bibiko’s 
R package [22] for calculating the between-tweet distances. 

2.3   Latent Semantic Analysis 

The Latent Semantic Analysis (LSA) method is a broadly applied text processing 
technique [20]. LSA represents a set of tweets in a term by tweet matrix. A row in the 
matrix is a unique term. A column in the matrix is a tweet. Each matrix cell contains 
the frequency of each term within each tweet. This term-by-tweet matrix goes through 
singular value decomposition. Like principal component analysis, the factors are 
ordered by the amount of variance they capture in the original matrix. By using only 
the most influential factors, one can create an approximation of the original matrix, 
which removes the noise associated with the particular text sample, and uncovers 
somewhat abstract commonalities in word usage patterns. The approximated matrix 
yields a vector representation of terms with dimensionality equal to the number of 
factors included. The pair-wise similarities of all tweets are calculated by taking the 
vector cosine of the two tweets’ vectors. 

Essentially, LSA exposes the similarity relations among related words by 
measuring how often these words appear together. In doing so, it reduces the 
dimensionality from thousands (i.e., the number of unique words in all documents) to 
hundreds. Tweets, however, are much shorter than typical documents used in LSA. 

We used the LSA package for R by Wild [23]. We did not use the stemming option 
that reduced the words to the word-stems; we did use the English stop-words list 
provided in the package. An approximated term-by-tweet matrix was obtained. 
Because our analyses included 100 tweets or less, we used the few dimensions whose 
sum of singular values equaled or exceeded half of sum of singular values of all 
dimensions. Cosine similarities, which ranged between -1 and 1, were transformed to 
distances by subtracting these similarities from one and adding an epsilon value.  

3   Method and Results 

As an initial test, we applied the SED, LSA, and Wikipedia models to two sets of 
tweets that can be easily classified into three categories by humans. The first set had 
45 tweets, consisting of 15 tweets from each of the three events that occurred at the 
time of our data collection: (1) death of J. D. Salinger, an American author, (2) an 
earthquake in Haiti, and (3) the release of iPad, Apple’s tablet computer. In the first 
set, the categories of all tweets were known.  

The second set included all the tweets from the first set, and an additional 55 
tweets that were randomly selected from the same time period. The addition of 
randomly sampled tweets tested the robustness of the classification techniques in a 
noisier environment.  

The tweets were pre-processed by replacing any non-alphanumeric characters with 
the space character. The tweet-by-tweet distance matrix was obtained for each 
technique as described previously. A two-dimensional solution from multidimensional 
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scaling of the distance matrix was used to predict the category membership of tweets in 
discriminant function analysis. We compared the techniques by looking at their 
accuracies of classifying tweets based on true positives and true negatives, using leave-
one-out cross validation. 

Table 1. Accuracy (hit plus correct rejection) of classifying 45 tweets with known categories 

Technique J. D. Salinger iPad Haiti 
String Edit Distance .67 .13 .60 
Latent Semantic Analysis .67 .73 .80 
Wikipedia .93 .87 .80 
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Fig. 4. Forty-five tweets with known categories mapped onto two-dimensional planes using 
multidimensional scaling of the between-tweet distances based on String Edit Distance, LSA 
and Wikipedia. An x is a tweet about J. D. Salinger and a triangle is a tweet about the iPad. 

3.1   Tweets with Known Categories 

Table 1 summarizes the classification accuracy of each technique. LSA and the 
Wikipedia model clearly performed better than SED. As shown in the Fig. 4, the 
Wikipedia distance measure yielded better-delineated clusters of related tweets than 
LSA. Interestingly, the Wikipedia model yielded a tight cluster for the tweets about J. 
D. Salinger, which generally discussed the unique topic of the author’ s death; on the 
other hand, tweets about the iPad addressed a looser assortment of topics and, thus, 
clustered more loosely. In the Wikipedia distance space, there was one J. D. Salinger 
tweet that was far apart from other J. D. Salinger tweets. This tweet contained neither 
the author’s name nor the title of his best-known book, which other tweets mentioned. 

3.2   Adding Randomly Sampled Tweets 

Table 2 summarizes the performances of LSA and Wikipedia for the data set 
containing randomly selected tweets. SED was dropped because of its weak 
performance in the first data set. When randomly sampled tweets were added, the 
Wikipedia model clearly outperformed LSA. 

LSA’s performance significantly deteriorated; that is, LSA was very sensitive to 
the addition of the other tweets. LSA processes terms in relation to what other terms 
appear in the corpus; thus LSA is highly affected by the context. On the other hand, 
the Wikipedia distance measure is robust to the addition of the randomly selected 
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tweets, because the distance calculation is based on the Wikipedia page that best 
matches the topic of a given tweet, and the matching pages for existing tweets will not 
be affected by the introduction of new tweets. As can be seen in Fig. 5, the categories 
derived from the Wikipedia distance show clear separation, in contrast to the 
categories derived from LSA. 

There was one randomly sampled tweet that was close to the tweets about J. D. 
Salinger. We thought this would be another tweet about the author, but it was not. 
This randomly sampled tweet was about the football player, “Warner.” This tweet 
resulted in a short Wikipedia distance to tweets about J. D. Salinger, because the 
author is associated with Warner Books and Warner Brothers. 

Table 2. Accuracy (hit plus correct rejection) of classifying 45 tweets with known categories 
when 55 randomly sampled tweets are added 

Technique J. D. Salinger iPad Haiti 
Latent Semantic Analysis .60 .60 .20 
Wikipedia .93 .87 .73 
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Fig. 5. Forty-five Tweets with known categories and 55 randomly selected tweets mapped onto 
two-dimensional planes using multidimensional scaling of the between-tweet distances based 
on LSA and Wikipedia. An open circle is a randomly sampled tweet, an x is a tweet about J. D. 
Salinger, and a triangle is a tweet about the iPad. 

4   Discussion and Future Directions 

A unique aspect of our technique is that it uses Wikipedia as its knowledge base to 
calculate between-tweet distances. Tweets and Wikipedia pages are both socially 
constructed artifacts. This, we think, allowed our technique to simulate the way 
humans categorize. 

For our system to be used in production, the classification technique will need to 
be able to classify texts into events in near-real time. This, we think, is achievable: 
Once the novel tweet is mapped into the semantic space, the classifier can predict its 
category membership based on its similarity to other transformed tweets in the space. 

Also, the classification technique will need to be adaptive. Although the randomly 
sampled tweets were treated as noise in the current work, seemingly useless tweets 



 Discovering Context 491 

may actually contain useful information depending on the context. Future work might 
weight the value of information based on what topics are being discussed. Such 
classification models with selective attention mechanisms have been successful in 
simulating human classification behavior [24, 25]. 

In addition, the method for calculating distances using Wikipedia can be improved. 
The distances were purely based on the number of steps from one Wikipedia category 
to the other. The number of Wikipedia categories in each level, which was ignored in 
the current work, could be used to normalize the distances. In addition, LSA could be 
used to provide another distance measure between the Wikipedia categories, thus 
combining LSA and Wikipedia. The integration of probabilistic topic modeling 
techniques (e.g., [26]) might also be considered. 

To recapitulate, when monitoring world events, the volume of tweets presents us 
with a problem: there is too much information to pay attention to. We are interested in 
looking at only the novel and useful information. In order to do so, we need ways of 
flagging emerging topics of interest, without a priori knowing what the topics will be. 
We suggest here an approach: short tweets are used to find longer passages in 
Wikipedia. These longer passages have already been linked to other Wikipedia 
passages. Thus, the distance between tweets can be approximated by the link distance 
measure between their corresponding Wikipedia pages. In an exploratory study, we 
showed this technique produced better classification accuracy than two other 
techniques, String Edit Distance and Latent Semantic Analysis. This work is an 
instance of a broader approach: by tapping Wikipedia and other living artifacts of 
social computing, computational methods might provide results that better serve 
humans.  
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Abstract. Augmented reality systems hold great promise, but as they become 
more complex they can become more challenging to use. Incorporating neural 
interfaces into augmented reality systems can dramatically increase usability 
and utility. We explore these issues in the context of Equinox Corporation’s 
Night REAPER™ system—an augmented reality system for dismounted 
warfighters. We describe the current Night REAPER system and then survey 
some of the potential enhancements and unique design challenges associated 
with the addition of a neural interface. Signals, sensors, and decoding 
techniques for the system’s brain-machine interface are discussed. 

Keywords: augmented reality, brain-machine interface, wearable systems. 

1   Introduction 

Augmented reality (AR) systems are becoming increasingly widespread, and have 
countless consumer, industrial, medical, and military applications. The proliferation 
of inexpensive sensors has greatly increased the quantity of information that can be 
incorporated into an AR system. While this development holds great promise, the 
increased complexity of AR systems poses a challenge for usability. Each sensor and 
operating mode is accompanied by a combinatorial explosion of configurations from 
which the user must select. Compounding this problem is the notion that in many 
environments, such as the operating room or the battlefield, AR systems are most 
useful if they can be managed in a hands-free manner. Furthermore, the cognitive load 
associated with operating a complex AR system can distract the user from the very 
task that it is meant to facilitate. 

Incorporating a neural interface into AR systems can greatly increase their usability 
and utility. A user can potentially control the system with their brain activity, 
permitting quick, hands-free execution of tasks such as choosing from one of several 
discrete options. Beyond this, there is also the possibility of a deeper connection 
between brain and machine. We can imagine designing a system where the user’s brain 
and an onboard computer communicate bi-directionally and work synergistically to 
solve problems that neither could solve on its own. For example, in a nighttime 
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surveillance task, the AR system could use a night vision sensor to make subjects 
visible, while the user’s brain performs the more challenging task of detecting a subject 
of interest. The system observes a correlate of the detection in the user’s brain activity 
and then zooms the camera in on the subject. Interestingly, the use of brain activity 
may not even require the user’s conscious awareness. 

We are particularly interested in wearable AR systems that are untethered and 
permit the user to move freely through a dynamic environment. Obviously, such 
systems are subject to strict size, weight, and power constraints. They require 
miniaturizing and making portable the brain-machine interface, as well as integrating 
it with the head-mounted display of an AR system. In this paper we will introduce a 
specific application—the Night REAPER™ system for dismounted warfighters—and 
describe how it can potentially be enhanced by a neural interface. We will also 
describe some of the unique design challenges that arise in this application. That said, 
the neurally-enhanced sensory augmentation concepts we will discuss are general and 
are applicable to a wide array of applications, including systems that facilitate the 
operation of vehicles or the performance of computer assisted-surgery. 

2   Night REAPER Augmented Reality System 

Over the past six years, Equinox Corporation has been developing the Night 
REAPER™ (Rapid Engagement Aim Point viewER) system, a wearable AR system 
for dismounted warfighters (Figure 1). Through the use of advanced signal and image 
processing, it harnesses the strengths of intensified night vision imaging and thermal 
imaging to deliver a detailed situational picture. Unlike other image fusion platforms, 
Night REAPER combines inputs from sensors that are located separately and moving 
independently of one another. Using a head-mounted display (HMD), the user can see 
the imagery from his thermal weapon sight (TWS) co-registered in real-time over a 
helmet-mounted intensified night vision field of view. This allows the user to 
seamlessly transition from navigation to target detection, identification, and, 
ultimately, engagement. In navigation mode, the user relies primarily on his wide-
field head-mounted night vision device, while using the Night REAPER’s ability to 
overlay the TWS output as a “thermal flashlight” that allows quick detection of 
targets (Figure 2). If the target is to be engaged, Night REAPER can provide 
assistance in the form of range information and other ballistic calculations. All the 
while, the user has access to additional sources of information such as maps and 
network-centric assets that can be displayed at will. 

2.1   Vision for a Neurally-Enhanced Night REAPER System 

We propose a neural interface for the Night REAPER system that allows for a 
seamless integration of advanced sensors, network-centric assets, and computational 
capabilities with the user’s senses. The user manages the system with their brain 
activity, bypassing the need to provide explicit input. Furthermore, brain activity is 
coupled to an on-board computer vision system, enabling tasks that the computer is 
unable to do alone. A block diagram of the proposed system is depicted in Figure 3. 
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Fig. 1. Current Night REAPER system with labeled components 

 

Fig. 2. Night REAPER augmented reality view. The grayscale background represents the 
intensified imagery, and the color overlay represents the imagery from the thermal weapon 
sight. 

Consider the target detection-identification-engagement sequence under a neurally-
enhanced Night REAPER system. While the user is on patrol, he subconsciously 
spots a target of interest. Through the neural interface, the system becomes aware of 
this detection event and cues the user’s conscious perception by highlighting the 
potential target on the HMD. Sensing that the user intends to identify the potential 
target, the system enhances the target’s appearance. It also provides additional 
information, such as target GPS coordinates in conjunction with network-acquired 
information about friendly troop disposition in the area. When the decision to engage 
the target is made, the system seamlessly transitions to targeting mode, where perhaps 
the full TWS field of view is expanded to fill the HMD and ballistic computation 
assistance appears as part of the reticle. Throughout this entire process, the user is not 
required to shift his attention to system management. All system decisions are 
managed directly through a neural connection, reducing the cognitive load and 
increasing efficiency in a complex task. 
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Fig. 3. Block diagram of proposed system, depicting current Night REAPER components 
(orange) and components required for a neural interface (blue) 

2.2   Potential Neural Enhancements 

Neural enhancements of the Night REAPER system can generally be divided into two 
categories—system management and brain-assisted sensory processing. System 
management generally encompasses the management of the augmented reality system 
with user-generated brain activity. This could include the switching of visualization 
modes (e.g., from helmet-mounted, intensified night vision to TWS). Brain-assisted 
sensory processing entails employing the user’s brain to perform sensory processing 
tasks that are generally challenging for computer systems. This may include detection 
of novel objects in the environment, classifying a vehicle target, or tracking a target as 
it moves through the scene. 

2.3   Constraints on the Neural Interface 

Dismounted warfighter platforms are subject to strict size, weight, and power 
restrictions. For example, the total weight of helmet-mounted, body-worn and 
weapon-mounted components must be minimized because dismounted warfighters 
already carry more than 50 pounds of gear, which can limit their mobility [3]. The 
helmet-mounted weight is limited to 1.5–2 pounds, a requirement that arises from the 
fact that a combat helmet typically weighs 3–3.5 pounds [8], and guidelines intended 
to limit neck injury dictate that total head-supported weight not exceed 5 pounds [7]. 
The incorporation of a brain-machine interface (BMI) into such a system poses a 
unique set of challenges; in many cases, BMI research has assumed unlimited 
computing resources and an inexhaustible power supply. Furthermore, the sensors 
that transduce the neural signals must be integrated with a combat helmet while 
preserving the helmet’s ballistic protection. 

The power consumption requirements of the neural interface are indirectly dictated 
by the body-worn weight requirement—the user must carry enough batteries to supply 
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the system for a typical three-day mission. This translates to 8 hours of operation on a 
single set of batteries, which imposes a tight constraint on power consumption. 

The latency requirements of the neural interface are dictated by the nature of the 
task the user is performing. For system management tasks like mode selection, the 
time between when the user thinks the command and the change in mode should be 
comparable to a conventional button-press method. The latency requirement for brain-
assisted sensory processing is highly task-dependent, ranging from hundreds of 
milliseconds for novelty detection, to seconds for a more challenging task. 

3   Neural Interface for the Night REAPER System 

The neural interface is shown in the context of the entire system in Figure 3. It can be 
further broken down into lower-level blocks, as shown in Figure 4. Brain activity is 
recorded by one or more sets of sensors, and then decoded into a form that the user 
interface control can understand. The user interface control then updates the HMD. 

 

Fig. 4. Block diagram of neural interface to sensory augmentation system. Neural interface 
components are highlighted in blue. 

3.1   Signals 

A critical aspect of the proposed system is its reliance on intuitive neural control 
signals that do not require the user to shift their attention from the task at hand. The 
vast majority of studies on BMI to date have relied upon “artificial” strategies for 
neuromodulation that require significant mental effort, such as performing motor 
imagery tasks or mental calculations, but there are a few reports in the literature of 
BMI systems that operate on naturally occurring neural signals (reviewed in [1]). The 
ability to decode such signals is critical for system acceptance; a BMI that requires 
attention to be directed away from the mission would likely add to the user’s 
cognitive burden, as opposed to relieving it. 

3.2   Sensors 

Many sensors have been considered for BMI, including electroencephalography 
(EEG), functional near infrared (fNIR) imaging, functional magnetic resonance 
imaging (fMRI), magnetoencephalography (MEG), and implanted microarrays [4]. 
The size, weight, and power constraints outlined above limit the types of neural 
acquisition systems that can be used by the system. For example, fMRI and MEG 
require room-sized sensors and controls that are by no means portable, and implanted 
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microelectrodes are not reliable enough to be incorporated into non-medical fieldable 
systems. Consequently, in the near term, EEG and fNIR are the most likely candidates 
for sensors that can be straightforwardly integrated with a combat helmet. 

The choice of EEG versus fNIR affects some system requirements but not others. 
For example, both EEG and fast optical signal (FOS)-based fNIR have similar 
bandwidth and sample rate requirements, as the FOS appears to directly reflect 
aggregated neural spike activity in real-time and can be used as a high-bandwidth 
signal akin to EEG [6]. However, EEG and fNIR will have differing effects on other 
system parameters such as the physical interface to the human user and the size, 
weight and power budget. The physical interface in particular merits scrutiny, as it is 
non-trivial to maintain a good connection between an electrode/optode and the scalp 
in freely-moving users. Active EEG electrodes help to eliminate movement artifacts, 
but the best EEG recordings are typically derived from preparations in which the 
scalp is abraded and contact is made through conductive gel. Neither of these 
considerations is easy to employ in a fieldable neural interface technology, but this 
problem has recently received much attention from the military and may be solved 
with novel electrode technologies in the near future [2]. In contrast to EEG, the use of 
fNIR eliminates motion artifacts and the need for both scalp abrasion and conductive 
gel, but introduces a problem of a low signal-to-noise ratio when considering the 
FOS. 

3.3   Decoding 

Due to the diversity of neural interfaces and BMI applications, there is no “standard” 
approach to decoding neural control signals [1]. Moreover, the specific decoding 
algorithm employed will depend heavily on the operational paradigm. For example, a 
decoder that runs in continuous time may look for unique spatiotemporal patterns in 
the multi-channel neural data, or simply watch for modulation of signal power in one 
or more frequency bands. Alternatively, if the decoder is queued to operate during 
intervals in which the user must choose between a finite number of options, event-
related decoding strategies can be employed to identify event-related synchronization 
or desynchronization, or event-related potentials. Steady-state visual evoked 
potentials could also potentially be used if the selection alternatives are presented at 
different temporal intervals. 

For any choice of decoding algorithm, there is a large spectrum of possible inputs 
to the algorithm. For example, some algorithms operate on the raw waveforms from 
one or more channels of recording, while others require data preprocessing to extract 
salient features such as signal power within a particular frequency band, or a 
projection of the raw data into a lower- or higher-dimensional subspace [1]. In some 
cases, features can be selected based on empirical or theoretical models of the 
expected neural response—a classic example is found in systems relying on event-
related potentials such as the visual P300 signal, which typically employ a matched 
filter with a peak at 300 milliseconds post-stimulus [5]. However, it is more often the 
case that there is no underlying model for the expected neural activity, so a broad 
range of features is empirically evaluated through either manual or automated 
searches. 
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Statistical machine learning techniques can be employed to identify patterns in the 
inputs. Previous BMI research and development efforts have demonstrated the utility 
of a diversity of techniques including neural networks, linear discriminant analysis, 
Bayesian approaches, support vector machines (SVM), Kalman filters, and random 
forests [1]. As with the input features, there is often no principled way to ascertain 
which technique will be most effective on any particular dataset, so multiple 
alternatives should be evaluated and compared for both accuracy and efficiency. 
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Abstract. Great things can be achieved even with very low bandwidth. Stephen 
Hawking has been able to break new ground in theoretical physics just by 
twitching his hand and cheek. Jean-Dominique Bauby was able to write a best-
selling memoir by blinking one eyelid. By reading and decoding “brain-waves”, 
the field of brain-computer interfacing (BCI) is poised to open up the possibility 
of such expression, even for people who can no longer move a single muscle. A 
BCI still requires an HCI front-end to be of practical use, but many currently-
used HCIs do not adequately address limitations on the typical target user’s 
input (e.g., limited eye movement leading to poor spatial vision) or output (e.g. 
variable delays, and false positives/negatives, in “pressing the button”). In this 
symposium, BCI experts will present their view of the challenges arising from 
these limitations. The HCI community is invited to participate in a competition 
to provide the best solutions. 

Keywords: brain-computer interfacing (BCI), electroencephalography (EEG), 
human-computer interaction (HCI), human factors, spelling, augmentative and 
alternative communication (AAC), assistive technology, competition. 

1   Introduction 

Brain-computer interfacing (BCI) is a field of research which aims to develop the 
means for a person to communicate, or to issue a control signal, without using 
muscles or peripheral nerves [44]. Control signals are instead interpreted directly 
from activity in the cerebral cortex, measured via surface electrodes on the scalp 
(EEG), via electrodes implanted inside the skull on or in the cortex, or via some other 
brain imaging technique. The BCI user’s communication or control intentions are 
then decoded from the signals. Bypassing the peripheral output channels makes the 
technology attractive as a potential tool for rehabilitation following stroke or brain 
injury, or for neuroprosthetics that replace lost function: for example for people who 
have amputated limbs, who have spinal cord injuries, or who are paralyzed as a result 
of disease [45, 42, 6]. Cases at the most extreme end of this spectrum of disability 
tend to attract the most attention in BCI: many studies focus on its applicability to 
people with advanced amyotrophic lateral sclerosis (ALS), a fast-progressing 
degenerative motor-neuron disease. Within a few years, ALS may lead to a “locked-
in” state (LIS) [34] where only a very small number of individual muscles (typically 
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eye muscles) can be moved voluntarily, and it may then progress beyond this to what 
has been termed the “totally locked-in” state (TLIS) [3, 21], in which no voluntary 
movement control remains at all (this latter state holds a particular interest for BCI 
researchers, since alternatives to BCI become unfeasible). In such a condition, 
restoration of efficient communication with other people and with one’s environment 
becomes a high priority. 

The locked-in state holds a fascination for the research community and the public 
alike. It is well-known that, with the appropriate method of augmentative and 
alternative communication (AAC), a surprising amount can be accomplished with low 
bandwidth. Nobel-prize-winning physicist Stephen Hawking, and best-selling author 
Jean-Dominique Bauby are two well-known cases in point [2]. BCI promises to go 
one step further, perhaps by improving further the range expression available to 
locked-in users, and perhaps by widening the category of people who can make use of 
AAC, even to include the totally-locked-in. 

BCI strategies generally fall into two broad categories: self-actuated BCI and 
stimulus-driven BCI [24]. In self-actuated BCI, the user chooses when to start, and 
when to stop, performing a certain mental task or operation. Performing the mental 
task causes a measurable change in the strength of certain brain signals: usually the 
power of certain oscillations increases or decreases, at particular frequencies and 
spatial locations that are dependent on the task and on the individual. A common 
example is motor imagery: imagining making movements with one’s hand, for 
example, leads to fluctuations in the power of signals that are measurable from the 
motor and pre-motor cortical areas of the brain, which can in turn be used as a 
continuous control signal [25, 33]. By contrast, a stimulus-driven BCI relies on the 
brain’s response to a particular stimulus, delivered at a time decided by the computer 
[11, 28]. To use the interface, the user directs his or her attention to the stimulus he or 
she wishes to select: the BCI then depends on measuring the difference between the 
brain’s response to relevant, attended stimuli and its response to irrelevant, unattended 
stimuli. Often the useful responses are in the form of event-related potentials (ERPs) 
which are brief deflections in the EEG lasting less than a second. 

BCIs, whether they are stimulus-driven or self-actuated, elicit signals that have a 
low signal-to-noise ratio [30]. This effectively limits the communication performance 
of BCIs [35]. The current state-of-the-art in BCI control is still noisy enough that, 
generally, the utility of a BCI system to any one given user has not yet surpassed that 
of the conventional assistive technology available to the same user [4, 35]. The 
avenues that have tried to address this limitation all entail certain problems. For 
example, brain-signals recorded closer to the neural source, via invasive neurosurgical 
techniques [22, 18, 43, 9], are of higher signal-to-noise ratio, but obtaining them 
entails increased risk and cost [16]. Another avenue is to elicit signals of higher 
signal-to-noise ratio using better-designed stimuli and tasks [5, 13, 29]. However, 
these refinements (in common with the original design of the BCIs in question) are 
optimized specifically to elicit clearer brain signals, and do not explicitly address 
ease-of-use or obey the demands of conventional human factors. BCI performance 
may therefore also be limited by the error-prone behavior of the user in attempting to 
deal with a poorly-designed HCI in noisy conditions [27]. As an alternative to these 
approaches, BCIs might stand to improve their utility by improving the usability of 
their HCI front-ends. 
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2   Example: ERP-Based Spelling 

The most widely-explored paradigm for BCI spelling is the stimulus-driven Donchin 
matrix speller [11, 10]. Letters are arranged in a grid on screen, and a subset of the 
letters (usually one row or one column) is highlighted at any one time. During a 
sequence of such highlighting events, the relevant, attended stimulus tends to cause 
larger ERPs than the unattended stimuli. The BCI can infer the desired character by 
determining the row and column that produced the largest ERP. The sequence of 
highlighting events will typically be repeated many times in order to overcome the 
inherently low signal-to-noise ratio. Although it does form the basis for the most 
comprehensive trials to date of BCI in target users’ homes [37, 41, 31, 21, 38], its 
treatment in the BCI literature has been largely as a research tool rather than a 
practical AAC device. Its design was motivated more by the necessary conditions for 
eliciting and measuring changes in ERPs, and less by usability concerns. This holds 
also for many subsequent refinements [e.g. 17, 23, 19, 26, 39] which changing aspects 
of the arrangement of the stimuli in space and time, to increase the brain signals’ 
signal-to-noise ratio or the robustness with which letters are encoded. 

The usability gap is particularly clear when we consider the users who stand to 
benefit most from BCI, namely those people on the LIS/TLIS border and beyond, 
whose paralysis has progressed far enough to impact their ability to direct and focus 
their gaze, resulting in poor spatial vision. Two recent studies [8, 40] independently 
confirmed that the high performance reported in the standard laboratory settings with 
healthy users depends heavily on ERP components that are only generated when users 
fix their gaze precisely on the target letter. Both studies show, however, that the 
system can be used at a lesser level of performance without target fixation, since the 
P300 ERP itself does not depend on this (though it remains an open question how 
well a paralyzed person with poor spatial vision could deal with the practical demands 
of locating and attending to their desired letter within a dense visual array). One of the 
studies [40] showed that, by rearranging the stimuli spatially into a radial layout, and 
temporally into a two-step hierarchy, the system became more resistant to the 
limitations of poor gaze control. This is an excellent example of the impact of 
improved HCI design in BCI. Consideration of users’ limited vision has also led to 
speller designs even less dependent on spatial vision [1] and entirely based on 
auditory stimuli [14, 20, 36]. 

3   Self-actuated BCI Spelling 

The improved HCI mentioned in the previous section, called Hex-O-Spell, had 
previously made its debut in BCI as one of the few self-actuated spelling systems, 
driven by motor imagery [7, 29]. Other interesting user interfaces have also been used 
in conjunction with self-actuated BCIs, such as Dasher [12], and a similar 
information-theoretic approaches to spelling [32], although there has been little 
opportunity to assess their performance in the target user group. Another reason for 
the under-representation of self-actuated BCI in communication is that there is a 
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larger variance in people’s native ability to control them [15]. Stimulus-driven BCIs 
have a greater tendency to be usable “out of the box,” where self-actuated BCI may 
require more user training to be accessible to all users. This is one area in which better 
HCI design may be valuable: to better reinforce a user’s learning of the control signal. 
A related, and also valuable, design goal is to adapt better to variations in users’ level 
of control. Adaptation to a range of proficiency levels is important in three contexts: 
on first use (to cope with variation in levels of control between individuals); during 
use (to cope with fatigue); and over longer timescales (to adapt to a given user’s 
improvement in control as their repeated use of the interface allows them to learn). 

4   Symposium and Competition 

Our symposium at HCI 2011 will present the HCI challenges faced by the field of 
BCI, as seen through the eyes of BCI experts. It will also launch a competition into 
which the HCI community is invited to enter to meet these challenges: to design a 
better BCI-driven interface for communication. Provisionally, the competition it will 
consist of two independent streams, each with its own prize: 

1. The design stream: entrants will submit two-page white-papers to us, provisionally 
by November 2011, detailing their design for a better HCI front-end to a brain-
computer interface and explaining the design elements that best serve the target 
population. A prize will be awarded for the best idea, in the opinion of the judges. 

2. The implementation stream: by the later provisional deadline of mid-February 
2012, entrants will submit an actual implementation, built within a rapid-
development software framework that we make available. This will allow us to test 
the effectiveness of the entrants’ design in coping with a noisy input signal. The 
input signal will be triggered by the user making a mouse movement at the 
appropriate times, as dictated by the interface’s stimuli. The resulting signal will 
emulate a slow ERP or a brief burst of self-actuated brain activity. Design of the 
interface’s auditory and/or visual stimuli, and their arrangement in space and time, 
and the decoding of the sequences of input signals into arbitrary English text, will 
be the entrants’ challenge. Error-correction and predictive spelling will be 
encouraged. Finalists will be chosen according to the judges’ assessment of how 
well the designs meet the needs of the target user group. A time-limit will then be 
chosen for each finalist according to a “handicap”-like system, with the aim of 
leveling the playing-field between designs that meet different degrees of limitation 
on the user’s sensory input. Naturally we expect auditory-only interfaces to be 
slower than those that require vision, but we nonetheless wish to ensure that a 
design that is useful to any subgroup of the target population has a chance of 
winning. A “spell-off’ event will then be held for the finalists, at which the entrants 
will be required to use their interfaces to spell a given sentence in English: the 
winner will be finalist who has the largest number of (correct letters - incorrect 
letters) on the screen at the end of their allotted time period. 

Details of the prize money, exact deadlines, and further rules will be posted on: 
http://bcimeeting.org/HCI2011Challenge/ 
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5   Design Challenges for a BCI 

In conclusion, we envisage that that the ideal HCI-for-BCI should: 

1. cope with a noisy input signal (entailing many false positives and false negatives in 
selection) which may become noisier or more infrequent as the user tires; 

2. allow efficient and robust error correction; 
3. integrate prior knowledge about the task to be performed (for example predictive 

selection) in an intuitive and accessible way; 
4. adapt to wide range of user proficiency levels between users, and within the same 

user from hour to hour and from day to day. 
5. promote user behavior that leads to learning and improvement in BCI control; 
6. be accessible to users whose vision is poor, or perhaps even to users who are 

functionally blind. 

We look forward to the participation and the ideas of the HCI community. We 
expect that this competition will further enhance the non-muscular communication 
options available to people with severe motor impairments. 
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Abstract. We describe preliminary research that attempts to quantify the level 
of trust that exists in typical interactions between human users and their 
computer systems. We describe the cognitive and emotional states that are 
correlated to trust, and we present preliminary experiments using functional 
near infrared spectroscopy (fNIRS) and electroencephalography (EEG) to 
measure these user states. Our long term goal is to run experiments that 
manipulate users’ level of trust in their interactions with the computer and to 
measure these effects via non-invasive brain measurement. 
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1   Introduction 

We describe research that attempts to model and quantify the level of trust1 that exists 
in typical interactions between human users and their computer systems. This can be 
useful for a number of reasons. For example, in order for users to interact with online 
websites, they must trust the security and validity of that site. If we can measure 
users’ levels of trust during online interactions in usability studies, we can ensure that 
a given website is designed appropriately to maximize users’ trust. Measuring trust 
would also be useful during usability studies of a number of applications and 
technologies, pointing designers to areas of the technology or interface that should be 
re-designed to maximize the user’s comfort while working with the system. In 
addition, measuring trust can help to defer the wealth of money and time spent on 
training personnel to detect security breaches. If we can measure users’ changing 
levels of trust while working with their computer systems, we can have a better 
understanding of the training needed to ensure that security personnel detect breaches 
quickly and accurately. 

                                                           
1 There is a great deal of research from the management, economics, and recently, from the 

computer science disciplines, that focuses on building definitions and models that describe 
the concept of’ trust’. While we describe some of this research in section 2, this work does 
not present new models or definitions of trust. We use the term in its most general, non-
specific sense, as it is the word choice at this time that best describes the elements of the 
human-computer interactions that we are exploring. 
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The novelty of our work stems primarily from the multi-modal approach of our 
analysis, which employs standard psychological testing techniques (both during and 
post-experiment surveys) to pinpoint emotional and cognitive components of trust as 
well as brain measuring technologies (EEG and functional near infrared spectroscopy, 
or fNIRS, recordings) to record physiological reactions. Specifically, our research 
focuses on the changing relationship from trust to distrust over time from the 
perspective of a person who is detecting deceitfulness, rather than being deceitful. 

In our initial experiment we used a variation of “The Trust Game”, a scenario 
which has been used by many trust researchers. In our version, we modified the level 
of trustworthiness of the computer agent with whom the subject was playing as the 
game progressed. Throughout the experiment, we measured, via subjective surveys, 
the cognitive and emotional changes that occurred while the user’s level of trust 
toward the computer agent changed. The results indicated that the cognitive and 
emotional states of workload, frustration, and surprise are directly correlated to the 
users’ changing level of trust with a computer agent, and that as users lost trust in the 
computer agent, they had increasing levels of workload, surprise, and frustration. 

We hypothesize that these findings can be generalized and used to measure the 
amount of trust a user feels during a variety of human-computer interactions. Thus, if 
we can objectively measure users’ levels of workload, surprise, and frustration 
throughout human-computer interactions, we can understand that user’s current level 
of trust toward the computer, the computer agent, the website, or any other computer 
mediated communication with which the user is interacting. Our long term goal is to 
measure changing levels of trust during human-computer interactions. As a first step, 
we have been running preliminary experiments that isolate the cognitive components 
of workload, frustration, and surprise. 

The rest of this paper is organized as follows: First, we provide a brief overview of 
research dealing with the user state of trust. Second, we describe the experiment that 
we conducted to manipulate trust and to understand the cognitive and emotional state 
changes that were correlated to trust. Third, we provide an overview of the past 
research on measuring the user states of workload, frustration, and surprise. Fourth, 
we describe our EEG and fNIRS devices, and we discuss the preliminary experiments 
that we ran with these devices as well as our experiment results. Fifth, we provide 
analysis of our results. Lastly, we describe avenues for future work in the 
measurement of trust during human-computer interactions. 

2   Background and Relevant Literature 

The topic of trust has sparked a wealth of research in the domains of management and 
economics. There are many working definitions of ‘trust’ which have been proposed 
in the literature[1-5]. The rapid evolution of the internet and the viruses, hackers, and 
malware that have surfaced in recent years allow for new, broader interpretations of 
previous notions of interpersonal trust [6]. How much do we trust our computers and 
the content being presented to us by our computers? What elements of the human-
computer interaction affect our feelings of trust toward a computer, computer agent, 
or web site? Can we ‘trust’ a computer in the first place? We chose to use the term 
‘trust’ throughout our paper because our research findings are based on the well 
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known ‘Trust Game’ which has been used extensively in the trust literature, and 
because ‘trust’ is the word that is used most often in qualitative interviews that have 
been conducted in our lab while people talk about their interactions with computers. 

2.1   Trust Experiment 

We conducted an experiment that aimed to discover relationships between a computer 
user’s level of trust and that user’s changing cognitive and emotional states. To do so 
we asked participants to sit in front of a standard-size computer monitor and interact 
with a computer console on the computer screen. They then played a version of the 
“Trust Game,” developed by Berg [4], which has been used in many experiments 
dealing with trust, risk-taking, and money management [3]. In our version of the 
“Trust Game” both the computer and the user began with a fictional $10. The user 
and computer would take turns sending some amount of money, ranging from $0-$10, 
back and forth to one another. Each time some amount of money was sent between 
the user and computer, the amount sent was tripled while en route. In an ideal, high-
trust scenario, the computer and the user would always send a the maximum amount 
of money back and forth to one another—maximizing the gain possible for each of 
the two Trust Game ‘players’. This process was repeated 23 times. 

For the first eight transactions, the computer acted “trustworthy” in the sense that it 
typically returned a high amount of money back to the participant. For the next nine 
transactions, the computer acted with a mix of trustworthy and untrustworthy 
behavior, sometimes returning a high amount, and other times returning a low amount 
of money back to the participant. For the last six transactions the computer acted in a 
wholly untrustworthy manner, regularly returning a very low amount of money back 
to the participant.  

We used data from Self Assessment Manikins which were administered after every 
six transactions to gauge the user’s cognitive and emotional state. Additionally, we 
collected the amount given and percentage returned for each transaction, as well as 
information regarding the subjects’ self-rated locus of control, trust, and computer 
familiarity.  

From this information we gleaned that the median amount given increased during 
the computer’s trustworthy state, varied highly during the computer’s erratic state, 
and decreased during the computer’s untrustworthy state. Furthermore, we analyzed 
the data from the Self Assessment Manikins, turning users self reported measures of 
valence, arousal, and dominance into a set of discrete user states. We found a direct 
correlation between the trustworthiness of the computer agent and the user’s reported 
measures of workload, frustration, and surprise. Our results showed that overall 
workload increased throughout the experiment, as did frustration and surprise. 

We were also interested in whether relationships existed between frustration, 
surprise, and workload. We found that significant correlations between frustration and 
workload in all four surveys existed. We also found significant correlations between 
workload and surprise in surveys 1, 3, and 4, as shown in Table 1 below.  

Our results suggested that as computer users lost trust with the simulated agent 
they were interacting with in the Trust Game, the user states of workload, surprise, 
and frustration were directly correlated with the users’ changing level of trust. 
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Table 1. Significant Correlations between workload/frustration, and workload/surprise 

 Survey 1 Survey 2 Survey 3 Survey 4 

Frustration & 
Workload 

r(27)= .565 
p<.01 

r(25)=.733 
p<.01 

r(25)=.67 
p<.01 

r(26)=.739 
p<.01 

Workload and 
Surprise 

r(27)=.559 
p<.01 

r(25)=.391 
p<.06 

r(25)=.638 
p<.01 

r(26)=.478 
p<.02 

2.2   Linking Trust in Human-Computer Interactions to Surprise, Workload, 
and Frustration 

While these results are restricted to the version of the Trust Game that users played, 
we hypothesize that the same user states will influence the level of trust in more 
realistic interactions between users and their computer systems. As an illustrative 
example, consider John Doe’s interaction with his computer over the course of a year: 

When John’s computer was functioning properly, he had high trust in his 
interactions with and through his computer. During these high trust times, John had 
low levels of frustration, workload, and surprise—all interactions with his computer 
seemed to proceed as expected. However, one day John visited a new website and 
suddenly he noticed hundreds of pop ups infiltrating his screen (i.e., surprise and 
frustration). He later found out that his computer had a virus, which likely came from 
the site with all of the pop ups (frustration). Later on that year, John was Instant 
Messaging with his friend Alice. Alice was a classmate of John’s and a user with her 
name as a username contacted John via IM. After a few minutes of messaging with 
who he presumed to be Alice, John began to become wary of the interactions. The 
IMer was not writing in a way that was consistent with Alice. John began to interact 
very cautiously with the IMer, hoping to determine if the person was indeed an 
imposter (workload, frustration, surprise). Also, over the course of time, John’s 
computer became very slow because he downloaded too many programs and add-ons. 
He was frustrated while using it because it took a long time for him to get things done 
and he found it difficult to keep focused on the task at hand while waiting long 
intervals for his computer to catch up to his train of thought (frustration and 
workload). 

All of these occurrences caused John’s level of trust during his computer 
interactions to be lowered. We hypothesize that we can use measures of users’ 
workload, frustration, and surprise to indicate that users’ level of trust. In the next 
sections we describe cutting edge research that attempts to measure these user states 
objectively. 

2.3   Measurement of Surprise, Workload, and Frustration 

Acquiring quantitative data about computer users is a continual challenge for 
researchers in HCI. Although we can accurately measure task completion time and 
accuracy, measuring factors such as mental workload, frustration, and distraction  
are often done by qualitatively observing users or by administering subjective surveys 
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to users. These surveys are often taken after the completion of a task, potentially 
missing valuable insight into the user’s changing experiences throughout the task. 
They also fail to capture internal details of the operator’s mental state. To address 
these evaluation issues, much current research focuses on developing objective 
techniques to measure, in real time, user states such as workload, frustration, and 
surprise [7-9]. Although this ongoing research has advanced user experience 
measurements in the HCI field, finding accurate and non-invasive tools to measure 
computer users’ states in real working conditions remains a challenge. The user states 
that are addressed by this research are the states of workload, frustration, and surprise. 

Surprise. Surprise has previously been measured in HCI studies using facial analysis 
software [10] as well as using Skin Conductivity, blood volume and heart rate [11]. 
Detecting surprise with electroencephalography (EEG) is a topic of much research in 
Psychophysiology. Surprise can be indicated by the presence of an Error-Related 
Potential (ErrP), in which EEG data contains error-related negativity (a sharp negative 
deflection around 80ms)[12], often followed by error-related positivity (a slow 
positive wave)[13]. ErrPs can be found both when a user makes an error and when a 
user notices an error made by the machine [14]. This makes the measurement of ErrPs 
useful in HCI-based interface analysis.  

 
Frustration. Frustration is an important metric in HCI. Lazar, et al. studied 
frustration with computer interfaces by having employees that used computers in their 
workday keep journals that tracked their ongoing frustration as they used their routine 
computer programs [15]. The results showed that word processing and email were 
reported as the most frustrating activities, and that participants wasted an average of 
forty percent of their time trying to solve unnecessarily frustrating problems. 

Biological methods of measuring frustration allow researchers to collect more 
reliable data. Scheier, et al., induced frustration in users with a mouse that 
sporadically froze and inhibited the user from winning a game [16]. A Hidden 
Markov Model analyzed skin conductivity, blood volume pressure and the state of the 
mouse, eventually learning the manifestations of frustration. The results indicate that 
a user’s affective state can be automatically discriminated from events in their 
physiology [16]. Most recently, BCI devices enable automated detection of user 
frustration through discovering patterns in brain activity. Reuderink et al. developed 
an affective version of Pacman which places the user in a state of frustration [8]. They 
found significant differences in EEG activity during periods of frustration and the 
normal state. 

Workload. The ability to acquire objective, real-time measures of a computer user’s 
mental workload while (s)he works with a computer would be valuable to the field of 
HCI. Adaptive interfaces could adapt in real-time to a given user based on his or her 
current level of workload, keeping that user in the flow [17]. Also, measures of users’ 
mental workload could be acquired during usability studies to help interface designers 
to pinpoint areas of the interface that may be un-intuitive for users [18, 
19].Researchers have successfully used EEG or fNIRS to measure elements of mental 
workload such as working memory[20-23], response inhibition [21, 24], visual search 
[21, 25], as well as a myriad of other executive processes [26, 27]. 



512 L.M. Hirshfield et al. 

3   Measurement Oriented Experiments 

We conducted three preliminary experiments where we attempted to manipulate and 
measure the user states of surprise, frustration, and workload. In the future, we aim to 
acquire real time measures of these user states in order to predict one’s level of trust 
during his or her computer interactions. 

3.1   Surprise Experiment 

An important component of trust is the moment of surprise; that is the moment when 
a person notices that something ‘unexpected’ has occurred in the computer system. 
This could be the moment users notice that a virus is on their computer, or the 
moment they realize that the person they are IMing with may be an imposter. To 
measure this, we exploited the oddball paradigm in order to elicit surprise. Three 
participants completed an experiment that was created using Eprime in which they 
pressed two different buttons depending on the position of an oval on the screen. The 
oval was in one of two positions, located either on the far left or the far right side of 
the screen. When the oval was on the left side of the screen the subjects were 
instructed to press the ‘z’ button, and when the oval was on the right side of the 
screen they were instructed to press the ‘m’ button. 

Immediately following the subject response a feedback screen indicated whether or 
not the subject had pressed the correct key. Subjects completed 150 tasks where they 
simply hit the ‘z’ or ‘m’ keys to indicate the position of the oval on the screen. During 
the first 20 tasks, the feedback for the subjects was as expected. During the last 130 
tasks, we randomly selected 15% of the tasks to provide incorrect, or surprising 
feedback to the user. In other words, 15% of the time, when subjects pressed the ‘z’ 
key, the feedback indicated that the ‘m’ key had been pressed, and vice versa.  

The EEG used in the study was Advanced Brain Monitoring’s b-alert wireless 10 
channel EEG. Data was sampled at 256Hz (www.b-alert.com). The non-invasive EEG 
is an ideal brain monitoring device for use in human-computer interaction studies, 
where it may be important to keep participants comfortable while completing tasks in 
realistic working conditions. 

The Eprime software sent markers to the EEG immediately before the subject saw 
the feedback screen. In this way, we planned to search for the presence of an ErrP that 
was caused when the surprising feedback occurred during 15% of the tasks. 

Data Analysis and Results of Surprise Experiment. We used a similar procedure as 
Ferrez et al. [14] to preprocess our EEG data for classification. We took the data from 
the moment the feedback occurred through to 650ms after the feedback was shown 
for channels Cz and Fz. Like Ferrez et al., we chose these channels because ErrPs are 
usually found in a fronto-central distribution along the midline [14] Each temporal 
section of data was associated with one of two class labels: control or surprise, 
indicating whether or not the feedback the subject saw at that moment was the 
expected feedback or the surprising feedback.. We applied a 1-10 Hz bandpass filter 
as ErrPs have a relatively slow cortical potential. We downsampled our data from 
256Hz to 128Hz and input our resulting timeseries data into a weighted K-nearest 
neighbor classifier (k = 3) with a Dynamic Time Warping distance measure. We ran 
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our classification separately for each subject. Results are in Table 2. We were able to 
distinguish between the control and surprising feedback conditions with an average of 
71% accuracy for our three subjects. 

Table 2. Classifier accuracy distinguishing between the control and surprising feedback 

 sub1 sub2 sub3 average 

Classifier 
Accuracy 

70% 74% 68% 71% 

3.2   Frustration Experiment 

In this section we report on an experiment that was completed in 2009 [28]. During 
the experiment six subjects completed a series of nback tasks [20, 21], which have 
been used in many experiments to manipulate working memory. In the 1-back task, 
depicted in Figure 1, subjects must indicate whether the current letter on their 
computer screen is a match (‘m’), or not a match (‘n’) to the letter that was shown 1 
screen previously. 

 

Fig. 1. Depiction of the 1 back task 

Each task lasted 30 seconds with a rest time of 20 seconds between tasks. Half of 
the 1back tasks were completed by subjects as expected. However, during the other 
half of the 1back tasks, internet pop ups such as the one shown in Figure 2, were 
introduced into the computer systems. Subjects were told to finish the nback tasks as 
quickly as possible and with the highest accuracy possible. Six subjects (3 female, 3 
male) completed the experiment. Subjects were all Tufts undergraduate students. A 
randomized block design with eight trials was used in this experiment. 

 

Fig. 2. An example of a pop up in the frustration experiment 
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In this experiment we used an OxyplexTS (ISS Inc. Champagne, IL) frequency-
domain tissue spectrometer with two optical probes. Each probe has a detector and 
four light sources. Each light source emits near infrared light at two separate 
wavelengths (690nm and 830nm) which are pulsed intermittently in time. This results 
in 2 probes x 4 light sources x 2 wavelengths = 16 light readings at each timepoint 
(sampled at 6.25Hz). 

Data Analysis and Results of Frustration Experiment. All subjects were 
interviewed following the experiment. All subjects indicated that the pop ups were a 
source of frustration throughout the experiment. We computed all machine learning 
analyses separately for each subject. For each subject, we recorded 16 channel 
readings throughout the experiment where we refer to the readings of one source 
detector pair at one wavelength, as one channel. We normalized the intensity data in 
each channel by their own baseline values. We then applied a moving average band 
pass filter to each channel (with values of .1 and .01 Hz) and we use the modified 
Beer-Lambert Law[12] to convert our light intensity data to measures of the relative 
changes in oxygenated (HbO) and deoxygenated hemoglobin (Hb) concentrations in 
the brain. This resulted in eight readings of HbO and eight readings of Hb data at each 
timepoint in the experiment. We then averaged together the channels from the left 
side of the head and the channels on the right side of the head, giving us 4 time series 
for each subject; 1) HbO on the left side of the head, 2) HbO on the right side of the 
head, 3) Hb on the left side of the head, and 4) Hb on the right side of the head. We 
then input these time series into a weighted KNN classifier (k = 3) with a distance 
measure computed via Symbolic Aggregate Approximation (SAX). For more 
information on SAX, see [29]. As shown in Table 3, we were able to distinguish 
between the control 1back tasks and the frustrating 1back tasks with an average of 
73% accuracy across the six subjects. 

Table 3. Classifier accuracy at distinguishing between the control (1back) and frustrating 
(1back with pop-ups) conditions 

 sub1 sub2 sub3 sub4 sub5 sub6 average 
Classifier 
Accuracy 

69% 81% 63% 75% 75% 75% 73% 

3.3   Workload Experiments 

We have conducted several experiments, using the fNIRs device described above, to 
measure various aspects of mental workload. Using this device we have: 

1. Used machine learning techniques to classify, on a single trial basis, the load 
placed on users visual search, working memory, and response inhibition resources 
[21]. 

2. Used machine learning techniques to classify various levels of working memory 
load in a simple counting and addition task [30]. 

3. Used machine learning techniques to distinguish between spatial and verbal 
working memory [19]. 
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4   Conclusion and Future Work 

We described preliminary research that attempts to quantify the level of trust that exists 
in typical interactions between human users and their computer systems. We described 
the cognitive and emotional states that we found to be correlated to trust, and we 
presented preliminary experiments using functional near infrared spectroscopy and 
electroencephalography to measure these user states. The experiments presented in this 
paper represent the beginning of our research on the measurement of trust during 
human-computer interactions. Ongoing work in our lab continues to manipulate, and 
measure, the user states of frustration, surprise, and workload. The longer term goal is 
to run experiments that manipulate users’ level of trust in their interactions with the 
computer and to measure these effects via non-invasive brain measurement. 
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Abstract. Despite the pervasive use of electronic media for idea generation and 
idea sharing, the extent and quality of idea integration and use is relatively 
understudied. Idea integration and use depends on information saliency but little 
is known about how idea integration may be facilitated by user interface 
features that influence information saliency. This paper examines the effect of 
idea visibility on idea integration and how that relationship is moderated by 
information diversity. Our laboratory experiment showed that although the 
basic level of idea integration, i.e. mere reference to partners’ ideas increased 
when visibility increased, higher levels of idea integration decreased as 
visibility increased. Information diversity was found to be a significant 
moderator of the relationship between visibility and idea integration. 

Keywords: Idea integration, visibility, information diversity, brainstorming. 

1   Introduction 

Research and practice shows that electronic brainstorming systems (EBSs) may have 
created an illusion of productivity as they seem to offer limited benefits in terms of 
quantity or quality of the ideas generated by individuals during brainstorming [4,10]. 
An underpinning thesis for losses during electronic brainstorming is associated with 
the lack of idea integration and use. Although many experimental studies have 
addressed individual’s idea-sharing behavior in electronic settings [3] little research 
have been done to examine the extent to which individuals build on the ideas shared 
by others. To bridge this gap in the research literature, the current paper focuses on 
the effect of visibility on idea integration. Since individual’s idea integration behavior 
depends on the extent and quality of attention allocated to the shared ideas and since 
user interface is the point of access to the shared ideas, we posit that channeling 
attention through manipulation of visibility of the ideas (i.e., information saliency) 
will influence idea integration behavior of the individuals.  

1.1   Idea Integration in Electronic Brainstorming 

Idea integration (also referred to as adoption, exploitation, combination or synthesis) 
is often considered the most fruitful phase of the creative process [9]. Integration 
occurs when dimensions of more than one individual’s ideas are combined to create 
new ideas [5]. Assuming that no one individual has sufficient information to generate 
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the best idea, idea integration becomes a key to realizing more fully the value of the 
individually generated ideas [11].  

Idea is defined as a statement that consists of at least one testable proposition [12]. 
Idea dimensions, which are building blocks of idea integration, are defined as “unique 
testable propositions”. Thus, an idea is called a multi-dimensional idea if it includes 
more than one unique testable proposition. An example of a one-dimensional idea is 
“I think some sort of tarp would be useful for shade and shelter”. A multi-dimensional 
idea could be “some sort of outer shell jacket that is water proof, can be used to 
collect water if it rains, covers body at night”. “We have to stick together though” is 
an example of a value statement which is not counted as an idea.  

1.2   Idea visibility, Information Diversity and Idea Integration 

For idea integration, individuals must attend to the ideas shared by others so as to 
discover new perspectives. Visibility of the ideas on user interface facilitates 
members’ exposure to the different dimensions and is a predictor of the idea being 
used in an integration activity. With the shift from information scarcity to information 
richness in modern organizations, visibility of ideas becomes even more important 
[6]. Visibility identifies the extent to which ideas generated and shared by members of 
the group are exposed to other members.  

Visibility is defined by the portion of the idea pool that is displayed on the screen 
at any given time. Increased visibility leads to an increased number of cues made 
available by visible ideas, which activates knowledge items in memory. Activation of 
more items in memory increases the possibility of the individuals’ discovering and 
articulating connections among different ideas’ dimensions. Thus, we derive the first 
proposition: 

 
Proposition 1: idea integration is positively associated with idea visibility. 

Idea 
Visibility

Idea 
Integration

+

Information 
Diversity

+

 

Fig. 1. Research Model 

1.3   Information Diversity 

When ideas that are attended to are more diverse, the potential for integration 
increases because information diversity will by itself stimulate integration [13]. 
Information diversity here represents variety of the ideas or more precisely difference 
in information contained in the ideas generated and shared by individuals within the 
group. Diversity of the ideas leads to increased diversity of cues, which in turn, 
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facilitates knowledge activation and retrieval of more information from memory. As 
such, we propose that diversity moderates the relationship between visibility and idea 
integration: 

 
Proposition 2: Information diversity moderates the relationship between idea 
visibility and idea integration. For higher the levels of information diversity, the 
extent to which visibility influences idea integration will be higher. 

2   Method 

Our hypotheses were tested in the laboratory using an open idea generation task. 
Participants in our experiments discussed electronically within groups using an 
experimental software system that allows for manipulations of visibility. The software 
system presents users with a screen split horizontally with the posted ideas displayed 
across the top. The user types in an idea in the lower section of the screen and submit 
the idea when they are ready. The users can rank other ideas and also refer to other 
ideas as well. The software (at ideation-experiment.org) then generates the transcripts 
which will be used for measuring idea integration. 

2.1   Participants 

Participants were recruited from two upper-level business courses at a large Mid-
Western university in the United States. Participants were awarded extra credits with 
an additional opportunity to win a lottery (for $50). Participants assigned to different 
experimental conditions randomly and all participants in a particular session 
participated in the same condition. 

2.2   Task 

We used a modified version of the desert survival task [7] which is an open-ended 
idea generation task was. The task posed a survival problem in a desert and 
participants were asked to discuss and generate ideas on the items they wished to take 
to help them survive. An idea could include a new item, a new use for an already 
proposed item, or follow-ups to and/or counter-arguments of ideas that had already 
been suggested. Participants were instructed that the suggested items (a) should be 
portable, and (b) participants should explain why the suggested items were important 
for surviving in the situation provided. 

2.3   Procedures 

Each session was approximately thirty minutes long. The experimenter briefed 
participants on the experiment for about five minutes. The participants then read four 
instructions pages on computers for about ten minutes and were allowed to ask 
questions of clarification. Participants then used the discussion forum of the system to 
exchange ideas and discuss the survival situation for fifteen minutes. 
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2.4   Treatments 

This experiment used a three (Visibility low, medium, and high) by two (small 
groups, large group) factorial design. Visibility is varied by setting the number of 
ideas that are displayed on the screen at any given time. Users can view other posts by 
navigating through different pages. Pilots revealed that five posts on screen are 
considered low, twelve posts medium and twenty-five, high visibility. 

 
Group Size. Like in most of the theoretical and empirical studies of electronic 
brainstorming, size of the group is included for possible moderation or predictive 
effect. Small groups in our experiments involved 2-3 participants and large groups 
involved 4-6 participants.  

2.5   Scoring System 

To motivate active participation during the experiment, each participant had a score 
that would increase for different activities that contributed to the group discussion 
including posting an idea, rating other participants’ ideas and referring to other 
participants’ ideas. The score of the individual then would influence individuals’ 
chance of winning the prize.  

3   Analysis and Results 

3.1   Measurements 

Idea integration measurement is described in the next section and information 
diversity is measured by latent semantic analysis (LSA) [8]. LSA have demonstrated 
its applicability in the measures of coherence among topics and its measures match 
well with actual human coding. Although not perfect, LSA is still valid measure of 
diversity. For each experimental session we computed LSA measure between any two 
posts using the system available at http://lsa.colorado.edu/. The average of all binary 
LSA measures in a session was used as information diversity measure. No conversion 
were performed on LSA measures, thus higher numbers represent lower diversity. 

3.2   Identifying Unique Ideas and Idea Integration Levels 

Two external coders who were blind to experimental conditions were trained and 
asked to code the transcripts of experimental sessions. The coders were asked to first 
read the entire transcript to understand how the discussion flowed among the 
individuals in the group. The coders then were asked to read each statement that was 
exchanged by individuals and code them as idea generation or integration, as shown 
in Table 1. The Cronbach’s Alpha for inter-coder reliability was 0.78. For each 
experimental session we computed the total number of level 1, level 2 and level 3 idea 
integration. Examples of the three categories are available in Table 1. Our three levels 
coding of idea integration is a simplified version of the seven-level integrative 
complexity coding [1]. We normalized the total number of idea integration over the 
total number of posts exchanged during that experimental section. 
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3.3   Testing for Visibility and Group Size Effect and Combining Low and 
Medium Visibility Groups 

Our 2-way ANOVA of sum of levels 1-3 idea integration on visibility (L,M,H) or 
group size (S,L) showed no significant effect for visibility or group size. Similarly, 
our two 2-way ANOVA of sum of levels 1-3 idea integration on visibility (L,M) and 
group size (S,L) showed no significant effect for visibility or group size. Therefore we 
decided to examine each level of idea integration separately.  

Table 1. Levels of Idea Integration 

Description Definition 
Example from Experimental 

Sessions 

Idea Generation   
Item without 

reason 
Suggesting an item without 
providing any reason 

Flare gun 

Item with 
reasons 

Suggesting an item with 
reason(s). 

We should bring thick gloves, because 
we will need to work with the cacti 
(they often have water in them)  

Idea Integration   

Level 1   

Challenge 
without reason 

Challenge of, query to someone 
else’s idea without providing any 
reason 

P1: Take a cooler 
P2: why? 

Approve without 
additional reason

Approving somebody else’s idea 
without providing any additional 

P1: maybe some kind of solar powered 
flashlight to use with the compass for 
nighttime travel 
P2: I think the flashlight idea is good 

Level 2   

Challenge with 
reason 

Challenge of, query to someone 
else’s idea: with reason but 
without 

P1: Medical first aid kit from plan 
P2: but they said we weren’t hurt 

Approve with 
reason 

Approving somebody else’s idea 
and providing additional 

P1: I think in the middle of nowhere 
map might be better 
P2: yes, especially if we are in a zone 
with no reception 

Level 3   

Alternative 
Alternative to or improvement of 
an existing idea 

P1: How about a flashlight for when it 
gets dark? 
P2: maybe some kind of solar powered 
flashlight to use with the compass for 
nighttime travel 

The next step was to conduct three 2-way ANOVA for different levels of idea 
integration (levels 1-3) integration on Visibility (L,M) and Size (S,L) and three 2-way 
ANOVA on, Visibility (M,H) and Size (S,L). The above 2-way analyses of variance 
showed that group size is not a statically significant predictor for any of the three 
levels of idea integration (Figure 2). Furthermore the first three 2-way ANOVA 
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models showed that there was significant difference among three levels of idea 
integration between medium and high visibility groups but no significant difference 
between three integration levels for low visibility groups and medium visibility 
(Figure 2). As such for further analysis, we combined the low and medium visibility 
groups.  

We then conducted three ANCOVA to examine the influence of idea visibility and 
group size on the three levels of idea integration when information diversity was 
included as a covariate. The three ANCOVA models consisted of two visibility levels 
(L+M, H) and two group sizes (S, L). Consistent with the findings of ANOVA 
(Figure 3), ANCOVA showed even lesser effect for group size after taking out the 
variance accounted by information diversity. The difference between idea integration 
level 1, level 2 and levels 3 was different with visibility levels (L+M) and (H) at 0.05. 
The direction of the difference is depicted in Figures 2 and Figure 3. 

0
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0,1
0,15

0,2
0,25

1 2

Level 1 Idea 
Integration

Level 2 Idea 
Integration

Level 3 Idea 
Integration

Small Group Large Group  

Fig. 2. Three Levels of Idea Integration for Small and Large Groups 

00,050,10,150,20,250,3

1 2 3

Level 1 Idea 
Integration

Level 2 Idea 
Integration

Level 3 Idea 
Integration

Low Medium High 
Visibility Visibility  Visibility  

Fig. 3. Three Levels of Idea Integration for Different Visibility Levels 

3.4   Visibility and the Moderating Effect of Information Diversity 

Based on the findings from ANOVA and ANCOVA, we left out group size as a 
predictor and combined groups with low and medium visibility. We then conducted a 
regression analysis on the sum of level 2 and Level 3 idea integration to test for idea 
visibility effect with moderating effect of information diversity.  
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The coefficient for the interaction term was statistically significant. The negative 
coefficient indicates the favorability of smaller idea visibility and more information 
diversity for level 2 and level 3 idea integration The interaction coefficient is negative 
because the LSA score is lower for higher information diversity. Similarly our 
analyses of integration at level 1 showed positive relationship with visibility (p<0.05) 
with a marginally significant effect of diversity. Therefore as hypothesized earlier in 
this paper level 1 idea integration was found to be positively associated with idea 
visibility but because of cognitive overload, level 2 and level 3 idea integration were 
found to be negatively associated with visibility thus the coefficient is negative for 
idea visibility. Also information diversity was not expected to have any particular 
relationship with idea integration, and only the interaction of information diversity 
and idea visibility found to have an effect.  

Table 2. Regression Model 

Predictor 
Model 1 

Without interaction 
Model 2 

With interaction 
Visibility -0.074* 0-.80* 
Information Diversity .002 .473 
Visibility * Information 
Diversity 

 -1.383** 

Constant 0.017* 0.018* 
N 65 65 
* p<0.05  ** p<0.01 

 

4   Discussion and Conclusion 

In this paper we empirically examined the influence of idea visibility as a user 
interface feature on idea integration. In our experimental we found that the basic 
levels of idea integration when individuals only refer to each others’ ideas, either 
approving or challenging, without any reason or justification, was higher for higher 
levels of idea visibility. We also found that higher levels of idea integration where 
more cognitive effort is required are diminished when idea visibility is high. We 
explained this diminishing effect by adverse effect of cognitive overload in higher 
visibility groups. 

Since idea integration plays an important role in creativity, our findings have 
implications for the extent to which creativity support tools and systems alike expose 
individuals to the ideas generated in the group. Depending on the level of idea 
integration that is required for specific purposes, designers may adaptively expose 
participants to more or less visibility of ideas. Idea visibility, which was manifested in 
form of the number of visible ideas on the screen in our study, can take other forms. 
Our analysis on information diversity suggests that, for example, one could 
selectively present more diverse ideas (e.g., based on semantic analysis) to mitigate 
the effect of cognitive load. Future research can be directed to understand how 
cognitive load and semantic interpretation may interact in idea integration. 
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Abstract. Whether aiming to control a computer cursor, a robotic arm, or a 
wheelchair, it remains a significant challenge to achieve responsive and reliable 
asynchronous control via EEG signals. The most promising scalp-recorded 
EEG signals for this task are sensorimotor rhythms and steady-state visual 
evoked potentials, which have both been demonstrated to be viable for 
continuous device operation in controlled laboratory settings. Several issues, 
such as handling signal nonstationarity and identifying reliable asynchronous 
modes of operation, must be addressed before these scalp-EEG signals can 
become practical for controlling devices outside of the laboratory.  

1   Introduction 

A brain-computer interface (BCI) provides a non-muscular channel for the brain to 
interact with the world, and is particularly useful for individuals with neuromuscular 
disabilities. Many such individuals, e.g., those with amyotrophic lateral sclerosis, still 
have normal cognitive capabilities but are 'locked in' and unable to communicate. 
These individuals are reliant upon this additional channel for basic communication, 
control, and a level of autonomy. Current BCIs have only recently been demonstrated 
for in-home use by disabled individuals [1]. These systems use BCI2000, a general 
framework capable of performing a variety of BCI paradigms, but have been found to 
be most practical for home use when operating either the P300 Speller or a sequential-
menu driven system using sensorimotor rhythms (SMR). The P300 Speller is capable 
of performing discrete selections, but requires considerable trial averaging in order to 
provide accurate results, hence is not suitable for real-time continuous control. The 
sequential-menu driven SMR is based on 1 or 2-dimensional center-out tasks to make 
discrete selections from a set of menus. The appeal of these systems is partly that 
discrete capabilities allow the user to theoretically pause the system with a proper 
sequence of selections. This provides the user with a primitive form of asynchronous 
control, but still requires selections to be made in a given time frame. 

In order to generate a more natural system for the user, continuous control needs to 
be implemented in an effective manner, such that truly asynchronous and reliable 
control can be achieved. Proven methods for continuous BCI control include steady-
state visual evoked potentials (SSVEPs) and SMRs. SSVEPs are electrical potentials 
produced in the brain in response to a repetitive, periodic visual stimulus. SSVEPs 
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have been demonstrated in laboratories to provide relatively high bitrates, some with 
communication rates exceeding 70 bits per minute [2]. Since this is an elicited signal, 
no user training is believed to be required. However, it is argued that gaze control is 
still required to obtain these results, which some disabled users may lack. Another 
possible BCI modality for continuous control includes SMRs, where imagined 
movement results in measurable power differences in certain EEG frequencies as 
compared to resting states. Currently, users are required to extensively train to gain 
adequate levels of control. Training occurs as the user adapts to the system, while the 
system is simultaneously adapted to the individual. Two of the most significant 
hurdles to overcome in order to achieve the level of reliable continuous control 
required for extended BCI home use are the identification of dependable 
asynchronous control modes and the proper treatment of the nonstationarities in EEG 
signals of interest. This nonstationarity hinders the training process for SMR control 
as well as the EEG feature translation and classification capabilities of most BCI 
modalities. 

2   Asynchronous Modes of Operation 

Asynchronous BCIs allow for the user to operate a device at his or her own pace, 
instead of being confined to time-constrained control intervals dictated by the BCI. 
Asynchronous BCIs are becoming an active area of research [3], with some recent 
efforts focusing on providing a switch to turn the control state of the device on or off. 
This method of control requires the user to perform some task, typically with a 
different BCI modality, to enable or disable the primary method of control. For 
instance, it has been demonstrated that an orthosis has been controlled by a 
combination of motor imagery and SSVEPs [4]. In this work, SMRs were used to 
enable the orthosis, while SSVEPs opened or closed the orthotic hand. Although the 
orthotic hand was not continuous in operation, these hybrid BCIs provides the first 
steps toward asynchronous control. A more natural method for continuous, 
asynchronous control would be to eliminate the need for a control switch. In this case, 
the no-control state is very important. When dealing within a physical environment 
(e.g., robotic arm control), minimizing the number of false positives are key to 
minimizing unwanted collisions within the environment. One key question remains, 
how to effectively determine the no-control state in a continuous asynchronous 
environment? Confidence levels, and thresholding of classifiers are possible methods, 
but can simultaneously hinder the speed of the system, e.g., causing too many false 
negatives. To further complicate the issue, the relevant signal nonstationarities must 
be identified, characterized, and effectively countered for such asynchronous 
approaches to successful.  

3   Signal Nonstationarities 

The characteristics that describe a user's EEG are continuously changing. These signal 
nonstationarities can result in significant differences within and across days, and can 
be attributed to a variety of factors such as: the user’s physical and mental state, the 
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development of new cortical activities, the user attempting to adapt to the system 
feedback while the system simultaneously adapts to the user (i.e., co-adaptation), 
changing recording conditions, etc. New and intelligent signal processing methods are 
required to effectively cope with these nonstationarites. Possible approaches to deal 
with the nonstationarity include 1) extracting the stationary signal components 
embedded within nonstationarities [5], or 2) implementing control schemes that adapt 
to the changing state of the EEG. An example of the first approach is that SMR phase 
information has been shown to carry additional directional information to supplement 
the traditional amplitude information, while being stable across several days for 
encoding hand movement direction [6]. For the second approach, several techniques 
for unsupervised adaptation have been proposed in [6], including 1) covariate shift 
adaptation / minimization, 2) feature adaptation, which focuses on adapting the 
parameters of the feature extraction method to account for subject learning, and 3) 
classifier adaptation for dealing with shifts in feature distributions in addition to the 
conditional distributions between features and classifiers. 
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Abstract. We introduce a mobile device application that displays key 
information about caffeine: the pharmacokinetics (time course of drug levels) 
and pharmacodynamics (the effects of caffeine level) visually on the iPhone, 
iPod Touch, and iPad. This application, Caffeine Zone, is based on an existing 
model of caffeine physiology using user inputs, including caffeine dose, start 
time, and consumption speed. It calculates the caffeine load in a user for the 
next twenty-four hours and displays it using a line chart. In addition, it shows 
whether the user is currently in the “cognitive alert zone” (the range of caffeine 
where a normal person might benefit most from caffeine) or the “possible sleep 
zone” (the range of caffeine where sleep is presumed not affected by caffeine 
level.) Understanding the pharmacokinetics and pharmacodynamics of caffeine 
can help people using caffeine to improve alertness, including in operational 
environments. Caffeine Zone may also help users create a mental model of 
caffeine levels when the device is not available. We argue that this app will 
both teach users the complex absorption/elimination process of caffeine and 
help monitor users’ daily caffeine usage. The model, with additional validation, 
can be part of a system that predict cognitive state of users and provide 
assistances in critical conditions. 

Keywords: pharmacokinetics, pharmacodynamics, caffeine, mobile app, 
modeling. 

1   Introduction 

Caffeine, the most widely used psychoactive substance [e.g., 1, 2], has long been 
regarded as an effective way to improve mental alertness and reactions, especially in 
critical operational environments like long-distance driving [e.g., 3], air traffic 
control, and nearly all operational military environments. Caffeine can be found in 
many different sources of foods, beverages, and medicines, including chewable gum 
in military rations. Some people take caffeine-contained substances, mainly coffee 
and tea, for well-being [2]; others for its pharmacological effects. Low to moderate 
doses of caffeine can indeed be very useful in military settings according to the 
National Academy’s Institute of Medicine [4].  

Overuse of caffeine, however, can impair cognition and health directly and 
indirectly. For example, higher levels of caffeine can lead to higher levels of cortisol 
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[5]. Too much caffeine may disrupt sleep schedules1 and may contribute to long-term 
chronic health issues such as agitation, anxiety [6], and insomnia. Users in stressful, 
high tempo situations might be particularly prone to using and overusing stimulants to 
maintain alertness (e.g., see a Naval Aerospace Medical Research Laboratory report 
[7]). Striking a balance between too much and too little is a challenging task because 
caffeine’s use depends on understanding the pharmacokinetics of caffeine, because 
uptake and excretion are exponential processes, and because while the immediate 
benefit is during the task, the delayed response to eliminate caffeine may make users 
more sleep deprived later and over time. The computation and future impact of use 
may be beyond many of us to compute.  

As a result, people who use caffeine for its pharmacological effects can end up 
with at least three possible problems. They can consume too little, and not be as alert 
as they need to be. They can consume too much at a single point in time and be jittery 
or have other side effects. Or they can consume a right amount but too close to when 
they would like to sleep and subsequently have trouble sleeping. 

Before introducing an application to help users moderate their caffeine levels, we 
will briefly describe the caffeine model.  

2   Understanding Non-linear Curves 

We model two of the processes in the human body that modify the caffeine level: 
absorption and elimination. Absorption refers to caffeine being taken into 
bloodstream from its external form (liquid, tablet, gum, etc.). Elimination refers to 
caffeine being excreted from our body, mostly through urine. Both absorption and 
elimination rates are non-linear functions based on time. (We subsume distribution 
with absorption and metabolism with elimination.) 

In our theory and in the software, we use the following equations taken from a 
review used for modeling caffeine in cognitive models and agents [8]: 

Caffeine absorption t+1 = Caffeine intake reservoir t * 2–(1/7min) (1)

Caffeine elimination t+1 = Caffeine in bloodstream t * 2–(1/240min) (2)

That is, we have an absorption half-life of 7 minutes (eqn. 1) and an elimination 
half-life of 4 hours in (eqn. 2). 

Soon after caffeine intake, the absorption and elimination processes start 
simultaneously: caffeine is being distributed into the bloodstream and excreted into 
urine. The exponential decay equations intertwined with one another may make it 
difficult for caffeine users to calculate the current caffeine intake in their bloodstream 
at any moment without external computation, and particularly difficult to predict the 
level in several hours when it will be time to sleep. This complexity is the major 
source of the aforementioned challenge—striking a balance of caffeine dose over 
time. 

                                                           
1 The effect of caffeine on sleep varies. Some people are very sensitive to caffeine; some seem 

to have no sleep problems despite regular caffeine consumption in the evening [2]. 
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3   Caffeine Zone 

Caffeine Zone is an application that utilizes the ubiquity and computational power of 
modern mobile devices such that an inexpensive and portable real-time caffeine 
intake can be displayed graphically. The current version of Caffeine Zone works on 
the iOS operating system—provided on iPhone, iPod Touch, and iPad—version 3.1.2 
and above. There is, however, no conceivable reason it cannot be ported to other 
mobile devices such as the Android, BlackBerry, and similar devices. 

3.1   Software Architecture 

The software architecture of Caffeine Zone is shown in Figure 1, providing also an 
overview of the functions in the app. The application consists of three major 
components: main, history, and settings. The main component is where the formula 
are calculated and displayed; the history component is in charge of 
recording/managing the consumption history; the settings component is the center 
where settings are achieved and retrieved. The data points of caffeine intake are 
calculated for each minute and stored in the SQLite database that comes with iOS to 
save calculation time whenever the line plot is to be displayed. 

 

Fig. 1. The software architecture of Caffeine Zone 

3.2   The Pharmacokinetics Equations and Assumptions 

We provide several parameters as defaults. These numbers are extracted from 
previous research in the pharmacology effects of caffeine. They are the half-life of 
absorption and excretion (currently implemented in the calculation and are 
unchangeable), and the thresholds for minimum optimal caffeine for cognition and 
maximum optimal caffeine for cognition. We also include a threshold for sleep. 
Weight is used to calculate dosage (dose by weight) and units to display, doses (mg), 
or dosages (mg/kg).  

The minimum and maximums for the cognitive range are based on our review [8], 
and assume that the users are typical, which not all users are. These two numbers 
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represent the minimal does of caffeine that can keep humans alert or that helps 
cognitive performance and the maximum dose of caffeine that does not impair 
cognition. 

The half-lives are taken from our review. We know that the half-life of elimination 
should be moderated for nicotine users [9]. In general, the half-life for nicotine users 
is about half as long as for non-nicotine users. We intend to add this effect in a future 
revision. The threshold for sleep is currently taken from anecdotal reports by the 
developers.  

These parameters will vary from person to person. Therefore, these parameters are 
adjustable—users can change the settings based on their usage.  

3.3   The Displays 

Figure 2 shows two of the current displays, including the timeline of caffeine. By 
displaying the caffeine model users can understand the time course of their caffeine 
levels, and moderate their caffeine consumption more effectively. For example, they 
can switch to decaf coffee before they have consumed too much and go above the 
cognitive alert zone, or stop consuming caffeine before they will have trouble 
sleeping that evening, and obtain coffee before they get into traffic.  

The screenshot on the left of Figure 2 shows the settings screen where users adjust 
some thresholds and parameters. Changing the Sleeping Level, Max Optimal, and 
 

 

Fig. 2. The interface for Caffeine Zone, showing on the left some of the adjustable parameters, 
and on the right, the scrollable pharmacokinetics display 
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Min Optimal will change the range of the cognitive alert zone (green area on the right 
of Figure 2, 150 to 200 mg here) and the possible sleep zone (blue area on the right of 
Figure 2, approximately 0 to 40 mg here). 

The screenshot on the right of Figure 2 shows the graphical plot of plasma caffeine 
concentration over a given time period on the main screen. In the screenshot, the user 
has consumed a dose of about 240 mg caffeine starting at 19:05. The plot area can be 
scrolled to left and right to cover forty hours of data points (twenty four hours before 
and after current point of time). The time on x-axis can be changed to clock time or 
canonical time. 

3.4   Current State and Use 

Currently, this application is distributed through the iTunes store as a free application. 
You can find it on iTunes by searching for ‘Caffeine Zone’. Users can view more 
about it at http://www.caffeinezone.net, which includes information about the 
updates, features, and manual. We have had more than six hundred downloads from 
thirty-six different countries from August 2010 to January 2011. 

3.5   Benefits of Caffeine Zone 

This app may help operators create a mental model of caffeine and learn a better way 
to use caffeine as a psychoactive substance. Having a working knowledge of caffeine 
can reduce the risk of ineffective use of caffeine. Any operator wants to extend their 
cognitive attention or reduce reaction time may find this model of caffeine helpful. 

In addition, an accurate model of caffeine can be used to predict when operators 
may loss their attention or become fatigue due to low caffeine load. Systems with the 
caffeine model will be able to predict users’ cognitive state, or even emotional state, 
more accurately and provide assistance when needed. 

4   Conclusions 

We introduced a novel, yet readily accessible and inexpensive, way of visualizing 
caffeine intake for augmenting cognition through caffeine consumption for users. 
Because caffeine is already part of many people’s daily diet, by using Caffeine Zone, 
users, including those in operational settings and safety critical systems, may be able 
to improve their vigilance and alertness and prolong cognitive attention more safely 
and with fewer side effects. There are many critical operational tasks, such as air 
traffic control, driving, and radar screen operators, that require constant alertness and 
heavy cognitive processes. Allowing these users to remain cognitively active in 
critical situations using and not over using caffeine may improve performance.  

Caffeine Zone can be used as a caffeine monitoring device and a teaching tool for 
caffeine intake. Users who do not consume caffeine regularly can use it as a caffeine 
monitor—users with an iOS device now have a convenient and inexpensive real-time 
caffeine monitor to improve their cognitive alertness with the possibility of less over-
use. Users who consume caffeine in certain pattern may build a mental model of 
caffeine that allows them to disengage from the tool but remain an effective caffeine 
consumer. Both types can learn from using this application and teach themselves 
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without explicitly learning a complex model of caffeine. We suggest that this 
application will eventually help caffeine users to improve their cognitive performance 
by more explicitly self-monitoring their caffeine use, and to learn how and when to 
use caffeine to improve their alertness and sleep pattern. 

Understanding the effect of substances in cognition, such as caffeine, is a precursor 
of two interesting applications. One will be a more complex and complete system to 
model more than caffeine, perhaps sleep and other moderators of cognition.  

The other interesting application is creating more sophisticated computational 
models of humans in synthetic environments. Including effects like those of caffeine 
helps modelers realize the limitation in cognition and adds another dimension or layer 
to the traditional theory of human information processing that deals primarily with an 
internal, static, and completely rational model of cognition. 

4.1   Limitations 

There are several limitations to Caffeine Zone. These range from limitations to the 
theory to limitations of understanding the application’s use and impact. Limitation 
with the equations: There is no consensus of a complete caffeine model to the best of 
our knowledge. Our model is based on our own search in this area, and we are aware 
that the parameters might vary for different populations and different environments 
(e.g., [10, 11]). The adjustable thresholds can mitigate part of this limitation, however. 

Limitations with the interface: Our app does not include a rich set of caffeinated 
beverages and foods. More and more energy drinks include substantial amounts of 
caffeine. Including these would make the app easier to use. In addition, there are some 
inherent limitations in these numbers because there are variations in the amount of 
caffeine in the same type of beverage, for example, in coffees. Although there is a 
custom option when entering data to our app, using it may require more knowledge 
about caffeine levels in different substances than a novice user might have. For 
example, to know the amount of caffeine in a 30 oz. coffee will require the 
caffeine/ounce and then a multiplication. Providing an extensive set of predefined 
sources of caffeine will make data entry easier, faster, and less cognitively demanding 
for many users. To achieve this, we should include a more complete database of 
caffeine content in foods and drinks. 

Limitations with impact: in this case, we do not know if and how it is used: As it 
stands today, there is not enough empirical data to support our conjuncture that users 
will often use and learn from our app as we expect they will. In fact, the history has 
taught us that people will use a technological tool differently than what the original 
designers expect. One local Caffeine Zone user told us he used it to “coach” him 
when to consume to remain alert at a specific time period in the future. We are 
planning to start collecting preliminary data to learn how such feedback works and to 
understand its impact to regular users. 

Finally, it is not used enough to have a broad impact. There is only a small user 
base for this application, and we have not collected empirical data to see whether the 
current users do benefit from what we think they will. We need more users and 
feedback to analyze and maximize it impact and validate our absorption and 
elimination formulas. 
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4.2   Future Applications 

Further work on this application is possible, including both near term and far term 
projects. In the near term, we will work on the area of extending the application to 
help coach users, that is, to generate a recommendation on when/how much to drink, 
given different goals such as to remain alert during a period of time, not being 
influenced by caffeine at certain time, etc. This will mean including a set of alarms to 
know when to start or stop consuming based on user-defined thresholds. 

In particular, we are working on a revision that will include three alarms/guards to 
help users regulate caffeine consumption: (a) a Min alarm: this alarm generates a 
notification when the caffeine intake is about to drop out of the cognitive alert zone. 
Users can use this notification and decide whether additional caffeine consumption is 
appropriate; (b) Max guard: this guard pops up a warning when the app detects the 
consumption of the caffeine source will generate a caffeine intake that exceeds the 
maximal threshold. This function allows users to change the amount/way they are 
about to consume caffeine. (c) Sleep guard: this guard pops up a warning when the 
app detects that the consumption may interfere with sleep. Again, this function will 
allow users to change their behavior immediately. 

Users might also be able to apply this application to different but similar drugs and 
substances. When the half-lives of absorption and eliminate are modifiable, other 
drugs can be modeled, and the platform can be used for teaching about other drugs, 
including nicotine, for example. This will extend the potential use of this app to a 
broader audience. 

We are also starting a study to understand whether and how people change their 
use of caffeine based on this application. This may provide evidence about how 
Caffeine Zone alters the use of caffeine, and may provide additional feedback about 
how the app is used and can be improved. In addition, we would like to study the use 
of Caffeine Zone by different types of users. So far, we have studied users pretty 
much like ourselves. It would be useful to see how it is used by users on ships or in a 
desert, and in operational environments were ease of use might become acute, or 
where sleep cycles change, or where caffeine sources vary.  

Longer term, we could extend this approach to include more aspects of behavior 
and the environment that affect alertness. These factors could include physical 
activity and previous rest, time of day, and other foods known to influence alertness. 
The app could also measure alertness directly and modify the equations accordingly 
for each user. If there are mobile sensors that can provide psychological information 
such as heart beats, blood pressure, and pupil dilation, incorporating these information 
with the caffeine model will provide accurate cognitive state measurement data for 
augmented cognitive systems. 

Finally, this work may be useful inside other systems trying to predict and assist 
users. From a designer’s point of view, a system should have a model of the user to 
assist understanding and predicting its users. If the users are tired or fatigued and use 
caffeine, the system could create visual or audio cues or offload cognitive intensive 
process to automation or other team members. This could help prevent errors. Our 
caffeine model can be used with other cognitive state measurements to provide a more 
accurate user model to help augment cognition and performance.  
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Abstract. Searching for health information has become a prevalent activity on 
the web. The information found online has a significant impact on people’s 
decisions on whether to seek medical care and what treatments to undergo. 
However, existing studies consistently suggest that general consumers have 
various difficulties in formulating search queries using existing search engines 
and the queries were often not effective in retrieving personal- and situational-
relevant information. Understanding users’ information needs is a gateway to 
designing effective information retrieval (IR) systems. In this study, we 
examined the types of information requested by users, the characteristics of 
consumers’ expressions of their information needs, and their expectations for 
results by analyzing the questions that general users posted on Yahoo! Answers, 
a popular social Q&A site. Based on the results, we proposed design 
recommendations for facilitating users’ ability to articulate their health 
information needs and recommendations for the presentation of information in 
health-related IR systems. 

Keywords: Consumer health informatics, information retrieval, social Q&A, 
health information searching. 

1   Introduction 

Recent Pew studies show that more than 80% of the internet users in the U.S. seek 
health information online and this activity has become the third most popular activity 
across all age groups, after Email and search engine use [30]. Furthermore, the 
information found online significantly impacts people’s decisions about their own 
health or the health of someone in their care [9].  

In response to the high demand for health information and the significant impact of 
this information, a lot of efforts have been made, in the past decade, to make reliable 
and trustworthy health information sources available online. However, little attention 
has been paid to the usability of and the user’s experience with such sources. 
Subsequently, there is still a significant lack of understanding of the factors that 
impact users’ adoption of health information systems [14, 16]. Meanwhile, consumers 
consistently report difficulties in finding personally relevant information using 
existing sources [29]; and they frequently feel confused and frustrated by their 
searching experiences [1].  
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In order to design not only useful but usable health information systems, it is 
necessary to understand how consumers conceptualize and articulate their health 
needs and how they use information systems to find relevant information [3, 14]. This 
study is an effort to improve the understanding of consumer health information needs. 
Specifically, we explore types of information requested by consumers, the ways in 
which they express their needs, and their expectations of the answers by analyzing 
health-related questions that general users posted on a social Q&A platform, Yahoo! 
Answers. The implications of the results to the design of health information systems 
are discussed as well.  

2   Related Literature  

The current research on consumer health information needs mainly takes two 
approaches. The first approach is from a clinical perspective using structured surveys 
to identify types of health information such as information about cure, spread of 
disease, and treatment, needed by patients or their caregivers. For example, several 
studies employed a structured information needs questionnaire (INQ) to examine the 
information needs of cancer patients or their care givers. The INQ includes nine 
items: information about cure, spread of disease, treatments, side effects of treatment, 
genetic risk, self care, sexual attractiveness, impact on social life, and impact on 
family [2, 7; 19]. Harrison, et al. [12] used the Toronto Informational Needs 
Questionnaire (TINQ) to survey women with breast cancer concerning their demand 
for specific information related to their disease, their treatment, and relevant 
investigative tests.  

The second approach is analyzing transaction logs, particularly queries. In addition 
to identifying subject areas that people search for [22], query analyses can shed light 
on vocabularies that users use to search for health-related information and the 
difficulties that they have with the searching. These studies found that people submit 
short queries, with an average number of 2.2 to 3.3 terms per query, to search engines 
for health-related information [22, 27]. Short queries often lead to insufficient 
representation of health problems in search and unsatisfying results. At the same time, 
misspellings and abbreviations are common in queries, which tend to cause search 
failures [4, 20].  

Query analyses also reveal conceptual difficulties that consumers have in searching 
for health information. First, their vocabularies do not match medical terminologies, 
such as those found in UMLA and used in the content or indexes of health 
information websites [15]. Second, they sometimes could not find proper terms to 
describe their actual needs. And third, they have different mental representations of 
their conditions from medical professionals and are likely to describe the conditions 
using simpler or more concrete terms [29].  

Apparently, these two approaches provide valuable insight into what information is 
needed by general people and the difficulties that people have in retrieving health-
related information. However, they fall short of revealing important elements of 
people’s information search tasks that result from conscious information needs, such 
as how people conceptualize their problems, what their intentions are, and how they 
convey their conceptualizations to information systems [6, 21]. The research on 
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interactive information retrieval (IIR) consistently suggests that users’ perceptions of 
tasks, such as intended goals or purposes, task complexity, and task familiarity, have a 
significant impact on their mental models of the system that they are interacting with, 
their behavior of using the systems, and their experience with the systems [e.g., 24]. 
Therefore, an enhanced understanding of consumer health information needs, which 
give rise to information search tasks, will be a rich source for informing the design of 
better information systems. 

In recent years, supported by the fast development of social media technologies, 
community-based online health forums, such as bulletin boards, blogs, wikis, social 
networks, and social Q&A sites, became widespread on the web. The emergence of 
these communities was considered critical in empowering patients to make decisions 
concerning their own health and promoting patient-centered healthcare [8]. These 
communities often consist of patients with a particular disease, such as breast cancer, 
or people who share a particular topic of interest, such as running, patients’ 
caregivers, and sometimes, some health professionals. When faced with a problem, 
the most natural way for a person to seek information is to ask questions of someone 
with more expertise or who share similar experiences [28]. Therefore, the most 
popular activity on these social platforms is asking health-related questions or 
answering questions posted by peer users [10, 17]. Unlike in web search engines 
where users often type in short queries, these platforms allow the users to ask 
questions in natural language and in full sentences. Therefore, these questions can be 
a good source for learning a range of factors involved in consumers’ health 
information needs and their related information search tasks, such as background of 
the askers, the askers’ perception of the tasks, the nature and goals of the tasks, and 
the constraints around the tasks [23, 24].  

This study presents a preliminary effort to explore the characteristics of consumer 
health information needs that have direct impact on information searching by 
analyzing health-related questions that general consumers posted on Yahoo! Answers, 
a major social Q&A site. Implications of the results for designing effective consumer 
health information systems are discussed, as well.  

3   Research Method 

A dataset including 77,903 questioning messages across 23 health-related categories, 
such as diabetes, heart disease, cancer, and diet and fitness were crawled from Yahoo! 
Answers [18]. At the time the data was crawled, this site had about 74% of the market 
share of U.S. visits among Q&A websites [13]. We randomly selected 276 
questioning messages from the dataset and analyzed the messages using the 
qualitative content analysis method. A content analysis software, QSR, was employed 
to assist the data analysis. Each questioning message was a unit of analysis. 

We first coded the number of questions contained in each message. A question is 
loosely defined as a request sent by an asker to one or more respondents to solicit 
knowledge on a certain subject, which the asker lacks but sincerely wants [26]. Then, 
the open coding method was employed to code the data. At the beginning of the 
coding, we read the text several times to gain an overview of the overall content. Then 
codes were derived inductively by closely reviewing themes that appeared in the 
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messages. Whenever a theme related to health information needs appeared, such as 
for whom a question was asked, what information is needed, difficulties in expressing 
their needs, and expectations for answers, it was coded into a category. When coding 
a new text to a category, the text was compared to those already assigned to that 
category [11]. The constant comparison method allowed us to fully understand the 
theoretical properties of the category. We then examined the categories resulted from 
the open coding process to make sense of the properties and dimensions of the 
categories, identify relationships between them, and uncover patterns [5]. To improve 
the validity of the results, a second coder coded 20% of the questions. The inter-coder 
agreement reached 87.9%. 

4   Results 

Among the 276 questioning messages, nine were advertisements or messages eliciting 
comments and prayer from others. These messages were not intent to solicit 
knowledge that the asker lacked, thus did not meet our definition of questions. They 
were excluded from the subsequent analysis. In this section, we report three important 
aspects of consumer health information needs that are directly related to information 
searching and information system design: types of information needed, characteristics 
of users’ expressions of the information needs, and users’ expectations for results.  

4.1   Types of Information Needed 

Information systems, particular IR systems, are designed to help people find relevant 
information to solve particular tasks. Therefore, knowledge about types of 
information requested by users is important for system designers. The analysis of the 
questioning messages revealed the following major types of information needs. The 
number in the parentheses is the number of messages.  

Information about a particular disorder/disease (123). These questions were 
asking about a specific aspect of a particular disease, mainly symptoms, causes, 
diagnoses, treatments, and prognoses. When asking about symptoms, users’ questions 
followed two patterns: what are the symptoms of a disease or condition and whether it 
is normal for people with a particular disease or condition to have certain symptoms. 
When asking about causes, users were concerned about what factors or behaviors 
cause a disease or a condition. An example is: “What raises people’s blood pressure? 
Please give me list of stuff that raises your blood pressure and how it raises.” 

Questions concerning diagnoses had three different patterns. The first was that 
askers described certain symptoms, conditions, or behaviors and asked for possible 
diagnoses. For example, “I’m really desperate to find out what the lump in the back of 
my throat is. I also have an inflamed gland on the side of my throat (neck). […] Do 
you think this sound like throat cancer?” The second pattern was that askers were 
concerned about themselves having a particular condition and asked whether a 
symptom suggests that particular condition. The third pattern was that askers wanted 
to double check a doctor’s diagnoses. For example, “There is a hyper density 2mm in 
my liver. Can anybody tell me if it’s something to worry about? My doctor said it’s 
nothing but I need to be sure.” 
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Questions concerning treatments were asking about effective treatments to certain 
conditions, the cost of a treatment, how long it takes, whether it is hard to get through, 
and whether there are other options. Askers asking for prognoses often had a 
diagnosis and wanted to find the prognosis for that condition. For example, “Hubby 
has dilated cardiomyopathy, stage 4, what is his prognosis?” 

Some askers knew about diagnoses, but wanted to find out whether the disease or 
condition would affect their other life plans, such as carrying babies and traveling. An 
example is: “What kind of risk [is] involved if I carry baby with heart disease?” Some 
askers were asking about attributes of a disease or a condition, such as whether it is 
genetic, whether it is contagious, whether it is fatal, how serious it could be, how fast 
it spreads, whether it is rare, whether it will recur, and the age of getting the disease. 
A few askers also requested general information about a disease, for example, “What 
is cancer?” and “What is pink eyes?” A few people asked questions concerning the 
recovery of a disease, such as how long it will take to recover.  

Information about drugs or supplements (23). Questions about drugs or 
supplements were mainly about the following themes: whether a particular drug is 
effective, what drugs to take, how much to take and when, whether there are side 
effects, what the ingredients are, whether it is safe, whether it interferes with other 
medical tests, whether the way in which a drug had been stored has impact on its 
effect. An exemplar question asking about the effectiveness of a drug is: “Does 
relacore really work? I am exercising and I have been eating pretty well. I was 
thinking of taking relacore to help me lost weight, has anyone used it? Does it work?” 

Information about lifestyle, mainly diet and exercise (10). Questions concerning 
lifestyle often asked for recommendations for a healthy diet or exercise routine, given 
a specific weight, height, age, or health condition or checked with others whether 
their current exercise routine is reasonable, for example, “Hi, I am 33 yrs old… My 
heart rate drops as I started exercising everyday (for about 2 months). I run 3-4 
miles, sit-ups and play ping pong EVERYDAY.....I have a blood pressure monitor with 
which I measure my BP. and it seems to me it dropped down and heart rate dropped 
down from 72BPM to 55 BPM [...], I am also on Lexapro, (medicine for 
depression)… I am afraid I am over-exercising? I don’t smoke or consume alcohol...” 
Some of the questions in this category also asked for more information on a particular 
diet, such as calorie shifting diet, and a lifestyle to adopt after experiencing a disease. 
For example, “What lifestyle to adopt after gastric ulcer disease? [..].” 

People with similar conditions (23). There were a number of askers looking for 
people with similar conditions on Yahoo! Answers, for general information or advice, 
success stories, treatment information, and drug information. An example is: “Has 
anyone tried ortho-k lenses coupled with eye exercises for permanent vision 
improvement? How well does it work?” 

Information sources (12). Some askers asked about sources for information, such as 
quotes to cheer up friends, reliable websites to buy medications, animated diagrams of 
a heart attack, statistics about the causality of lung cancer and percentage of people 
smoking worldwide, or a yoga DVD for pregnant women.  
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Others (20). Askers also asked questions concerning medical professions, for 
example, “I have a niece interested in becoming a Physical Therapy Assistant. What 
is the pay? We are in NC,” body working mechanisms, for example, “What would 
happen if the right side of heart pumped faster than the left side?”, interpretations of 
medical tests readings, such as blood pressure, information about coping with bad life 
situations and managing stress, and health insurance and policies. An example about 
insurance and policies is, “Can I bring mum over to Australia for treatment for lung 
cancer from UK? Does NHS subsidize any costs (or medicare)? […]” 

It is worth noting that many askers were asking questions not for themselves, but 
for related others, such as sisters, brothers, parents, grandparents, and friends. Among 
the 267 messages, 25 explicitly stated that the questions asked were for someone 
other than themselves.  

4.2   Characteristics of Users’ Expressions of Health Information Needs 

Characteristics of users’ expressions of health information needs refer to linguistic 
features of the questioning messages. Queries or questions are a major means through 
which users interact with an information system. Therefore, features of users’ 
expressions impact the quality of the results of user-system interaction. In this study, 
users’ expressions of health information needs were analyzed at both the term level 
and the question level.  

At the term level, inappropriate terms, particularly, misspellings (e.g., canser, 
diagnoised, suppliment, and gentically) and run-together phrases (forcancer, 
to’prevent’whatever, medication"zimvastatin 10mg", and cardiologygrizzln) were 
prevalent in the sample questioning messages. Sometimes, the misspellings were due 
to the lack of auto-correction mechanisms in Yahoo! Answer’s question submit form. 
Sometimes, it was due to the fact that users had difficulties in spelling a medical term. 
For example, one asker stated that, “I’m looking for a website on a rare skin disease, 
it sounds like dariase DARE E AZE? Uncertain of the correct spelling […].” The 
second term level linguistic feature that could cause communication difficulties 
between user-system or user-user was the use of acronyms, such as B.P., AML, EKG, 
ECHO, CKMB, CK, and NHL. In this study, about 5% of the sample questioning 
messages contained such acronyms. The third term level difficulty was conceptual, 
specifically, users could not find terms to describe their conditions. One asker stated: 
[…] I've inherited a condition, which gives me more of a chance of getting lung and 
liver cancer if I smoke and drink. My question is, what is the condition called? I want 
to know more about its history. […]” 

At the question level, in the sample questioning messages, about 75% of the 
messages contained only one question, 18% contained two questions, and the rest 7% 
contained 3 to 5 questions. Multiple questions in a questioning message were often 
asking about different aspects of a disease, drug, surgery or procedure. For example, 
an asker asked two related questions about a condition: “Is clogging of the heart 
arteries reversible? If so how?” Similarly, another asked “What is a spleenic lesion 
and how is it treated?” In many cases, one question in such messages was asking 
about whether there was someone with similar experience. For example, “Who is 
taking hydrochlorothiazide 12.5 mg and lisnopril 10mg and does it help to lower your 
blood pressure? What is your blood pressure after taking these two medicines?” 
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4.3   Expectations for the Answers 

In asking questions, askers also expressed their expectations for the answers. The 
expectations had three dimensions, one concerning the quality of the information, one 
concerning the personal or situational relevance of the information, and the other 
concerning the social attitudes involved in the answers. For the quality of information, 
some pointed out in the messages that they wanted reliable information, for example, 
one asker asked, “Where is a reliable site to buy medication online?” Some askers 
indicated that they wanted answers from medical professionals, and some indicated 
that they wanted to see the source of the information.  

As mentioned above, many users of Yahoo! Answers tried to seek information, 
advice, or personal experience from people with similar conditions. One reason for 
this phenomenon seems to be that users favor personally and contextually relevant 
information. For example, one asker tried to elicit personal stories “Do you have a 
child with congenital heart disease? [Has he/she] undergone an open heart surgery? 
[…] How’s the operation? Please tell something about after the surgery.” 

Users of Yahoo! Answers also cared about the attitudes of the people who 
answered their questions. Askers wanted the answers to be genuine, candid, kind, and 
serious. For example, “What’s the best yoga/workout post natal DVD? I’m pregnant 
but due fairly soon, and what to start a collection of some workout dvds and need 
some input on the best for a post-natal body. ** Serious answers only … kids DON’T 
respond saying some dumb remarks and NO ignorant remarks […]” 

5   Discussion and Implications 

Understanding the characteristics of consumer health information needs is essential to 
designing and constructing effective consumer health information systems [3]. In this 
study, we explored the types of information requested by users, the characteristics of 
their expressions of information needs, and their expectations for results. It is 
apparent that consumers need different types of health-related information, with the 
majority of the request focusing on different aspects of categories including diseases, 
drug and supplements, lifestyles, people with similar conditions, and information 
sources. This observation suggests that consumer health information systems should 
construct effective information architecture to support users’ access to these different 
types of information. The first three categories were also identified in several other 
studies [e.g., 25, 26] and were made available in many consumer health websites, 
such as MedlinePlus, however, little attention has been paid to providing effective 
access to people with similar conditions and other relevant information sources (like 
websites and DVDs). Future design of consumer health information systems should 
make an effort to improve access to these two types of information.  

In this study, it was also found that users sometimes have several different 
questions concerning a particular disease, medication, or surgery. This suggests that 
systems can provide cognitive assistance to help users find relevant information. Such 
assistance could be implemented by providing access to related topics. The selection 
of related topics could be based on data mining of user-generated questions.  
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Consistent with the existing literature [4, 20, 22], this study found that users have 
various linguistic and conceptual difficulties in expressing their health information 
needs. Misspellings and run-together phrases were common and these errors 
sometimes prevented systems or other users from understanding the messages 
correctly. Most of the misspellings and run-together phrases were due to users’ 
cognitive slips and could be solved by providing a spelling check function in the 
question submit form. Sometimes, the misspellings were due to the fact that users do 
not know how to spell a medical term or they do not know what terms to use to 
describe their conditions. These difficulties suggest that the system should provide a 
function to assist users in finding appropriate medical terms to describe their thoughts. 
This help could significantly improve users’ experience with health information 
searching.  

Looking for health-related information online is a highly social activity. Many 
people asked questions for family and friends who they care about. People wanted 
information, advice, personal stories, and emotional support from those with similar 
conditions; and people wished the answers to be genuine, candid, and serious. These 
observations suggest that users want personally and situationally relevant information 
and they value the information from peers. Most health information systems provide 
systematic scientific knowledge on consumer health topics, however, due to the static 
nature, they often fall short in supporting people’s highly idiosyncratic health 
information needs. One way to improve users’ experience with health information 
seeking is to integrate social networks with traditional information retrieval system 
and leverage information searching using collective wisdom. Future research could 
investigate how to integrate social systems with traditional IR systems to best 
augment general users’ cognition and achieve more effective health information 
searching. 

This study also found that users are concerned about the quality and credibility of 
the results. They wanted to see the source for answers and they preferred answers 
from medical professionals. They also wanted the answers to be sincere and candid. 
This suggests that a consumer health information system should provide mechanisms 
to help users judge the quality of information. If a social network component is 
involved, it will be desirable to have means to prevent, block, or penalize malicious 
and ignorant remarks. In future studies, it will be worthwhile to investigate what 
criteria users employ to judge the quality and relevance of results.  
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Abstract. Deployment of portable neuroimaging technologies to operating 
settings could help assess cognitive states of personnel assigned to perform 
critical tasks and thus help improve efficiency and safety of human machine 
systems. Functional Near Infrared Spectroscopy (fNIR) is an emerging non-
invasive brain imaging technology that relies on optical techniques to detect 
brain hemodynamics within the prefrontal cortex in response to sensory, motor, 
or cognitive activation. Collaborating with the FAA William J. Hughes 
Technical Center, fNIR has been used to monitor twenty four certified 
professional controllers as they manage realistic Air Traffic Control (ATC) 
scenarios under typical and emergent conditions. We have implemented a 
normalization procedure to estimate cognitive workload levels from fNIR 
signals during ATC by developing linear regression models that were informed 
by the respective participants’ prior n-back data. This normalization can 
account for oxygenation variance due to inter-personal physiological 
differences. Results indicate that fNIR is sensitive task loads during ATC.  

Keywords: Optical Brain Imaging, Air Traffic Control, Cognitive Workload, 
Functional Near Infrared Spectroscopy, fNIR. 

1   Introduction 

Increasing air traffic in the United States has placed the current air traffic control 
(ATC) system under stress. To alleviate this stress, the Next Generation Air 
Transportation System (NextGen, Joint Planning and Development Office) has 
outlined a series of transformations designed to increase the capacity, safety, and 
security of air traffic operations [1]. Towards achieving this vision, sophisticated new 
features and systems are designed or will be implemented for future air-traffic 
management. Brain based measures of operator’s cognitive workload could help 
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assess utility of interfaces in human machine systems operating in complex 
environments and provide objective measures in addition to behavioral performance 
and subjective self-reported feedback [2-4]. The use of human brain imaging sensors 
and their capacity to integrate with behavioral and physiological measures, position 
them to play a key role in the development and operation of futuristic ‘brain-in-the-
loop’ systems.  

Significant progress has occurred over the last decade in understanding the 
physiological and neural bases of cognitive processes and behavior. New and 
improved brain imaging tools are used to monitor brain activity noninvasively and 
assess neurophysiological markers of human performance in various settings. 
Functional magnetic resonance imaging (fMRI), positron emission tomography (PET) 
and Magneto-encephalography (MEG) have enabled studying localized brain activity 
in humans and carry out studies for better understanding the neural basis of mental 
states [5-8]. However, these techniques are not amenable to ecologically valid, regular 
operating settings as they are expensive, highly sensitive to motion artifact, require 
participants in confined positions and may expose individuals to potentially harmful 
materials or loud noise. More recently, functional near-infrared (fNIR) spectroscopy 
has been used as a noninvasive tool to monitor concentration changes of oxygenated 
hemoglobin (oxy-Hb) and deoxygenated hemoglobin (deoxy-Hb) at the cortex [9-11]. 
fNIR technology allows the design of ambulatory, safe and affordable monitoring 
systems. These qualities pose fNIR as an ideal candidate for monitoring cognitive 
activity related hemodynamic changes not only in laboratory settings but also under 
working conditions [12-15]. 

In this study, we have incorporated fNIR into ongoing studies at the FAA’s 
William J. Hughes Technical Center (WJHTC) where certified controllers were 
monitored with fNIR while they managed realistic ATC scenarios under typical and 
emergent conditions. A critical transition defined in NextGen involves augmenting 
the current auditory-based communications between ATC and the flight deck with 
text-based messaging, or DataComm systems. DataComm systems are expected to 
allow ATC to manage more air traffic at a lower level of cognitive load, thereby 
increasing both the capacity of national airspace system and safety of passengers. 
Self-report measures of workload suggest that DataComm systems require less 
cognitive effort than voice-based systems to manage the same amount of traffic [16, 
17], and this has been recently corroborated with objective brain based measures as 
the first part of the current study [14].  

The objective of this experiment was to use physiological measures to predict 
changes in cognitive workload during a complex cognitive task: ATC. The hypothesis 
derived from a standardized working memory task (n-back) [14] was that blood 
oxygenation in the dorsolateral prefrontal cortex (DLPFC), as measured by fNIR 
would increase with increasing task difficulty and sustained cognitive effort.  

2   Cognitive Workload 

There is no singular definition of cognitive workload [18]. There are at least two 
major theoretical approaches to the construct: 1) mental workload may be defined 
such that a given task’s requirements are viewed as an independent, external variable 
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with which the working subjects have to cope more or less efficiently; or 2) mental 
workload may be defined in terms of an interaction between task requirements and 
human capabilities or resources [19, 20]. In either of these paradigms, the definition 
of workload involves the “objective” effects of task difficulty on the participant, and 
the participant’s effort involved in maintaining performance. Workload is an 
intervening variable between task and environmental demands and the operator’s 
performance, defined by the relationship between task demand and the participants 
resource supply, i.e., the portion of operator’s limited mental capacities actually 
required to perform a particular task. That is, workload can be defined in terms of 
some “objective” criteria for task difficulty (e.g., managing 6 aircrafts versus 12 
aircrafts), or in terms of the participant’s capacities to perform the identified task. As 
such, workload can be dissociated from performance. Two people performing the 
same task can have identical performance, yet one operator may have significant 
cognitive resources free to allocate to concurrent tasks, whereas the second operator 
may be just on the brink of performance failure. The difference between the required 
capacity and the available capacity of an individual is referred to as the mental or 
cognitive reserve. 

There are four basic methodologies for the assessment of workload. The first 
category includes subjective assessment that use self-reported rating scores such as 
Modified Cooper-Harper Scale [21], Subjective Workload Assessment Technique 
(SWAT) [22], NASA Task Load Index [23] and self -reported mental effort [24]. The 
second category of cognitive workload assessment methods compares behavior and 
primary task performance measures of the participant, recorded during the task, to 
identify any workload effects within them. Accuracy and speed of response are 
widely in use [25]. The third category includes secondary task measures where 
participant’s mental workload is evaluated based on the performance on the additional 
secondary task [26]. The final group of cognitive workload assessment methods is 
based on physiological measures such as eye movements [27], eye blinks [28], pupil 
dilation [29], skin temperature [30], galvanic skin response [31], heart rate [32], blood 
pressure [28], and respiration rate [33].  

Primary task performance measures are critical in that they define the task that 
needs to be accomplished. However, they are only sensitive to changes in workload at 
the limits of mental capacity, which is not very useful for ATC. If operators can 
compensate for increased workload by increasing effort, then the task performance 
measure is insensitive. Finally, task performance measures do not provide any direct 
evidence about the participant’s degree of effort or level of arousal. Subjective ratings 
provide an important measure of the operator’s perceived load, and have good face 
validity. However, they are intrusive to collect while on task, and are often 
dissociated from actual performance and potential failure. Secondary tasks techniques 
can give some sense of cognitive or mental reserve, but they are often intrusive, and 
cannot reasonably be employed during actual ATC activities. Physiological measures 
can be unobtrusive, and provide an “objective” measure of workload. However, many 
of the typical physiological systems measure autonomic responses, i.e., the fight or 
flight system, which assesses stress and emotion, whereas some of the difference in 
workload may more appropriately be measured using a measure of cognitive 
workload, rather than stress. 
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On the other hand, technologies that assess Central Nervous System functioning 
can provide measures of cognitive functioning as well as measures of stress or 
emotion. Commonly employed techniques such as electroencephalography (EEG), 
event-related brain potentials (ERPs), MEG, PET and fMRI have dramatically 
increased our understanding of a broad range of cognitive and emotional states. EEG 
have been applied for mental workload assessment of air traffic controllers [34] and 
operators [35]. Methods that directly measure the summation of neural function, such 
as EEG, ERP and MEG allow researchers to observe neuronal activation related 
electromagnetic signals with temporal resolution on the order of milliseconds and 
have been utilized for workload assessment. However, these technologies also have 
limited spatial resolution [11] and are susceptible to electromagnetic field artifacts. In 
contrast, PET and fMRI monitor the hemodynamic and metabolic changes associated 
with neural activity with impressive spatial resolution, but are limited in temporal 
resolution and are associated with neuronal activity through a poorly-understood 
neurovascular coupling function [11]. In addition, PET do not allow for continuous or 
repeated measurements because they require the use of radioactive isotopes, which 
also limits their use in children. fMRI is currently considered the “gold standard” for 
measuring functional brain activation because it offers safe, noninvasive 
neuroimaging with high spatial resolution. However, fMRI is expensive to operate, 
requires massive installations and a large team of technicians to operate. In addition, 
fMRI is highly sensitive to motion artifact and confines participants to restricted 
positions, and exposes participants to loud noises.  

fNIR is an emerging optical brain imaging modality that measures hemodynamic 
response, similar to fMRI, by using near infrared light [36, 37]. fNIR has been 
demonstrated to be sensitive to cognitive workload [12-14, 36, 37]. fNIR technology 
allows devices to be miniaturized, portable and battery-operated, making them field 
deployable. These qualities make fNIR suitable for the study of cognitive- and affect-
related hemodynamic changes under field conditions. 

3   Method 

3.1   Participants 

Twenty-four certified professional controllers (CPC) between the ages of 24 to 55 
volunteered. All participants were non-supervisory CPC with a current medical 
certificate and had actively controlled traffic in an Air Route Traffic Control Center 
between 3 to 30 years. Prior to the study, all participants signed informed consent 
forms. 

3.2   Experiment Protocol 

All participants were asked to complete two types of tasks: n-back and ATC tasks. 
The n-back task is a standardized working memory and attention task with four 
incremental levels of difficulty. Participants were asked to monitor stimuli (single 
letters) presented on a screen serially and click a button when a target stimulus 
arrives. Four conditions were used to incrementally vary working memory load from 
zero to three items. In the 0-back condition, participants responded to a single target 
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letter (e.g., “X”) with their dominant hand (pressing a button to identify the stimulus). 
In the 1-back condition, the target was defined as any letter identical to the one 
immediately preceding it (i.e., one trial back). In the 2-back and 3-back conditions, 
the targets were defined as any letter that was identical to the one presented two or 
three trials back, respectively. The total test included seven sessions of each of the 
four n-back conditions (hence, a total of 28 n-back blocks) presented in a pseudo-
random order. The task was designed and presented in E-prime (Psychology Software 
Tools). 

For the ATC task, each CPC controlled traffic on workstations with a high-
resolution (2,048 x 2,048), 29” radarscope, keyboard, trackball, and Direct Access 
Keypad for 10 minutes. To display the air traffic, the DESIREE ATC simulator and the 
TGF systems that were developed by software engineers at the WJHTC were used.  

Six simulation pilots were used within scenarios by supporting one sector or two 
sectors and entering data at their workstations to maneuver aircraft, all based on 
controller clearances. Two types of communications, either voice (VoiceComm) or 
data (DataComm) communications were used in separate sessions in a pseudo-
random order. For each communication type, task difficulty was varied by the number 
of aircraft in each sector, containing 6, 12 or 18 aircraft. 

3.3   fNIR Device 

The continuous wave fNIR system (fNIR Devices LLC; www.fnirdevices.com) used 
in this study is connected to a flexible sensor pad that contains 4 light sources with 
built in peak wavelengths at 730 nm and 850 nm and 10 detectors designed to sample 
cortical areas underlying the forehead. With a fixed source-detector separation of 2.5 
cm, this configuration generates a total of 16 measurement locations (voxels) [38]. 
For data acquisition and visualization, COBI Studio software (Drexel University) was 
used. The sampling rate of the system is 2Hz. During the n-back task, serial cable 
between the fNIR data acquisition computer and E-prime stimulus presentation 
computer was used to transfer time synchronization signals (markers) that indicate the 
start of sessions and onset of stimuli. 

4   Data Analysis 

For each participant, raw fNIR data (16 voxels x 3 wavelengths) was low-pass filtered 
with a finite impulse response, linear phase filter with order of 20 and cut-off 
frequency of 0.1Hz to attenuate the high frequency noise. Saturated channels (if any), 
in which light intensity at the detector was higher than the analog-to-digital converter 
limit were excluded.  

Using time synchronization markers, fNIR data segments for rest periods and task 
periods (28 sessions per participant for n-back task and 6 sessions per participant for 
ATC task) were extracted. Blood oxygenation changes within dorsolateral prefrontal 
cortex for 16 voxels were calculated using the Modified Beer Lambert Law (MBLL) 
for task periods with respect to rest periods at beginning of each task [13, 14]. 
Average oxygenation change for each session was used as the dependent measure. For 
statistical analysis, 2 (Communication: Data-based, Voice-based) X 3 (Task 
Difficulty: 6, 12, 18 aircraft) ANOVA with repeated measures on both factors for 
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average self-reported ratings and oxygenation changes were applied. Geisser-
Greenhouse correction was used with Tukey’s post hoc tests to determine the locus of 
main effects. The significance criterion was 0.05. 

4.1   Normalization by Linear Modeling 

A separate first order polynomial regression model was established for each 
participant and the model parameters were estimated by using min and max of the 
respective participant’s n-back data. This individualized model, mapped oxygenation 
(of ATC task) through an affine transformation that kept the collinearity, in other 
words it applied the same scaling and translation for all conditions for that subject. 
This model transforms ATC oxy values on a standardized n-back conditions (0 to 3) 
axis by using the min and max nback oxy values as scale. The general model: 

 (1)

where X is the oxygenation value and Y is the normalized output response.  and  
are scalar model parameters (of a participant) estimated by using two (nback-
oxygenation, nback-condition) coordinates, where nback-condition is either 0, 1, 2 or 
3. Using minimum and maximum oxygenation (and respective condition), parameters 
can be solved from the following equation set: 

 (2)

Finally, using this model, ATC oxygenation values for all 6 (2 communication x 3 
task difficulty) conditions of the participants were transformed. 

5   Results 

N-back behavioral and fNIR results were reported in [14]. For the self-assessment data 
of ATC tasks, there were two significant main effects, Task Difficulty denoted by 
number of aircraft [F2,46 = 6.79, p < 0.05] and Communication [F1,23 = 4.53, p < 0.05] 
which is depicted in Figure 1. Tukey post hoc tests for Task Difficulty (q0.05/2, 46 = 3.43, 
p < 0.05) showed that the 18 aircraft condition had significantly higher oxygenation 
change than the 6 and 12 aircraft conditions. Also, the interaction between aircraft 
number and communication type was significant [F2,46 = 4.66, p < 0.05].  

For the fNIR data of ATC tasks, two subjects were excluded from the analyses 
because of high motion artifact and low signal-to-noise ratios. The most significant 
measurement location was voxel 8 in the medial prefrontal cortex, and there were two 
significant main effects, Task Difficulty [F2,42 = 4.52, p < 0.05] and Communication 
[F1,21 = 5.03, p < 0.05] which are depicted in Figure 1. Tukey post hoc tests for Task 
Difficulty (q0.05/2, 42 = 3.44, p < 0.05) showed that the 18 aircraft condition had 
significantly higher oxygenation change than the 6 aircraft condition. 

The individualized linear model trained by nback data used to normalize 
oxygenation changes (See Figure 2). Fitted ATC responses indicate that this 
normalization improved the spatial localization of activity pattern in DLPFC and 
represent a monotonic increase with increasing task difficulty within anterior medial 
prefrontal cortex (PFC) [F2,21 = 11.26, p < 0.05]. 
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with the fMRI findings of functional dissociation of lateral and medial PFC [39-41]. 
The fNIR results from the main effect of communication type (p < 0.05), confirms that 
VoiceComm condition results in higher oxygenation compared to DataComm with a 
small to moderate effect size (d = 0.28 for voxel 8, and d=0.25 for voxel 6). These 
results are consistent with the idea that, given the same cognitive workload (identical 
scenarios), DataComm required fewer cognitive resources. 

These results must be interpreted with caution, as not all areas of the brain that are 
involved in ATC could be measured with fNIR technology. It is possible that 
workload was shifted to other areas of the brain that were not being monitored under 
the DataComm condition, rather than a reduction in working memory resources. This 
hypothesis requires further evaluation. However, combined with performance 
evaluations, the fNIR data provides preliminary evidence that DataComm may require 
fewer cognitive resources than VoiceComm by lowering the demand on working 
memory and attentional resources. 

In summary, fNIR is a portable, safe, affordable and negligibly intrusive optical 
brain monitoring technology that can be used to measure hemodynamic changes in 
the prefrontal cortex. Changes in blood oxygenation in the dorsolateral prefrontal 
cortex, as measured by fNIR, were shown to be associated with increasing cognitive 
workload. The results further indicate that text-based communications required less 
brain activation of the operator than legacy voice based communication systems. 
These fNIR results corroborate with subjective assessments of operators and earlier 
studies. 
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Abstract. As advances in physiological sensors make them more minimally 
intrusive and easier to use, there is a clear desire by researchers in the fields of 
Augmented Cognition and Neuroergonomics to incorporate them as much as 
possible. To best support use of multiple measures, the data from each sensor 
must be accurately synchronized across all devices and tied to performance and 
environment events. However, each sensor provides different sampling 
frequencies, local timing information, and timing accuracy making data 
synchronization in logs or real time systems difficult. In this paper, a modular 
architecture is presented to address the issue of how to synchronize data to 
support analysis of physiological and performance measures. Specific design 
requirements are presented to ensure the ability to accurately measure raw 
sensor data and compute metrics in a distributed computing environment to 
support adaptive automation strategies in a research environment. Finally, an 
example system is described which combines multiple minimally invasive 
physiological sensors. 

Keywords: Adaptive Automation, Closed-Loop Training System, Data 
Synchronization. 

1   Introduction 

Current advances and capabilities of physiological sensing technologies have made 
them minimally intrusive and portable enough for use in research efforts for 
subjective measurement of a user’s state [1]. When developing a closed-loop adaptive 
system or one in which the human acts as a sensor, the ability to measure the 
workload and potential cognitive state accurately using multiple sensors and 
performance measures is critical [2]. However, one of the major issues with these 
devices is that each provides different sampling frequencies, timing resolution, and 
local time stamps making it difficult to synchronize data across disparate devices and 
other measurements (e.g. task performance). These problems become even more 
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pronounced when working within a distributed computing environment where 
multiple machines are used for different devices, tasks, and team members as shown 
in Fig. 1. 

 

Fig. 1. Example distributed simulation and training environment using physiological sensors 

As shown in the above figure, collected data can be shared and synchronized post-
hoc, but depending on the timing information recorded this can be a tedious process, 
and usually performed manually by the researcher. If an appropriate minimum set of 
timing data, as described in Section 0, is collected it is possible to automate the data 
synchronization process and provide real time sharing of metrics to support closed-
loop training and feedback as described in [1][2][3]. Moreover, the inclusion of 
unique identifiers for a participant and their group/team makes it possible to design 
larger systems that can adapt based on the physiological and thus cognitive state of a 
team. For example, a team of four tasked with supervising multiple unmanned ground 
systems in a reconnaissance and surveillance mission. During this mission each team 
member is required to respond to audio and text communications, monitor video 
feeds, and re-route vehicles based on changes in environment. Using physiological 
measures from an eye tracker (e.g. eye blink rate (EBR), pupil dilation (PD)) and 
electroencephalography (EEG), the system may identify that a member of the team is 
under a high workload condition and based on past measures is likely to enter a period 
of decreased performance. In this event, the system can decide to re-assign an 
unmanned system to another member of the team with the lowest workload level, 
ensuring overall team workload and performance stays within optimal levels. 
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In the following sections, this paper describes an architecture framework for 
building systems capable of synchronizing physiological and other measures for post-
hoc and real-time analysis of an individual or team state. The required minimum set 
of data for synchronization of disparate data is described in addition to the design of a 
system developed at the University of Central Florida’s Institute for Simulation and 
Trainings ACTIVE Laboratory to support real-time adaptation in a closed-loop 
experimental environment. 

2   Synchronization and Correlation of Data 

As mentioned previously, sensors and other system modules provide time information 
for data in different formats, typically relative to when the device or data collection 
was activated. Using this information alone makes it impossible to match up the times 
of different data types on a single machine and across a network. Therefore, a time 
stamp that is from a global reference frame like Coordinated Universal Time (UTC) is 
required. UTC is a time standard based on International Atomic Time and includes 
the following information: Day, Hour, Minute, Second, Milliseconds. UTC is also 
used as the primary method for system time on most modern operating systems 
making it an ideal choice as a global time reference for tagging data. By recording the 
current UTC time stamp in a log or in software, when data collection begins for any 
sensor, it is possible to convert the local sensor time stamps to UTC time for data 
synchronization. 

In addition to recording UTC time stamps for physiological sensors, simulation and 
operational environments must also be designed to use UTC timing in recorded data 
to correlate user state with environmental events. An example of a simulation 
environment that does this is the Mixed Initiative Experimental (MIX) Testbed [4]. 
The MIX Testbed is a simulation environment developed for research in supervisory 
control of unmanned systems. It provides log files necessary to support the correlation 
of physiological data to simulation events [3]. One such log file is called the 
“Simulation Time Log.” This log provides UTC, Local Time (e.g. Eastern Time), and 
Simulation Time as events occur within the simulation (e.g. Simulation Start, Pause, 
Resume, Stop). Using this log file it is a simple to extract physiological sensor data 
from log files that correspond to when a user was performing a mission within the 
simulation environment post-hoc. 

With the use of UTC times associated to data, the next step is to tag sensor and 
performance records with appropriate identifiers (e.g. User ID, Group ID). With 
unique identifiers an operational environment or log analyzer can pull sensor data for 
specific users and teams for analysis or triggering changes in the environment (e.g. re-
assign tasking, prompt user). The minimum amount of data that must be associated 
with recorded data is presented in Table 1. Building off of this minimum set it is 
possible to create a datagram (i.e. byte array structure) format for transmission of 
physiological and environment data between computers in a distributed network. 
Also, with the inclusion of a time stamp representing when the data point was 
produced, any latency effects in sharing the data across a network will be minimal on 
filters which consume data to produce new metrics of user state. 
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Table 1. Record Data Requirements 

Field Name Description/Interpretation 
1 Time (UTC) UTC Time when this data point 

was generated or captured by 
source. 

2 Participant/User Number Unique ID for the participant or 
user the data point is associated 
with 

3 Group/Team Number Unique ID for the group or team 
the participant or user the data 
point is associated with 

3   Operational Psychophysiological Sensor Suite (OPSS) 

The design of metrics to determine the real-time changes in cognitive state and 
workload of a human performing a task using psychophysiological measures is an 
ongoing field of research [1][5]. The Operational Psychophysiological Sensor Suite 
(OPSS) is a suite of state-of-the art wearable psychophysiological sensing devices and 
software tools assembled by the ACTIVE Laboratory at UCF-IST for measuring 
participants physiological response to cognitive state in real-time. This suite includes 
devices for eye tracking, Electro Dermal Response (EDR), Heart Rate Variability 
(HRV), and EEG measurement. To support the synchronization and correlation of data 
generated by these devices, a software architecture framework has been developed 
which expands upon the data requirements described in section 2 to support enhanced 
data logging, filtering, and real-time sharing over a network connection. 

As shown in Fig. 2, this architecture design introduces the concept of a Sensor and 
Filter which both have similar capabilities that include data logging and network 
communication. A Sensor is an interface to an actual physical device attached to a 
computer (e.g. Eye Tracker). A Filter is a software module which can be “connected” 
to a single or multiple sensors and other Filters, and is designed to produce new 
metrics or cleanup of raw data. Connections between a Sensor and Filters can be 
made within the software application or through subscriptions over a network 
connection (e.g. UDP/IP, TCP/IP) producing a “Filter Graph.” Although possible to 
transmit raw data from sensors, the Filter Graph concept provides the ability to reduce 
network bandwidth usage by calculating and transmitting only the metrics required by 
a 3rd party data subscriber. Data logging is an option that can be enabled or disabled 
for any Sensor/Filter and is used for record keeping or post-hoc analysis through 
batch processing. 

An example of a Filter Graph based on the OPSS System Architecture for an Eye 
Tracker is described in Fig 3. In this example, there are two filters in the graph: Eye 
Tracker Filter and Areas of Interest (AOI) Filter. The Eye Tracker Filter takes the raw 
eye gaze data it receives the Eye Tracker Sensors and produces classifications such as 
fixations and workload (e.g. Nearest-Neighbor Index) [6]. The downstream AOI Filter 
uses this data to identify what areas of the screen a user is focusing on for a given  
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point in time. Based on the metrics of the AOI Filter, a program can trigger system 
events to notify the user that they need to pay more attention to a specific area of the 
screen. 

 

Fig. 2. System Architecture 

 

Fig. 3. Example Filter Graph for Eye Tracking Data 



564 D. Barber and I. Hudson 

Another aspect of physiological sensors is that many provide large amounts of data 
at high sampling frequencies with timing resolution of 1ms. However, many of the 
devices provided run only on Windows operating systems, which provide UTC time 
resolution around 10ms [7]. To work around this issue, an external time source can be 
integrated into the system as shown in Fig. 2. The OPSS provides software tools to 
create external time sources which can be connected over a network connection to 
provide 1ms timing resolution in data collected. 

Finally, for network sharing of data, the dataset from Table 1. is expanded upon 
(Table 2) to provide additional information necessary for distinguishing between 
types of data being transmitted so that subscribers can select only the data they 
require for processing. Within the OPSS, any record that a Sensor or Filter produces 
that can be logged can be modified to support conversion to the datagram format in 
Table 2 for transmission to subscribers. 

Table 2. Message format for network streaming of data 

Field Name Description/Interpretation 
1 Message Start 4 Byte value containing 

unique identifiers for parsing 
message data and bit flags for 

priority and transmission 
confirmation 

2 Time (UTC) 4 Byte UTC Time when this 
data point was generated or 

captured by source. 
3 Participant/User Number 1 Byte Unique ID for the 

participant or user the data point 
is associated with 

4 Group/Team Number 1 Byte Unique ID for the 
group or team the participant or 
user the data point is associated 

with 
5 Sequence Number 2 Byte values representing the 

sequence number for a multi-
packet sequence of data. First 
value always starts at 0 and 
increases for each packet in 

multi-packet stream. For 
standalone packets value is 

always 1. 
6 Message Type 2 Byte Unique ID for the type 

of message data included in 
payload 

7 Message Payload Size 2 Byte integer representing 
size of data in bytes 
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Table 2. (continued) 

Message Start Format 
Bits Name Description 
0-7 Start Byte Byte representing the start 

of a message. Value is always 
equal to 0x02 

8-15 Source Node ID Unique Identifier 
representing the node source 

of the message. A node is 
defined as a PC or device with 

physical interface. Valid 
values range from [0,255] 

16-23 Source Component ID Unique Identifier 
representing the source 

application on the node. This 
is used to distinguish between 
multiple applications on the 
same physical source. Valid 
values range from [0,255] 

24 Multi-Sequence Message 
packet 

If value is 1, than this 
packet is part of a multi-
packet sequence which is 
needed for transmitting 
messages greater than 

maximum bytes per packet of 
transport medium being used. 

Use the Sequence Number 
field for ordering of data 

packets. If 0, then the pack is 
stand alone and contains the 

full message. 
25-32 Reserved Reserved bits for future 

expansion 

4   Conclusion 

The synchronization process described in this paper provides a solution to the issues 
related to using multiple disparate physiological sensors. Specifically, how timing 
information is represented using these devices and methods for synchronizing the 
information so it can be correlated to external system events was discussed. An 
architecture framework for defining how sensors can be paired together and combined 
to produce new metrics for use in measurement of cognitive state and operator 
workload was described. The architecture implemented by the OPSS defines modules 
(e.g. Sensor, Filter) that make up a Filter Graph. If system developers choose to 
follow this framework in describing their own designs, facilitation of software and 
hardware re-use is achievable between researchers. Finally, a message structure 
format is proposed for the transmission of physiological data over network 
connections. It is the authors belief that the development of standards for sharing of 
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physiological data between different hardware/software implementations, similar to 
the Joint Architecture for Unmanned Systems (JAUS) [8], would be advantageous to 
the larger research community. Through the use of standards, and a desire by 
customers of sensors for their use, the cost of adding new sensors to adaptive systems 
will decrease and research results more easily shared. 
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Abstract. In recent years, advancements in Unmanned Systems have allowed 
Human Robot Interaction (HRI) to transition from direct remote control to 
autonomous systems capable of self-navigation. However, these new 
technologies do not yet support true mixed-initiative solider-robot teaming 
where soldiers work with another agent as if it were another human being. In 
order to achieve this goal, researchers must explore new types of multi-modal 
and natural communication strategies and methods to provide robots improved 
understanding of their human counterparts’ thought process. Physiological 
sensors are continuously becoming more portable and affordable leading to the 
possibility of providing new insight of team member state to a robot team 
member. However, steps need to be taken to improve how affective and 
cognitive states are measured and how these new metrics can be used to 
augment the decision making process for a robot team member. This paper 
describes current state of the art and next steps needed for accurate profile 
creation for improved human robot team performance. 

Keywords: Multi-Modal Communion, Implicit Communication, Human Robot 
Interaction, Physiological Measures for State Measurement. 

1   Introduction 

Unmanned Systems have been developed for waypoint navigation with obstacle 
avoidance to operate in complex environments. Such system capabilities have been 
driven by events like the DARPA Grand Challenge [1] and recent advances in sensors 
and other technologies. Although this is a major technological achievement, these 
capabilities do not support true mixed-initiative teams [2] where Soldiers work with 
robot agents as team members, not as directly controlled assets. Reaching this goal 
will require the exploration of new methods for Human Robot Interaction (HRI), 
starting with incorporating multiple communication modalities to provide human and 
robot team members understanding of each other’s actions, intent, and needs. 
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2   Background 

Traditional HRI in military operations has involved a human operator explicitly 
controlling or supervising an unmanned asset using a Human Computer Interface 
(HCI) [3]. With teleoperation remaining the contemporary standard, humans do not 
interact with the unmanned asset as another team member when co-located in a real-
world dynamic operational environment. Moreover, having a remotely located 
commander supervising human and robot team members can affect the human team 
member’s confidence in decision making and reduce ability to fully understand the 
commander’s true intent [4]. In addition to reduced team confidence, adding a robot 
team member further increases the complexities of communication by adding an 
additional step in the process [5]. That is, instead of being able to communicate 
directly to the team members, the commanders must communicate through a robot 
operator first. 

In order to decrease the cognitive load required from the commanders and 
subsequently also reduce the time it takes to issue a command, natural multimodal 
communications must be implemented to replace some of the traditional control 
features [6]. Through the combination of explicit and implicit communications over 
different modalities (i.e. audio, visual, tactile), robot systems can be developed and 
successfully integrated within human-robot teams. Physiological sensors have often 
been studied for applications involving adaptive automation and on the Warfighter for 
improving performance. Along those lines, a logical extension is to test sensor 
effectiveness for communicating cognitive and emotional state from a human to a 
robot. For example, studies have found an effective measure of sleep onset, which 
includes fatigue, provided by Electroencephalogram (EEG) characteristics [7]. 
Numerous sensors are indicative of emotional and cognitive state including pupil 
diameter [8][9], EEG characteristics [10], eye tracking patterns [11], and heart rate 
[12]. The direct information attained from sensors concerning emotional and 
cognitive state can be relayed from human to robot for one or more robots to act upon. 

2.1   Augmenting Robot Behaviors: Example Vignette 

In order for a robot to truly behave appropriately in a mixed-initiative team, it must be 
able to respond to a dynamic environment as quickly as possible, reducing the burden 
of human teammates to explicitly direct actions. In the following dismounted 
example, a Soldier and a robot teammate are performing a reconnaissance and 
surveillance mission in an urban environment (Figure 1). At some point while 
navigating down a street, a point of interest is identified and the Soldier commands 
the robot teammate to investigate. The Soldier is equipped with multiple 
physiological sensors (e.g. EEG, Electrocardiogram (EKG)) with the specific metrics 
and trends being continuously transmitted to the robot for monitoring its team 
members’ stress levels and cognitive demand. While the robot team member 
navigates toward the point of interest, the Soldier moves to a non-line-of-site location, 
awaiting feedback from the investigation.  

At some point while approaching the point of interest, the robot detects a change in 
the physiological sensor data indicating that the Soldier’s stress and workload have 
increased by an abnormal amount. Based on this new information, the robot queries 
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the soldier to see if it should change its current orders and return back to the non-line-
of-site location to assist. The Soldier responds back that he/she is in danger and needs 
the robot to return so that the team can move to a more secure location. Through the 
use of implicit physiologic data, the robot is able to react to a changing situation 
without the burden of the Soldier needing to explicitly alert the robot teammate. 

 

Fig. 1. – Point of Interest Vignette 

3   Affective and Cognitive State for Direct Communication 

Based on the example vignette in 0, the case for reduced cognitive demand and 
improved communication efficiency using physiological measures is made. Specific 
measures that have been explored for augmenting robot behavior is Heart Rate 
Variability (HRV), Electromyography (EMG), and Galvanic Skin Response (GSR) 
[13][14][12]. In a series of experiments, Rani and Sarkar (2005) developed methods 
of classifying operator engagement and affective state as a means of implicit 
communication to a robot team member [13]. In this study, an online classification 
system was developed to measure five affective states: engagement, anxiety, 
boredom, frustration, and anger. The system was trained using cognitive tasks (e.g. 
pong, anagrams) designed to elicit affective states through emotional responses from 
participants. Once trained over a period of multiple sessions, participants then 
performed a teleoperation task with a mobile robot. During this mission, the robot 
would modify its behavior based on the level of engagement by the operator, slowing 
down or stopping as engagement decreased. The results of the study found that the 
indices chosen showed significant correlation with engagement with Interbeat Interval 
(IBI) being the highest. However, indices were different across participants making it 
difficult to identify common patterns across measures [13]. 

Based on these efforts, it has been shown that it is possible to use physiological 
measures to modify robot behaviors. However, these methods only identify the anxiety 
and engagement levels of a team member while performing a given task, which does 
not necessarily correlate with the current level of workload. For example, a soldier can 
be engaged in the mission, but without knowing their current cognitive demand it is 
difficult to make any judgment to modify current behaviors to be more supportive. 
Also, the tasks described do not include a dismounted operation with an autonomous 
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robot like the vignette described in section 0 where a Solider is moving around in the 
environment. In an operational context, a Soldier will at times be extremely physically 
active and current classification systems do not take this into account. In a true mixed-
initiative team, a flexible interaction strategy is used in which each agent (human or 
robot) contributes the capability it is best suited for at the most appropriate time. 
Without the ability to acquire measures of workload and physical activity level directly 
for describing a team members’ state (see Figure 2), it is not as effective or efficient 
for a robot team member to make appropriate changes to its behavior. Thus, optimal 
support for the team is not attained in an operational environment. 

 

Fig. 2. Physiologically Driven Robot Behavior 

4   Measuring Workload Using Physiological Sensors 

In order to accomplish the goal for direct physiological communication from a human 
to a robot team member, the states Soldiers experience that are mission critical need 
to be identified. The impact of workload on performance has been investigated 
extensively and is often associated with changes in physiological activity. Workload 
is a transactional process with regard to the human’s evaluation of a given task and 
more specifically is the cost accrued by engaging in task requirements [15]. 
Specifically, as workload increases, performance suffers [16].  

As previously mentioned, physiological measures have been used to index 
workload. Physiological correlates of workload include changes in EEG patterns, 
heart rate, and eye scanning. Previous research reported limited success with 
measures of HRV, GSR, pupil dilation, and event-related potentials (ERP) [17][18]. 
More recently, investigations into workload measured via eye-movements using 
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sophisticated eye tracking technology occurred. McCarley and Kramer, [19], provided 
a comprehensive review of the role of eye tracking in predicting and describing 
workload on various tasks such as driving, baggage inspection, and cockpit 
instrumentation. Nearest Neighbor Index (NNI) is a distance statistic that expresses 
proximity of each point (e.g. object or instrument) on a plane of space relative to all 
other surrounding points [20]. When applied to eye movements, NNI measures the 
randomness of fixation patterns as a ratio of the average of the observed minimum 
distances between fixation points and the mean distance once would expect if the 
distribution was random. “This ratio is equal to 1 for a distribution that is random. 
Values lower than 1 suggest grouping, whereas values higher than 1 suggest 
regularity (i.e. the point pattern is dispersed in a non-random way). Theoretically, the 
NNI lies between 0 (maximum clustering) and 2.1491 (strictly regular hexagonal 
pattern) [21].” Another method for using eye tracking to assess workload is wavelet 
analysis of pupil diameter [9]. The Index of Cognitive Activity (ICA) measures abrupt 
discontinuities in the signal created from continuous recording of pupil diameter [9].” 
Unlike NNI, ICA is independent of eye gaze, and has the added benefit of running at 
nearly real-time over signals of any length [9]. Based upon this literature, workload 
appears to be a grounded starting point to begin investigating physiologically driven 
robot behavior.  

5   Conclusion 

Although some initial work has been performed using EKG data to characterize stress 
and affective state of an individual for HRI, additional information needs to be 
provided to a robot teammate for it to make decisions that will improve human-robot 
team performance. With the inclusion of EEG and pupil diameter, which can be used 
for measures of workload in near real-time, advanced online classification 
frameworks can be developed to form a closed-loop system for augmenting robot 
behavior. Through additional research into combinations of multiple sensors like 
EKG, EEG, and eye tracking, these classification frameworks will support dynamic 
operational environments and improve the performance of human-robot teams.  
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1   Introduction 

The concept of applying basic neuroscience research and tool development to the 
improvement of cognitive performance of warfighters and to provide individualized 
operational cognitive support in the military setting is not a new one. Early influential 
work especially by NASA [1] showed that workload could be quantified through 
subjective measurement of several variables (mental, physical, and temporal demand; 
performance; effort; frustration) related to cognition and performance, and thereby 
monitored. NASA has become one of the largest governmental funding agencies for 
research regarding performance under various stressful conditions and scenarios [2]. 
The principle of quantifying cognitive workload and functioning for optimization of 
cognitive performance was then explored simultaneously by multiple groups, and as 
neuroscience methodology and tools progressed in technical capabilities, measures of 
cognitive state and work load were combined with neurodetection technologies and 
user interfaces to optimize performance in various fields.  This is essentially the 
foundation of Augmented Cognition (a term resulting from a DARPA-funded 
research program, 2002-2008), and for research in Neuroergonomics (see [3, 4]) and 
Human Computer Interaction. When the term “operational neuroscience” was coined 
[5], it reflected a growing interest in defense research and development in the area of 
neurotechnologies for the operational military setting [6]- especially by DARPA [7]. 
Around the same time, the National Research Council published reports on the 
importance of neuroscience to defense research and military applications [2, 8], which 
further increased public interest in Neuroscience for these purposes. Neuroscience and 
cognitive science research/development efforts are currently ongoing in various 
organizations, including military, academia, and industry. As investment and interest 
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has increased, so has the need for scientific rigor in development of diagnostic 
capabilities as well as innovative brain-in-the-loop tool development, while 
maintaining a constant focus on the needs of the warfighter in the field as well as 
throughout training and in rehabilitation. This session overview paper provides a 
sampling of the various research and development efforts from across the spectrum of 
the field of neuroscience and cognitive science, for application to the operational 
setting. 

2   Neuroscience and Cognitive Science - Basic Science Research for 
AugCog 

The basic technological capabilities of psychophysiological measurement technologies 
(EEG, fNIR, eyetracking, etc) for integration and application to Augmented Cognition 
technologies have been the subject of some recent debate- this issue has been termed a 
“technology chasm”[9]. This chasm describes the difficulties involved in the leap from 
obtaining accurate psychophysiologic measurements in the field to development of 
tools, all while under conditions of uncertainty during both measurement and analysis. 
“Without critical advances in EEG and other neurologic and physiologic technologies, 
the AugCog effort cannot make significant progress or be operationalized.”[9] This 
comment highlights the critical importance of the solid basic research foundation to the 
burgeoning field of operational neuroscience for quality tool development. 

2.1   Exploring New Methodologies for the Analysis of Functional Magnetic 
Resonance Imaging (fMRI) Following Closed-Head Injuries 

Our current and basic understanding and assumptions about the functioning of the 
brain under stressful conditions are based on currently-available scanning 
technologies, and these assumptions are often taken as solid fact when applied for use 
in neurotechnologies and cognitive modeling. In their paper, Walker and Davidson 
[10] challenge the idea that fMRI scanning has reached its maximum technical 
potential. They contend that Blood Oxygen Level Dependence (BOLD) fMRI is a 
relative measurement tool, and cite growing concerns over the reliability of findings, 
thus bringing doubt to prior cognitive assumptions based on BOLD-based 
interpretations of scanning results. Such concerns include poor temporal resolution, 
spatial resolution and lack of dimensionality. For the purpose of cognitive 
rehabilitation following brain injury, these limitations are particularly troublesome. 
The paper describes a new data analytic approach to fMRI which uses a low-rank 
tensor approximation to overcome these obstacles, providing the potential for more 
accurate modeling, analysis, and translation to multiple platforms and applications. 

2.2   Non-invasive Functional Brain Biomarkers for Cognitive-Motor 
Performance Assessment: Towards New Brain Monitoring Applications 

As the basis for assessing level and skill of performance on sensorimotor and 
cognitive tasks, various biomarkers from behavioral/kinetic, physiological, or brain 
states can be utilized. These biomarkers are best applied to the operational setting 
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through detection with non-invasive techniques and newly emerging mobile 
technologies for detection of cognitive state. In his work, Gentili [11] presents EEG 
brain biomarkers  which can track changes in performance, and some preliminary 
work using fNIRS for the same purpose.  The work discussed has the potential to be 
applied to assessment of sensori/cognitive motor performance in bioengineering and 
augmented cognition neurotechnologies, for increased field-based performance, 
training effectiveness, and efficiency. 

3   Human-in-the-Loop for Brain-in-the-Loop Tool Development 

Basic principles of pharmacology and known drug pharmacodynamics, in 
combination with basic science research about alertness and cognition, are powerful 
tools for operational neuroscience researchers and developers. While much research 
aims to remove the “user” from the loop and rely solely upon the brain for direct 
feedback, some have argued for the importance for the human to be directly involved 
in inputting of physical data to the suite of tools which aim to measure cognitive 
function. The principle lies in the fact that some biological data- critical as it may be 
to accurate neurophysiological modeling- simply cannot be determined using external 
non-invasive neurodetection technology (such as EEG). Use of pharmaceuticals or 
stimulants may prove to be essential to the accurate interpretation of data derived 
from the use of direct measurements using neurotechnologies. Without appropriate 
incorporation of current and varied pharmaceutical use data, poor modeling 
adaptation and data analysis may result for a single user over time, due to a gradual 
alteration in the baseline measurements. With extreme demands on the time of field 
operators and trainers, it is not often possible for field technicians/scientists to 
individually interview a large number of warfighters on a daily, let alone hourly, 
basis, as they use fielded neurofeedback technologies. More effective, individualized 
cognitive modeling and optimal usage/development of field-based neurotechnologies 
may be achievable in the near-term through the incorporation of human input- via 
pharmacokinetic modeling software on a handheld platform- to suites of real-time 
neurodetection technologies.  

3.1   A Mobile Tool to Help Users Moderate Caffeine Intake by Displaying 
Caffeine Pharmacokinetics and Pharmacodynamics 

As described above, human-in-the-loop elements of brain-in-the-loop augmented 
cognition technologies may prove to be important to the development of robust 
operational neuroscience applications. In their paper, Ritter and Yeh [12] discuss the 
development of a handheld device which they call Caffeine Zone, which utilizes 
known pharmacokinetics of caffeine, along with caffeine modeling in cognitive 
models and agents [13]. The tool is inexpensive and portable, and could be rapidly 
applied to other integrated suites of neurotechnologies for operational use. The device 
is a software program (iOS operating system compatible, usable also on smartphones 
such as Blackberry, Android) which uses input by the user of his/her dietary or 
supplemental caffeinated substance intake, along with kinetics of caffeine absorption 
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and elimination to display real-time optimal times and doses of caffeine to assist in 
the maintenance of alertness and cognitive readiness. Because of caffeine’s ability to 
both enhance cognition and also negatively affect sleep cycles and stress hormone 
levels, the added data including its stimulant use could prove quite relevant to the 
analysis of real-time cognitive data obtained with purely brain-in-the-loop tool suites. 

4   Enlisting Operational Neuroscience Research 

To reach the shared end goal of integrated real-time tool development using non-
invasive methods and hardware for continual monitoring in the field, basic research 
must eventually make the leap into the applied setting. The concept of using 
individual neurofeedback tools operationally has become more widely accepted in the 
past decade- whether the tools are developed for direct use by the warfighter, the 
analyst, or teams of warfighters- to measure cognitive load, cognitive readiness, and 
team dynamics, among other metrics.  

4.1   Brain Dynamics of Coordinated Teams 

Team coordination is highly complicated phenomenon that social and cognitive 
science researchers are beginning to better understand in this decade. To address the 
intricacies of team dynamics, Kovacs et al. [14] present results in their paper from an 
ecologically valid laboratory task assessing cognitive, social, perceptual, behavioral, 
and attentional processes. They enlist dual-EEGs to study team dynamics in a virtual 
environment, which the goal of capturing neural dynamics continuously over time. 
Temporal distribution of neural markers during well-characterized and unplanned 
team challenges were used to diagnose team cooperation, using a novel framework 
that captures overt behavioral choices as well as the simultaneous underlying neural 
activity. 

5   Conclusions 

The important neuroscience research and development work which is being carried 
out for and applied to the operational military setting is as diverse and multifaceted as 
the warfighters who will benefit from it. Under the auspices of Augmented Cognition 
and Neuroergonomics, Operational Neuroscience research and tool development 
provides an excellent example of the range of basic and applied scientific research 
that can be inspired through an accurate understanding of the end user (or, beneficiary 
of such research and development). Operational Neuroscience continues to expand as 
a field, which is a credit to the researchers who have exhibited the flexibility 
necessary in their collaborations and development of expertise to encompass a variety 
of techniques and platforms, while maintaining critical ties to the warfighter. 
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Abstract. In this paper, an evaluation of measurements that can be used by a 
personal support agent to measure the quality of human task performance is 
addressed. Such measurements are important in order for a support agent to 
give effective and personalized support during the performance of demanding 
tasks. Hereby, the performance quality measurement is addressed from two 
perspectives, namely the human’s perspective as well as the task perspective. 
The former represents the idea the human has about the current task 
performance, whereas the latter measures the actual task performance compared 
to the goals set for the task at hand. Criteria have been identified to compare the 
various measurements, and an experiment has been conducted for evaluation. 
Based on these evaluation results, the most useful measurements are identified 
to be adopted within personal support agents.  

1   Introduction 

When humans perform demanding tasks, it is known that their performance can 
severely degrade over time when their available resources are being exceeded (see 
e.g. [1]). Such degrading performance is highly undesired, especially in critical 
domains. Within the research field of augmented cognition, one of the goals is to 
develop systems that take such limitations of a human’s capacity to process 
information into account and avoid performance degradation by intervening (e.g. [2]). 
For this purpose, personal assistant agents (e.g. [3], [4]) can be designed where agents 
interact with sensors in the environment to monitor the human’s performance quality 
and contribute support in case it is needed. Hereby, having information on the 
performance quality of the human is of essence in order to give appropriate support. 

The measurement of how well a human is performing is however not trivial. The 
quality can be measured from different perspectives, namely the human’s perspective 
(the judgment of performance the human has) as well as the task perspective 
(depending on the actual task performance). In the field of augmented cognition, both 
are useful. In order to accept the help of a personal assistant, the human needs to have 
the idea that the system “understands” the human, hence the agent needs to contain a 
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model of the human’s experience of performance. Furthermore, discrepancies 
between the human’s idea of performance and the actual task performance can also be 
a basis for an intervention. Of course, the actual task performance is important from 
the perspective of the eventual outcome of the task.  

A variety of measurements that have been proposed in the past as indicators for 
performance quality can potentially be utilized by an agent applied in a system that is 
aware of the human state. Indicators for the human’s performance are for instance 
measured using the NASA-TLX [5], or using physiological measurements such as 
ECG (to measure heart rate). For measurements from the task perspective, agents can 
use workflow oriented approaches to measure how well the workflow has been 
followed (see e.g. [6]). In this paper, the measurements are compared to see how 
suitable they are for usage in a personal assistant agent. Hereby, criteria are identified 
to score the various measurements, and an experiment has been conducted using a 
simulation based training environment to evaluate the measurements for their use in 
agent-based support.  

This paper is organized as follows. First, an overview is given of existing 
performance measurements in Section 2. Thereafter, the criteria for evaluation of 
measurements are identified in Section 3. Section 4 presents the simulation based 
training environment used to conduct the experiments, and an evaluation using the 
data from the experiment is shown in Section 5. Finally, Section 6 is a discussion. 

2   Performance Measurements 

First, the performance measurements from the human’s perspective are described in 
this section, followed by the measurements from the task perspective. 

2.1    Human’s Perspective 

When looking at performance from a human perspective, the focus is on performance 
measurements that can be defined by looking at the human. Such measurements can 
be subjective (e.g. the agent could ask the human to fill in a questionnaire) or 
psychophysical (the agent could communicate with measurement devices that 
measure the heart rate). Also, in previous literature human performance is described 
by looking at the mental effort someone has put in a task. Hockey [7] states that when 
looking at task performance it is important to take the efficiency of behavior into 
account. Instead of only looking at a specific task output, it is important to also look 
at the costs of achieving such an output (i.e. a person’s mental effort).  

A subjective measurement of performance gives information to the agent on how 
the human is observing the performance. In order to perform these measurements, the 
subjective scales NASA-Task Load Index (NASA-TLX, [5]) and Subjective 
Workload Assessment Technique (SWAT, [8]) can be used. Both scales consist of 
subscales where aspects of mental workload are rated by the human performing a 
task. In addition, one of the subscales of the NASA-TLX is a performance measure 
and asks humans to indicate their own performance. The major disadvantage of the 
subjective performance measurement is that the person performing a task needs to be 
interrupted by the agent. This can easily be done in an experimental setting, but is not 
practical in a real world setting. 



580 F. Both et al. 

Physiological measurements provide the personal assistant agent with information 
about bodily responses to task execution. Examples are EEG (brain activity), Eye 
Blink Activity and ECG to measure heart rate (HR). HR is known to increase with 
increasing task demands and decreasing performance ([9]). Concerning Eye Blink 
Activity, research shows that the time between two successive blinks increases when 
visual load increases, but decreases when mental (non-visual) load increases ([10]). 
Both HR and eye blink activity can be very useful as an indicator for task performance 
for the personal assistant agent. A disadvantage of psychophysiology is that the 
measurements required can be intrusive and therefore not very desired to use in real 
world settings (however, less intrusive measurements are also being developed, see e.g. 
[11]). In addition, when considering HR, other factors should be taken into account. 
For instance, HR can be influenced by physical exercise, sleep or coffee as well. This 
should be taken into account by a support agent that uses psychophysical input to 
reason about a human’s state.   

2.2   Task Perspective 

Some of the approaches described in the previous section are difficult to measure, 
especially in applications in the real world. Measurements from a task perspective are 
less intrusive and provide a different type of information about the performance. 
Depending on the precise reason for which the personal assistant wants to use the task 
performance for its support actions, one or more of the approaches described below 
can be used. For example, in a stressful situation it may not be important at all 
whether the correct procedure is followed, only the outcome matters. Three types of 
performance measurements from a task perspective are considered here. Section 5.1 
gives a detailed description on these measurements applied to the case study. 

Effectiveness. The correctness of handling a task based on the set goal, is referred 
to as effectiveness. In this paper, two different perspectives on effectiveness are taken 
into account. The first is an absolute perspective by looking at the outcome regardless 
of the process leading to that outcome. As the absolute correct outcome is not always 
available during task execution, it is difficult for an agent to use this information to 
measure real-time performance. The second perspective is a more realistic perspective 
on effectiveness, called realistic effectiveness. Here, the correctness of a response 
depends on the workflow that is followed (the correctness of the individual steps that 
are taken to achieve the outcome). 

Productivity. Performance can also be viewed by taking into account the 
productivity. Productivity is often seen as the ratio between the output of a task and 
the input of a task [12]; the faster the input of a specific task is processed, the more 
output is generated within a time unit and the higher the productivity. In this paper, 
two different productivity measurements are taken into account: average completion 
time, and percentage of cases handled. These measurements both evaluate the amount 
of data that is processed within the task.  

Efficiency. In addition to productivity and effectiveness, performance from a task-
based perspective can be measured by looking into efficiency. In this paper, efficiency 
is defined as the costs of performing a specific task relative to the minimal amount of 
costs that are necessary to perform the task. Costs are represented by the resources 
spent on a task, for example money or material.  
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3   Performance Measurement Evaluation Criteria 

In order to compare the measurements for task performance to see how suitable they 
are for usage in personal assistant agents, a number of criteria have been identified. 
Hereby, first of all inspiration has been drawn from the work done by [13] in which 
criteria have been identified to evaluate workload assessment techniques. These can 
be reused for evaluating performance measurements to be utilized by an agent and are 
listed below. Note that only the relevant subset of the criteria is taken.  

Sensitivity. The sensitivity refers to the capability of the measurement to detect 
differences in the performance of the human. Some measurements might be relatively 
coarse grained whereas other can measure on a fine granularity. In this case, two 
types of sensitivity are involved, namely the sensitivity for the human’s perception of 
performance as well as the sensitivity for the actual task performance. Both are 
important as argued in the introduction already. As a baseline for actual task 
performance, the precise performance of the human upon the task at hand is used. 
Hereby the performance measurement (absolute effectiveness) is directly linked to the 
goal as provided to the human in the beginning of the task. As a golden standard for 
the human’s perception of performance, the NASA-TLX is used, as this is known to 
be very reliable for measuring subjective performance. In order to precisely measure 
how accurate a measurement m is for the human’s perceived performance and the 
actual task performance, a linear regression method is used namely simple linear 
regression. The parameters of the linear regression model were a curve of the form 

xbby ⋅+= 10ˆ . Hereby, the x-scale denotes the observed value of measurement m, 

whereas the y-scale indicates the value of the golden standard at the same time point 
(in this case the precise performance upon the task at hand). ŷ denotes the predicted y 

value for measurement x, and b0 and b1 are estimated by means of the ordinary least 
square method and are calculated as follows:  
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n

yy
error

n

i
ii∑

=
−

= 1

2)ˆ(
                       (3) 

Intrusiveness. One of the criteria related to the sensing devices themselves is the 
intrusiveness of the sensor to perform measurements. In case the sensors are very 
intrusive, this might lead to the human feeling uncomfortable, as there is a continuous 
awareness of everything being measured. The sensors are scored by taking into 
account how much the human is disturbed during the task itself (e.g. freezing the 
computer screen to allow the assistant agent to pose a question), and how visible the 
sensors are. A five point scale is used to score this criterion, ranging from ‘--‘ for very 
intrusive, to ‘++’ for highly non-intrusive (‘o’ is for neutral).  
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Reliability. When measurements are performed another important criteria is how 
robust the measurements are. Some measurements might only be robust when they are 
performed under laboratory conditions whereas the developed assistant agent might 
be meant for more demanding conditions. There is often a trade-off between the 
intrusiveness of sensors, and their robustness. Measuring heart rate using electrodes is 
more robust compared to measuring it via a watch. However, the latter is less 
intrusive compared to having electrodes attached to your body. Again, a five point 
scale is used, whereby ‘--‘ stands for not reliable and ‘++’ stands for very reliable. 

Implementation requirements. Another criterion includes the requirements of the 
measurement to be performed, and how difficult it is for an assistant agent to interpret 
the sensing data. Some data is very easily understandable (e.g. the heart rate), whereas 
other measurements require the assistant agent to have a more thorough knowledge on 
how to use the information (e.g. an EEG). In this case, the five point scale ranges 
from ‘--’ representing heavy implementation requirements to ‘++’ for hardly any 
requirements.  

Task dependence. In the design of personal assistant agent, the goal is often not 
only to investigate support for a single task, but for multiple tasks to allow for more 
generic support. Therefore, it is important that the agent does not entirely depend on 
measurements that highly depend on the characteristics of the tasks being performed. 
Therefore, the portability of the measurements to other tasks is also included as a 
criterion. Also here, the same five point scale is used, whereby ‘--’ indicates highly 
task dependent whereas ‘++’ stands for task independent. 

Cost. The last factor is cost. Some sensors are relatively cheap, whereas others can 
be quite expensive. Again, the five point scale ‘--‘ to ‘++’ is used for very high costs 
to very low costs respectively. 

4   Experiment 

This section briefly describes the setup of the experiment that has been conducted to 
evaluate the various measurements. First, the task environment is discussed, followed 
by the concrete measurements that were performed. Finally, the setup of the experiment 
is described. 

4.1   Simulation-Based Training Environment 

The main task that was used in this study consists of identifying incoming contacts on 
a computer screen and, based on the outcome of  identification, deciding to eliminate 
the contact (by shooting) or allowing it to land (by not shooting). Contacts appear at a 
random location on the top of the screen and fall down to a random location at the 
bottom. Shooting is performed by means of a stationary weapon placed on the bottom 
of the screen. Before a contact can be identified, it has to be perceived. This is done 
by a mouse click at the contact, which reveals a mathematical equation underneath the 
contact (e.g. 12*3=36). The identification task is to check the correctness of the 
mathematical equation (which is less difficult in less demanding situations). A correct 
equation means that the contact is an ally; an incorrect equation indicates that the 
contact is an enemy. Identification is done by pressing either the left or right arrow for 
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respectively an ally or enemy. When a contact is identified a green (for an ally) or a 
red (for an enemy) circle appears around the contact. The contacts that have been 
identified as an enemy have to be shot before they land. A missile is shot by executing 
a mouse click at a specific location; the missile will move from the weapon to that 
location and explode exactly at the location of the mouse click. When a contact is 
within a radius of 50 pixels of the exploding missile, it is destroyed. The scenario can 
in the future easily be extended with a personal assistant agent that measures progress, 
and takes care of some missiles in cases the human is becoming overloaded. A 
preliminary study addressing a personal assistant agent for this task environment can 
be seen in [14], note that the proposed performance measurements in this paper have 
not been incorporated in the personal assistant agent yet. 

4.2 Performance Measurements for the Task 

As already stated before, the performance from a human perspective was measured 
with use of a subscale of the NASA-TLX (taken as the golden standard). Each 2.5 
minutes participants were asked to rate their performance. In order to conduct the 
sensitivity evaluation described in Section 3, the participants’ ratings were scaled to a 
number between 0 and 100. For physiological measurements, ECG was measured 
throughout the entire experiment to calculate the heart rate. Eye blinks were measured 
using a Tobii x.60 tracker.  

For all performance measurements from the task perspective, a moving average 
with a time window of 86 seconds was calculated. To calculate the absolute 
effectiveness, a contact that was handled correctly (e.g. a friend was landed and an 
enemy was shot) was given an acceptance of 1, a contact that was not handled 
correctly was given an acceptance of 0. In case of the realistic effectiveness 
acceptance depended on the participants’ identification of a contact: an acceptance of 
1 was given when a contact identified as friend landed or a contact identified as ally 
was shot; an acceptance of 0 was given when a contact identified as friend was shot 
and a contact identified as enemy landed. When a contact was missed, realistic 
effectiveness was 0. As stated in Section 2, productivity was separated in two 
measurements. First, the average handle time was calculated from the average 
completion time (time from the time point a contact was instantiated to the time point 
a contact was handled) and the average reactivity time (time from the time point a 
contact was instantiated to the time point a contact was perceived: 

avg_handle_time = avg_completion_time – avg_reactivity_time   (4) 

In addition, the percentage of handled cases was calculated: 
perc_handled_cases = handled_cases / (handled_cases +  expired_cases)  (5) 

 

Finally, the efficiency was calculated by dividing the amount of bullets by the amount 
of handled contacts. 

4.3 Participants and Procedure 

In this study, 2 female participants and 3 male participants with a mean age of 22.8 
took part. All participants already had some experience with the experimental 
environment. 
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The experiment consisted of 4 blocks of 20 minutes of the simulation-based 
training environment. In the first 10 minutes of one block, task demands were low 
(contacts appear every 10 to 20 seconds) and in the second 10 minutes of one block, 
task demands were high (contacts appear every 2.25 to 4.5 seconds). In the first and 
third block, the environment froze after every 2.5 minutes, in the second and fourth 
block no freezes appeared. The purpose of the freezes was to put the experiment on 
hold and ask the participants questions about the participants’ perceived performance 
quality. The following sentence was shown: “Gameplay frozen. After this message, a 
computer version of the NASA-TLX was shown, where participants had to indicate 
their performance and mental effort. In the future this would be a task that performed 
by the personal assistant agent. 

At the start of the experiment, onscreen instructions were given on the task 
environment and freezes. The instructions were followed by a practice block of two 
minutes medium task demands to get familiar with the environment. After practice, 
participants started with the first block. After each block, the participant was given a 
three minute break before continuing with the next block.  

5 Results 

In Table 1 the scores of the various measurements upon the criteria are shown that 
have been identified to measure the suitability of a measurement for the personal 
assistant. For calculation of sensitivity, mean values were obtained for each 
performance measurement and regression analysis was performed. The mean squared 
error (MSE) (as explained in Section 3) was calculated and averaged over 
participants.  The sensitivity is determined by 1-MSE and scores are presented in 
Table 1. For the sensitivity with respect to the human’s perceived performance, 8 data 
points were taken from each measurement, 1 for each NASA-TLX measurement in 
one stage. For the sensitivity with respect to the actual task performance, one data 
point represented an interval of 20 seconds, the first data points of each part were 
taken out as no objective data was present yet.  

The sensitivity values in Table 1 show that absolute effectiveness (golden standard 
for task performance) is highly sensitive to the human’s perceived performance. The 
relationship suggests that humans are good in rating their own task performance. 
Realistic effectiveness is highly sensitive to both task as well as perceived 
performance. In addition, the completion time is also very sensitive to both types of 
performances. This could be due to a speed-accuracy trade off: when a case is handled 
faster, there is more chance of making an error which causes a decrease in 
performance. The sensitivity scores do not reveal much difference between perceived 
and actual task performance, except that the measurement eye blink has a relatively 
high sensitivity for perceived performance compared to task performance. When 
looking into the data it can be seen that human’s perceived performance increases as 
the time between blinks increases. This effect could be indirectly caused by task 
demands: as task demands increase, both performance and time between blinks 
increases.   

The rationale for the score on the evaluation criteria apart from the sensitivity 
criterion is as follows. The NASA-TLX scores negative on intrusiveness as answering 
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Table 1. Performance Measures Evaluation 

Measurement Task. 
Sens 

Human 
Sens. 

Intru-
siveness 

 
Reliability 

Implementation  
requirements 

Task 
Depen- 
dence 

Cost 

NASA-TLX 
 

0.977 1.0 -- ++ ++ ++ ++ 

Heart rate 
 

0.900 0.834 o o ++ ++ ++ 

Eyeblink 
 

0.887 0.916 + -- ++ ++ ++ 

Absolute 
effectiveness 
 

1.0 0.957 ++ ++ o -- o 

Realistic 
effectiveness 
 

0.976 0.915 ++ ++ o -- o 

Efficiency 
 

0.936 0.894 ++ ++ o -- o 

%handled 
cases 
 

0.926 0.811 ++ ++ o -- o 

Completion 
Time 0.959 0.872 ++ ++ o -- o 

 
the NASA-TLX questions means that the personal assistant agent would have to 
interrupt the execution of the current task. The NASA-TLX scores well on reliability, 
implementation requirements, task dependence, and cost [15]. The heart rate 
measurement scores neutral on the intrusiveness as well as on the reliability. This is 
because heart rate can be measured non-intrusive and less reliable (e.g. sensors in 
clothes), or more reliable and more intrusive (e.g. via ECG using electrodes on the 
chest). The measurement scores well on implementation requirements, task 
dependence, and cost. Regarding the eye blinks, the sensor scores well on the 
intrusiveness, implementation requirements, task dependence, and cost. It does 
however score relatively bad on reliability, as other environmental aspects can affect 
the amount of eye blinks (e.g. the amount of sun, tiredness).  

Finally, absolute and realistic effectiveness, efficiency and both productivity 
measurements all score low on task dependence. This is because each time these 
measurements are used in a different task, a new metric needs to be adopted by the 
agent.  Furthermore, they score mediocre on the implementation requirements as well 
as cost, as often the software environment in which the task is performed needs to be 
accessed and possibly extended to allow for a precise measurement to be available for 
usage by the personal assistant agent. The measurements score high on reliability, 
because they are highly task dependent. The custom made measurement, that has to 
be designed for each task, does allow for a reliable representation of performance 
within the specific task.  

6 Discussion 

For a personal assistant agent in dynamic circumstances it is useful to have access to 
different measures of task performance to know the current performance of the 
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human, allowing for such an agent to give dedicated support. This support could for 
instance avoid degradation of performance, which is important in the field of 
augmented cognition. This paper describes several performance measurements that 
were measured in an experimental setting, all aiming at a different aspect of human 
performance. The measurements were scored based on a number of criteria and 
evaluated for their use within a personal assistant agent. The paper shows that 
especially realistic effectiveness can be perfectly used to substitute both subjective 
and objective performance as the sensitivity to both measurements is very high. With 
respect to the psychophysiological measurements, especially eye blink was more 
predictive of subjective performance compared to objective performance. A possible 
explanation is that the rating of subjective performance is based upon the responses of 
the body observed by the human. However, it could also be that both the body and the 
subjective performance respond to the demands of the task. More research has to be 
done on the causal nature of this relationship.  

The relatively high sensitivity score of all measurements shows that they all can be 
used to replace either the very intrusive NASA-TLX or the absolute effectiveness that 
is often not measurable in a real world setting. Depending on the purpose of the 
support system and the task environment, different approaches can be more or less 
useful. The advantages of the task-based approaches are the low intrusiveness and 
high reliability. However, they are very task dependent. In other words, the human 
does not need to be disturbed at all, but for every new task a new measurement needs 
to be adopted by the agent. The NASA-TLX questionnaire is also very sensitive, but 
the very low score for intrusiveness can make it difficult to apply in a real world 
situation such as an operator working in Air Traffic Control. Here, interruption of the 
operator can have disastrous consequences.  

This research shows that there are several different, very useful performance 
measurements possible for an agent to use in the example simulation-based training 
environment. For future research, the idea is to incorporate the most promising 
performance measurements in a personal assistant agent, and see how well this 
support agent is able to support the human. Note that a preliminary study concerning 
this has already been performed (see [14]), however in that setting not all promising 
measurements have been utilized by the personal assistant agent yet. 
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Abstract. The ARTEMIS CAMMI project aims at developing a joint-cognitive 
system to optimise human operator’s performance under demanding labour 
conditions. The CAMMI domain applications concern avionics, automotive, 
and civil emergencies. In this paper we address the development of a joint-
cognitive system for firefighter commanders to optimise situational and team 
awareness by reducing the workload through mitigation strategies and an 
adaptive HMI. A general framework and a research methodology are presented 
to explore the possibilities of applying the CAMMI building blocks in the 
development of systems to support the handling of firefighter emergencies. 

Keywords: HMI, Situational Awareness, Team Awareness, Mental Load, 
Mitigation Strategies. 

1   Introduction 

Firefighter commanders in the control-loop of a complex system are typically exposed 
to high task demands and under continuous time pressure, which usually leads to 
decreased situational and team awareness (Bass, Zenyuh, Small & Fortin, 1996), and 
consequently in performance decrement and safety risks in the overall mission. The 
CAMMI1 (Cognitive Adaptive Man Machine Interface) project, is anchored in the 
concept of a closed-loop architecture where the Human Machine Interface (HMI) 
supports adaptive mitigation strategies based on the measured workload of the 
operator. Thus, a workload exceeding the operator’s capability will lead to off-loading 
of non-critical, time-consuming tasks through optimised automation strategies. 
CAMMI addresses various domains, namely flight-management systems for aircraft, 
ground control stations for UAVs, automotive domain and the crisis management 
domain. This paper addresses automation strategies allowing the firefighter 
commander to focus on his critical tasks (Conway & Hockey, 2007). In the domain of 
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civil emergency management it is expected that workload measurement and optimised 
mitigation strategies can improve the level of situational and team awareness and 
thereby increase operational performances and safety (Endsley, 2000; Perry, Wiggins, 
Childs & Fogarty, 2009).  

Due to the nature of their tasks and responsibilities, firefighter commanders 
typically experience high cognitive load. The commander is responsible for the 
processing of a vast amount of incoming data to maintain situational awareness and to 
coordinate his teams (team awareness). Yet, little systematic research has been 
conducted on mental load assessment of firefighter commanders. There are some 
indications of mental overload in a recent study (Roja, Kalkis, Kalkis & Pencis, 2009). 
Offloading secondary tasks might be very beneficial for a commander to accomplish 
his primary tasks (Conway & Hockey (2007). Assuming that advanced technology will 
be used to support team commanders (Kontogiannis & Kossiavelou, 1999), we propose 
a design framework and a research methodology on how a firefighter commander can 
be assisted through use of technology, including mental load reduction strategies. 

2   Work Domain  

The command structure for firefighters consists of a fire truck with a team of 4 to 6 
fire men and a driver under the command of one team captain. When two or more 
trucks are cooperating, a commander is added, who commands the team captains. It is 
of vital importance for the commander to obtain an accurate and consistent picture of 
the situation to prevent further escalation, minimise the number of casualties, and 
restrict the damage.  

The incident management typically consists of a disorganised phase and a 
relatively controlled phase. The stages in the disorganized phase can be separated into 
a) the approach, b) the arrival on-scene, and c) the partitioning of the area. The 
approach is expected to involve relative high cognitive work load. The main task of 
the firefighter commander in the approach stage is to build up and maintain situational 
awareness (SA). From research it is known that an experienced firefighter engages in 
anticipatory thinking to build situation awareness by means of pattern matching, 
trajectory tracking, and convergence (Klein et al., 2007; McClellan et al., 2009). To 
maintain SA it is important for a commander to continually find, update and interpret 
and share the pieces of information he needs at any given time (Endsley, 2000; Kaber 
& Endsley, 1998; Weisband, 2002). As in emergency situations information is 
typically scattered and sometimes contradictory and contact with the teams oftentimes 
troublesome, it is presently cognitively demanding for a commander to maintain SA.  

In the ‘arrival-on-scene’ and ‘partitioning of area’, SA consists of sending 
firefighters into the building to gather as much information as possible, e.g. estimation 
of people inside, the scope of the fire, and exit options (Fig. 1). Note that the 
commander does not enter the building. Here workload is high for the commander: 
the teams continually communicate information from inside the building and its 
perimeter to the commander. In parallel, for Team Awareness (TA) it is vital to 
monitor the time firemen have been inside the building, possible signs of heat 
exertion, and their exact location. Presently the commander is forced to make a 
mental and paper map. Mental load is expected to be very high under these conditions 
and needs to be assessed in a systematic way (Section 4).  
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Fig. 1. Impression of the situation, with in the middle picture the commander in communication 
with his teams through a portophone. Updates are marked with pen and paper. 

We propose that our support system should, through optimised mitigation strategies, 
assist the commander in building and maintaining SA and TA. According to the 2008 
National (US) Fire Fighter Near-Miss Annual Report “loss of situational awareness is a 
significant factor in firefighter near-miss events: unintentional unsafe occurrences that 
could have resulted in an injury, a fatality, or property damage.” This observation that 
SA and TA are key, holds also for (near miss) incidents in The Netherlands2. An 
integrated, intelligent system that can seamlessly acquire, fuse, reason about, distribute, 
and protect information to provide enhanced decision support and situational 
understanding as well as foster effective collaboration will have a great advantage 
compared to traditional methods. 

3   CAMMI Architecture 

The CAMMI architectural approach is represented by an augmented HMI design: the 
traditional HMI model is enriched with an additional (active) component performing 
continuous monitoring of the operator’s workload levels which serve as a basis for the 
decision of triggering automation/adaptation (mitigation) strategies in those cases 
where the assessed workload levels seem critical or potentially dangerous to the 
overall safety and performance of the mission. The main blocks of this architectural 
design are depicted in Fig. 2, and are summarized briefly. For the current paper we 
will mainly focus on the mental load control loop (Fig. 3). 

3.1   Cognitive Monitor Subsystem 

The Cognitive Monitor combines psychophysiological measures, thereby taking into 
account task activity, time pressure and potential environmental stressors to determine 
the Firefighter Commander’s mental load in real-time. The concept of workload needs  
 

                                                           
2 Public governmental reports analysing major incidents in the Netherlands are written in the 

Dutch language, and are available upon request. 
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to be explored in more detail in the domain of firefighting management to determine 
how a mental load index can be calculated. The difficulty with the concept of 
workload is that it is multidimensional and can only be measured indirectly, through 
measurement of physiological, psychological, and/or behavioral processes (Cain, 
2007). For the firefighter commander, in the current project workload is 
operationalised as a physiological index and embedded in a mental load loop (Fig. 3). 
From recent research it has also been shown that physiology measurement could be 
used for task adaptation (Boucsein et al., 2007; Mulder et al. 2008).  

 

Fig. 2. High level view of CAMMI framework 

 

Physiology

Mental load 
status

 
Raw 
sensor 
data 

Processed 
data

Informative & 
automation actions  

 

Fig. 3. The mental load feedback loop. The dashed box indicates the components within the 
cognitive monitor, which sends a mental load status to the mitigation server. The mitigation 
server decides to send a message to the HMI, based on mental load and context parameters.  
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Mental load is known to be influenced mainly by the type of tasks, time pressure, 
and human cognitive capabilities. A number of task characteristics determine the level 
of experienced mental load. Neerincx et al. (2004, 2009) developed a model for 
cognitive task load in complex environments. Time pressure is evidently a major 
contributor to the experience of mental load (Bass, Zenyuh, Small & Fortin, 1996).  

Several anticipatory, task-related and general/non-specific psychophysiological 
responses are to be expected from operations in the field, ranging from acute 
elevations in physiological arousal to chronic changes in physiological patterns. For 
the operational assessment the primary elements will be physiological arousal and 
emotional changes as a function of stress and time. When the tasks are too demanding 
(mental overload), peaks are to be expected in several physiological indicators 
(Al’Absi et al., 1997; Kelsey et al., 2004, Varkevisser & Keyson, 2007). If this 
prolongs over a longer period of times, energy will be depleted, resulting in fatigue or 
exhaustion and serious performance decrement (Neri et al., 1997).  

The Cognitive Monitor generates a mental load index varying between three levels: 
baseline Workload (WL 0), medium Workload (WL 1) and high Workload (WL 2). 
These values will heavily depend on the above-mentioned influences of tasks, time, 
and cognitive capabilities at any given time and should be carefully considered in an 
experimental setup (Section 4). The participants will thus be measured under different 
conditions, ranging from routine tasks to working-memory to multiple parallel tasks 
embedded in operational scenarios in a simulated environment. This approach will 
provide a means to understand the dynamics of workload and its influence on SA  
and TA. 

3.2   Workload Mitigation Subsystem  

The level of automation in a joint human-automation system can vary from 
completely manual, where the entire task is performed by the operator, to fully 
automatic, where the system does everything autonomously (Sheridan and Verplank, 
1978). Adaptive automation can either provide adaptive aiding, which makes a certain 
component of a task simpler, or can provide adaptive task allocation, which shifts an 
entire task from a larger multitask context to automation (Parasuraman, Mouloua, & 
Hilburn, 1999). Adaptive mitigation strategies can include task management, 
optimising information presentation via modality management, task sharing, and task 
loading. For example, an air traffic controller might be presented with decision aids 
for conflict detection and resolution by the automated system when it detects a rapid 
increase in traffic density or complexity (Hilburn, Jorna, Byrne & Parasuraman, 
1997). Ultimately, the goals of adaptive automation are similar to those of automation 
in general, such as avoiding operator out of the loop conflicts or mistrust in the 
automation.  

The Mitigation Manager has two broad areas of adaptation: at the level of the HMI 
component and at the level of the Automation component. Based on the workload 
index, the Mitigation Manager decides what action of the HMI or Automation 
component is necessary in order to optimize the joint human-automation, whilst 
taking into account the information from the Context Monitor. This information is 
important as in certain contexts high cognitive workload is appropriate and no 
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mitigation needs to be triggered, while in other contexts high cognitive workload 
would indicate a need to mitigate. So the Mitigation Manager is in fact ‘aware’ of the 
possible entry points for automation and HMI adaptation. Triggered by the Mitigation 
Manager, the Automation component ensures that tasks that are being performed by 
the commander are taken over entirely or partially (e.g. simplify tasks).  

Based on observations and interviews with firefighter commanders it turned out 
that (sub-)tasks related to TA, being the commander’s primary responsibility, are 
most eligible for mitigation. TA includes: 3D location of the actors (movement), 
monitoring of (body) temperature, monitoring of vital signs of firemen (heart rate, air 
tank level, breathing air consumption rate, and other vital signs information. In the 
CAMMI-project, we focus on mitigation strategies for `alarming situations’, defined 
as: personnel entering a forbidden area, an extreme temperature, or a dangerous gas. 

3.3   HMI 

The Human-Machine Interface (HMI) is the primary way the commander will interact 
with the systems, including the platform and the automation components. In the 
current project, the commander will use a command and control (C2) application that 
shows a map with the locations of the firemen, their vital signs, their problems and 
possible solutions. The C2 application’s HMI supports voice command interactions 
for both the commander and the firemen, and allows the commander to send routes, 
places and information to the crew. We have developed a tool named Cerberus to 
build and maintain SA and TA (Fig. 4).  

 

Fig. 4. Cerberus screen appearance. The application displays the relevant parameters of each 
firemen, such as location (represented by helmets), reported incidents, fire development, and 
risk of collapse.  

3.4   Remaining Components 

The joint cognitive system operates in an operational context (represented by the 
globe in Fig.1). Events and states of the operational context may impact the operation 
of the information platform or affect the mission, e.g. weather condition, smoke 
development, presence of people, size of the site. Firefighters provide the commander 
with the relevant information to maintain TA (firefighter silhouettes in Fig.1). The 
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Platform consists of the physical systems controlled or operated by the human, 
including sensors in which it can detect aspects of the outside world, actuators to 
control its movement or affect the state of the outside world, and communication 
systems with which to transmit information. 

4   Research Methodology 

4.1   Development of the Cognitive Monitor 

In a first series of experiments, the focus will be on the measurement and 
interpretation of physiological indices of mental load (Collet et al., 2009) and in what 
way mental load potentially mediates SA and TA. Among the most commonly used 
parameters are heart rate, heart rate variability, skin conductance, respiration, and 
muscle tension. The match between an individual’s baseline state and his operational 
state is known to give an accurate assessment of the level of psychophysiological 
reactivity towards different stressors (Varkevisser & Keyson, 2007). Also important is 
the individual’s adaptability, i.e. the ease with which he or she is able to move 
between state levels without experiencing mental overload or strain (Wilson et al., 
2003).  

As a proof of concept, our main aim is to perform tests in a simulated emergency 
environment (on a computer) to systematically explore mental load issues involved in 
emergency management by firefighter commanders. For the acquisition of the signals 
the Nexus-10 polygraph will be used (Fig. 3). It converts the raw analogue values 
from the sensors to processed digital data, such as heart rate average, which are fed 
into the monitoring platform (Fig. 3). Algorithms need to be developed to combine 
the physiological parameters in order to generate a mental load index. We will 
possibly build on earlier algorithms as proposed by Healey & Picard (2005) and 
Ohsuga et al. (2001). The mental load state algorithms should be able to reliably 
discriminate between the three different levels (Section 3) of load on a moment to 
moment basis.  

Through an iterative experimental process a specific subset of sensor data will be 
chosen that correlate with high cognitive load. It is important to stress that currently 
no existing fully working models exist in the firefighting domain that directly 
translate physiological signals into indices for workload. The challenge lies in finding 
the right combinations of physiological signals in relation to domain-specific user 
activity data. Moreover, based on the work domain analysis we have to develop a 
technique where the accuracy is high and the learning time of the system is low. The 
power of physiological signals can be increased by incorporating/adding subjective 
assessment, yet these are typically more intrusive. 

In the first series of experiments, participants will be evaluated in a simulated 
environment in which different levels of stress will be induced. In the simulation a 
participant (representing a commander) has to complete a certain assignment by 
managing a number of virtual people (representing firefighters) through a maze 
(representing an abstract building). The ‘commander’ will manage the ‘firefighters’ 
by means of a digital assistant. For this purpose he has to carry out abstract tasks 
which guide the virtual firefighters through a ‘maze-like’ world, who –through 
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scripting– report on certain events they encounter The ‘commander’ has to respond to 
those events, e.g. by placing objects on a digital map, by re-routing the characters, etc. 
The tasks will be scaled-up in difficulty during the scenario, to ensure an increase of 
mental load. This will be validated by means of subjective mental effort and 
performance measures linked to mental load, such as response latencies, objects 
missed, and strategies used. The main goal is to extract the common characteristics 
from all the studied physiological values to produce a global rule that will be adapted 
to fit in a fuzzy logic controller within the Cognitive Monitor. At this time we are 
defining the test procedure to gather the data and extract a global rule for one 
environment. The participants will use a simplified version of the Cerberus HMI 
developed at Thales Nederland B.V., located in Huizen, The Netherlands (Section 3). 

In a pilot experiment we have already explored the development of a look-up table 
based on the physiological dataset (4 parameters: temperature, skin conductance, 
respiratory rate and heart rate variation) of an experimental participant, in order to 
qualify each of the individual physiological curves as a three state value: increase, 
decrease and constant. A lookup table provides values matched to a referenced table 
and is used at run time. Since retrieving a value from memory is often faster than 
undergoing an 'expensive' computation, the use of a look-up table saves processing 
time and space in terms of transformations. Although, a general look-up table would 
be difficult to develop this solution is robust and easy to configure. An approach using 
neural network based classification algorithms may be more viable.  

4.2   Development of the Mitigation Manager 

The mitigation strategies for alarming situations (defined as: personnel entering 
forbidden area, an extreme temperature, or a dangerous gas), as proposed in Section 3 
will be implemented in a simulator and evaluated together with domain experts to 
determine whether these strategies are valuable in assisting the commander in 
building and maintaining SA and TA. The same test-bed as for the development of the 
Cognitive Monitor may be used, but now with a mental load index and a system 
mitigator (pro)actively supporting the operator. Finally, in an iterative research cycle, 
the design of the Cerberus HMI will be optimised through assessment of SA and TA 
parameters.  
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Abstract. This paper presents an infrastructure that integrates intelligent agents 
in order to monitor, in real time, the attention of aviation pilots during 
training/operative flight missions. The primary goal of this infrastructure is to 
make the decision process easier and increase Situation Awareness, thus to 
increase flight safety pro-actively. The proposed hardware/software platform 
could be able to anticipate the onset of problems which can lead to incidents, 
and to make easier the decision making process toward a positive solution of 
the problem. To attain the goal, a multi-agent system is designed using the most 
recent technology in the field of artificial vision and of the measurement of 
psychophysical parameters, starting from the most recent knowledge of visual 
attention to arrive at the development of an original and innovative model of 
Augmented Reality. Finally it is provided a case study based on an event 
actually occurred to prove effectiveness of the proposed platform. 

Keywords: Situation Awareness, Intelligent Agents, Augmented Reality. 

1   Introduction 

With the doubling of air traffic predicted for 2020 ([1]) the total number of incidents 
will rise even though the ratio of incidents/flight hours will stay low, and this will 
impact on the passengers’ perception of the safety of air transport, as they take more 
notice of the number of incidents than their ratio. Since it has been widely documented 
that at least the 70% of commercial aviation incidents, in the last 15 years, are 
connected with human errors [2,3],. This is linked with the increasing difficulties to 
interact with ever more complex planes, as was found by the different studies [4] and 
[5], that highlight how on the one hand there has been an enormous increase in 
avionics and on-board systems which, taken one by one, should increase safety (FMS, 
Narrow spacing for VHF frequency, TCAS); on the other hand, budget requirements, 
the need to retrofit numerous old-generation aircraft (forced to suffer invasive 
technological upgrading to be able to use airspaces efficiently and economically), have 
produced the installation on board of low cost apparatuses and with often in-existent 
considerations of the ergonomics of the interface used, leading to an overall increase in 
the workload and a compromise of the global situation awareness. 

Therefore the complexity of modern flight deck of commercial and / or military 
aircraft puts the pilot on the sidelines of a huge flow of information that helps to 
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create a safe and efficient flight profile. The various aircraft systems, however, offer 
only a limited set of data for pilot analysis, e.g. only the information that are deemed 
useful to maintain the pilot within the attention loop needed to exercise appropriate 
control over the system and to take the right actions to maintain the level of safety and 
efficiency expected. This leads both the marginalization of the situation awareness of 
the pilot, that in routine operations has to perform simple and repetitive actions 
through the instrumentation and to monitor the environment; on the other hand 
relevant data are processed by the aircraft systems only in order to do not interfere 
with the perception of the pilot and to avoid overloading of the cognitive process of 
the subject. In case of detection of an anomaly in the profile of flight the pilot must: 
(i) Take all the information; (ii) Elaborate them all, focusing the problem; (iii) 
Develop one or more coping strategies; (iv) implementing a decision of containment 
of the event. Usually the time available to the pilot for problem solving is short, in 
which he must seize as much information as possible and process them all starting 
from the already established patterns, using its system expertise, in order to arrive at 
an answer to the original problem. In the case of high workload, however, the 
capacity to collect and analyze information and matching the current case with past 
experience is severely penalized and often the decision making process arises as a 
result of an inadequate analysis of information and a substantial revival of behaviors 
already encoded is applied, and it is not adapted to the new situation. The 
heterogeneous composition of aircraft and avionics makes even more critical the 
decision making process and even more important to capture the largest possible 
number of appropriate information for a correct interpretation of the actual situation. 

To help the pilot we propose an integrated infrastructure, based on intelligent 
agents, to monitor in real time the attention given by aviation pilots during flight 
operations, to facilitate decision-making and to enhance situation awareness (i.e. 
awareness of the events in surrounding environment). The infrastructure is based on 
pilot's eye and gaze tracking, as well as on the monitoring of attention arousal in flight 
deck, using real-time hardware systems that process signals from opto-electric and 
psychophysiological sensors. The output from the tracking system will be send as 
input to a comparison agent that determines the level of attention and its allocation in 
the cockpit. If the infrastructure detects a form of inattention it shall issue a warning 
signal with the aim to restore the level and / or the appropriate allocation of attention, 
according to the criticality detected. 

The proposed infrastructure works comparing the behaviors shown by the pilot 
himself in similar situations to the behaviors measured in real time during the flight. 
To this end the infrastructure include a virtual cockpit system, that records in real-
time both the telemetry data of on-board avionics system and the behavior of the 
subject, and compares them all with previous records in telemetry and behaviors 
databases. If computing these elements it is identified an inappropriate attention 
process, either for quantitative or for allocation, the infrastructure will produce a 
warning signal that will stimulate the situation awareness and, providing useful 
information to the analysis of the problem, the process of decision-making. 

From a methodological point of view, we will propose the development of new 
closed loop technologies by means of the computerization of the environment in 
which pilots find themselves operating, so that the system can identify attention 
lapses, analyze potentially dangerous situations and produce alert signals which allow 
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correct decision making and/or full situation awareness. In this sense the proposed 
multi-agent infrastructure will be integrated with the on-board instruments. The 
infrastructure is composed of optoelectronic sensors, which produce useful 
information about the physical environment in which pilots operate. In addition the 
proposed system will allow us, for the first time, to model the attention process based 
on real individual vision. The computerized psycho-physiological study will thus 
allow us to integrate into a group behavior model the specific, individual, results of 
the subject, and definitively, to have both a complete panorama of the information 
present in the operative context, and feedback based on the correlation of actual data 
and perceived data and/or those taken into consideration, as well as a comparative 
analysis between the current parameters and previous ones (sampled in other 
experiences), with the relative decision results. The computerization of behaviors 
measured thus will allow us to set up a database aiming at reducing the work load 
brought by knowledge based happenings relative to routine and/or non-routine 
situations through the development of an appropriate alert protocol which informs the 
pilot of a difference between an effective operating situation and the perceived one.  

But what will place this study strategically at the edges of current technology will 
be the integration of the outcomes with the concept of Augmented Cognition. The 
Augmented Cognition program, developed by the Defense Advance Research 
Projects Agency (DARPA) [7], has as its core elements the focus on the real time 
measurement of the subject’s cognitive state, measured by modern 
neuroscientific/psycho-physiological instruments, and the concept of “closed loop”, in 
which the cognitive state of the operator is identified in real time and produces an 
appropriate adaptation of the system around him [8,9]. The current state of the art sees 
augmented cognition still to be implemented in the field of the measurement of visual 
parameters which, in the aeronautical field, are rendered even more complex by the 
dynamism of the environment. The most recent studies have underlined this gap, 
highlighting the inadequacies of psycho-physiological (visual) parameters which did 
little to help the measurement of inattention [10]. 

The rest of the paper is organized as follows: Section 2 shows the model of the 
proposed infrastructure; in Section 3 we will study the effectiveness of our system 
model using a real world event actually occurred. Finally Section 4 reports our 
conclusion and future works. 

2   SAMI: A Multi-agent Infrastructure for Situation Awareness 
Monitoring 

It has been demonstrated in various fields that productivity can be greatly enhanced 
through the use of automation technologies. In order to be fully accepted in aviation, 
automation not only needs to increase productivity but do so cooperatively with the 
pilot. That is, the pilot must know what the automation is currently doing and what it 
will do in the future. Rather than replacing what the pilot currently does, we aim to 
augment his capabilities with signals that back up his internal knowledge and enhance 
his SA. The main aims of our infrastructure is to increase flight safety pro-actively 
through early detection of problems that can lead to incidents, and to make easier the 
decision making process which will lead to a positive solution of the problem. To 
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attain the goal, in this section we will introduce a multi-agent system, which exploits 
the most recent technology in the field of artificial vision and of the measurement of 
psychophysical parameters, starting from the most recent knowledge of visual 
attention to arrive at the development of an original and innovative model of 
Augmented Reality.  

The Agent-based Model of SAMI. In our model the information flows in a feed-
forward fashion, from flight deck, where two interface modules collect and select 
relevant data, toward the reasoning module of SAMI that is in charge to take decision 
if the attention is adequate or not and, if not, to send a signal to pilot. Therefore, the 
output of SAMI is to alert the pilot either if he loses quantitative attention during the 
routine of the flight or if he lacks of qualitative attention in non-routine operations. In 
other words SAMI will send a warning signal to restore the attention level when the 
pilot shows a low level of attention during routine or will send an alert signal to focus 
the pilot's attention to a rising problem. 

As the attention level during the flight operations has a gradual degradation, and, 
meanwhile, the attention focus can be more or less near to the points which need 
constant supervision, the adequacy of the attention must be computed as a fuzzy value 
[11]. For this reason they are modeled using fuzzy logic, that is able to deal with 
reasoning that is robust and approximate rather than brittle and exact [12]. Therefore 
fuzzy logic variables may have a truth value that ranges in degree between 0 and 1. 
Furthermore, when linguistic variables are used, these degrees may be managed by 
specific functions. 

As shown in Figure 1 three main components form the system, they are listed with 
a brief description of their functions in the following. 

 
HMI: Human Machine Interaction Recorder. This component records all the 
interactions of pilot with the cockpit. It uses the available technologies to track 
psychometric, neural-physio-logical parameters, e.g. eye and gaze movements, 
heartbeat, blood pressure, skin conductance, EEG.  

 
CAV: Cockpit Artificial Vision. This component simulates a reference pilot that is 
able to acquire and to process all the information from the aircraft. In fact, it derives 
telemetry data from all on-board control systems, like for example the Flight 
Management Guidance System (FMGS) and the Enhanced Ground Proximity 
Warning System (EGPWS). Collected data is computed and aggregated in real-time, 
then relevant parameters are sent to SAMS for processing. 

 
SAMS: Situation Awareness Monitoring System. This component is the core of the 
infrastructure. It is modeled as a fuzzy inference system, which is the process of 
formulating the mapping from a given input to an output using fuzzy logic. SAMS is 
divided into two elements: the Pilot Attention Monitor (PAM) and the Situation 
Awareness Monitor (SAM). PAM has three modules: the Attention Level Evaluator 
(ALE), the Attention Focus Evaluator (AFE) and the System Database (SD). In a 
preliminary phase PAM identifies the current pilot and does an initial assessment of 
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the attention level. Next, during flight operations, all three modules receive raw input 
information from HMI and CAV. ALE and AFE evaluate two indexes that indicate 
respectively the pilot's (quantitative) attention level and the pilot's (qualitative) 
attention focus. The SD stores the input data from flight deck and the two indexes 
evaluated by ALE and AFE, meanwhile SD compare new inputs with the reference 
data and select the fuzzy rule and data bases according to the current pilot and flight 
situation. Personalized fuzzy rule and databases are sent, along with ALE and AFE 
indexes, to the SAM. PAM uses the information in SD to personalize the computation 
to the specific individual that is recognized by the preliminary identification as the 
current pilot. Feedback information received from SAM is used to update the 
personalized fuzzy rule and data bases. Data for individual information database can 
be collected during simulated training. 
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Fig. 1. Model for an Agent-based Situation Awareness Monitoring Infrastructure 

SAM main module is the Reasoning Module (RM) that computes the fuzzy 
inference system to evaluate if the attention of the current pilot is adequate for current 
flight situation. The three input variables of the fuzzy inference system of SAM are 
the artificial indexes that PAM evaluates from raw data collected by HMI and CAV. 
If the answers are positive SAM send a feedback to the SD to update the information 
about the current pilot. If the answer is negative SAM activates the Alert Unit, which 
will send a signal to the pilot. Signals could be of three main categories: "wake up" 
signals, that are sent in case of loss of quantitative attention (i.e. SAMS output is low 
attention) with the aim to restore the correct level; “warning” signals, that are sent in 
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order to catch pilot's attention in case of critical situations, when the pilot attention 
focus is in a wrong position (i.e. SAMS output is “wrong-focus”); "alarm" signals, 
that, in case of “not adequate” attention and “dangerous” situations, intervene with 
on-board instrumentation to cut off the unnecessary information and thus increase 
situational awareness. At the end of its computation SAM send feedback information 
to PAM to update the SD with the new data for system customization. 

 
Realization Remarks. For all devices present in an aircraft the main rule to follow is 
“do not interfere with the other on-board systems”. After this the proposed 
infrastructure can be classified as a "add-on", in other words it is not critical for the 
correct function of the other on-board systems and if it has problems it can be simply 
switched-off without any loss in the standard safety of the aircraft. However it is 
better to include in its design a self-check system able to automatically switch off the 
SAMS infrastructure in case of malfunctioning. Moreover it is safer to avoid false 
signals from it, for this reason even if a single module of the system is not functioning 
the whole system must be shut down. It is preferable that the pilot wears sensors that 
should not hinder the movement. For commercial pilots, in order to increase eye and 
gaze tracking performance without using invasive sensors, a camera can be integrated 
in glasses that the pilot should wear during the flight. This is not needed for military 
pilots that wear a full helmet in which it is yet possible to integrate a lot of devices, 
including a camera. 

3   Case Study 

In this section we will demonstrate the effectiveness of our system model using case 
study, based on an event actually occurred. The case under consideration is a 
Controlled Flight Into Terrain identified as CFIT. This category of accidents is one 
that aims to reduce the SAMI system. Implement the CFIT category represents 
worldwide the second leading cause of serious accidents on commercial aviation 
aircraft, behind the loss of control of the aircraft caused by damage to facilities or 
systems. 

In this section we will report the actual development of the incident step by step 
and, in parallel, we will describe how the events could have been carried out if our 
SAMI model was operational. 

The Incident with and without SAMI. On 11 March 2005, an Airbus A321-200 
operated by British Mediterranean Airways, executed two unstable approaches below 
applicable minima in a dust storm to land in Khartoum Airport, Sudan. The crew were 
attempting a third approach when they received information from ATC that visibility 
was below the minimum required for the approach and they decided to divert to Port 
Sudan where the A320 landed without further incident. 

In the following the record of the incident is divided into 5 steps, for each one we 
highlight the expected actions of SAMI and how they would be useful to improve 
situation awareness and thus flight safety. 
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Step Official Report of the serious incident SAMI actions 

1 Runway 36 was in use but the ILS on this 
runway was out of service. The commander 
assessed the weather conditions passed to 
him by ATC and believed that he was 
permitted, under his company's operations 
policy, to carry out a Managed Non-
Precision Approach (MNPA) to Runway 36. 
This type of approach requires the autopilot 
to follow an approach path defined by 
parameters stored in the aircraft's 
commercially supplied Flight Management 
and Guidance System (FMGC) navigation 
database 

At this step there is no criticality on this 
scenario, the proposed SAMI model 
would not found anything unusual, but 
thanks to the CAV module it would 
record a non-precision approach on 
FMGC, loading the corresponding 
baseline parameters for this procedure 
from the system database as benchmark. 

2 On the pilot's approach chart, which was 
also commercially supplied but from a 
different supplier, the final descent point 
was depicted at 5 nm from the threshold of 
Runway 36 whereas the FMGC's 
navigational database had been correctly 
updated with a recent change to this 
position published by the Sudanese CAA 
which placed it at 4.4 nm from the 
threshold. The discrepancy amounted to a 
difference in descent point of 0.6 nm from 
the Khartoum VOR/DME beacon, the 
primary navigation aid for the non-precision 
approach. 
The pilots commenced the approach with the 
autopilot engaged in managed modes (i.e. 
the approach profile being determined by 
the FMGC instead of pilot selections). The 
aircraft began its final descent 0.6 nm later 
than the pilots were expecting. Believing the 
aircraft was high on the approach, the 
handling pilot changed the autopilot mode 
in order to select an increased rate of 
descent. 

Also at this stage our SAMI model 
records but does not intervene. It 
monitors the trajectory of the aircraft 
(altitude and position readings from 
FMGC) and the increase in the descent 
rate, meanwhile the attention level is 
monitored and compared with the 
benchmark. 
Outputs of SAMI at this step represent a 
situation compatible with standard 
safety operations : a strategic 
management of FMGS and in addition a 
subsequent tactical change by the use of 
selected vertical speed to handle the 
vertical trajectory. Furthermore, the 
sequence of actions recorded in the 
activation of pilot vision and 
psychophysical parameters when there 
is a change between strategic and 
tactical management are still part of the 
routine of the flight. 

3 The approach became unstable and the 
aircraft descended through 1,000 ft agl at 
an abnormally high rate. 

Now CAV detects the abnormal descent 
rate in relation to the position of the 
aircraft. According to our model CAV 
output shifts operative situation from 
normal to critical and AFE moves 
attention focus towards far, due to the 
analysis of the pilot being off the target 
parameter (high descent rate below 1000 
ft agl). SAMI output is now wrong-focus 
and a warning signal is triggered in 
order to lead the pilot attention toward 
the target parameter (descent rate) 
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4 The aircraft then passed through its 
Minimum Descent Altitude (equivalent to a 
height of 390 ft agl) with neither pilot 
having established the required visual 
references for landing. Instead each pilot 
believed, mistakenly, that the other pilot was 
in visual contact with the runway approach 
lights. 

At this step, SAMI output turns to low-
attention, therefore monitoring pilot 
attention level, ALE detects the 
difference between the problem reported 
by the CAV and the current pilot vision. 
In this case activates a second signal, an 
alert to instruct pilots to stop the descent 
and follow the missed approach path. 

5 When the confusion between the two pilots 
became apparent, the aircraft had 
descended to approximately 180 ft agl and 
the handling pilot commenced a go-around. 
Between 3.4 and 5.1 seconds later, with the 
aircraft at a radio altitude of approximately 
125 ft agl, in a position approximately 1.5 
nm short of the runway, the Enhanced 
Ground Proximity Warning System 
(EGPWS) "TERRAIN AHEAD, PULL UP" 
audio warning was triggered. The correct 
emergency pull-up procedure was not 
followed in full, partly because the handling 
pilot had already initiated a go-around. The 
minimum recorded terrain clearance 
achieved during the recovery maneuver was 
121 ft. One further non-precision approach 
to Runway 36 was attempted using selected 
autopilot modes 

SAMI detects a dangerous situation, 
because the confusion between the pilots 
is evaluated by PAM as low-attention 
and far focus. But the two warning 
signals from our SAMI model provided 
an important advance in time and avoid 
confusion between the two pilots. For 
this reason this step simply would not 
happen if a SAMI was present in the 
aircraft. 

What made possible to interrupt the chain of events during the case is clearly the 
decision of the crew to stop the descent at 180ft (about 60 meters from the ground). In 
this case the only support system was identifiable in the EGPWS, which generates an 
alert at 125ft, with the AM aircraft located about 2km from the runway. The airplane 
was down about 55ft in roughly 4.5 seconds, and then considering the projection of a 
similar rate the aircraft would have been found to impact with the ground after about 
13.5 seconds from the time when the alert signal is activated from EGPWS. Consider 
also that the go-around maneuver resulted in an initial decrease of altitude of 60ft and 
was started at 180 ft, if it was initiated activation signal EGPWS you can assume a 
minimum of 65ft and thus a time latency of the decision more than 4 seconds could 
lead to the impact with the ground even in the presence of a signal EGPWS correct 
and appropriate avoidance maneuver. 

In this case the intervention of the SAMI instead would rise an alert prior to the 
signal from EGPWS and in strict adherence with the company's Standard Operating 
Procedures, thus providing also the correct, safe, execution of the missed approach 
procedure (go-around). SAMI provides an important advance in time (even if only a 
few seconds) but also acts as a disruptive element in chain of events, providing an 
important structural support to the process of situation awareness and decision-
making. Furthermore we want to underline a second safety improvement related to  
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SAMI: the ability to discriminate the operational environment in which the aircraft is 
operating, and to relate it with the pilot's S.A. this can be evaluated in step 3, where 
the system shifts from normal to critical operational situation; the comparison 
between the situation detected and the current pilot focus or level of attention could 
lead to an alert well ahead the reaching of MDA, thus reducing in a significant 
manner the stress and the workload caused by the interruption of the descent path and 
of the subsequent missed approach procedure. 

4   Conclusion 

In this paper we presented the model of an infrastructure which integrates intelligent 
agents in order to monitor in real time the attention paid by aviation pilots during 
training/operative flight missions, to make the decision process easier and increase 
Situation Awareness (SA). To achieve this goal in our work we proceeded, from the 
methodological point of view, reversing the terms of the problem. In other words, we 
used the most advanced technology to build an agents-based infrastructure to 
interpret the reality in which the pilot is set. The model of the infrastructure, we 
called Situation Awareness Monitoring Infrastructure (SAMI), is based on intelligent 
agents, that cooperating with each other act like a virtual co-pilot in order to augment 
capabilities of the real pilot, enhancing his SA, and to maintain and recover pro-
actively its attention. Starting from an event actually occurred, a case study scenario 
was given to prove the enhancement given by SAMI in pilot's SA and thus in flight 
safety. 
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Abstract. Functional Near-Infrared (fNIR) spectroscopy is an emerging optical 
brain imaging technology that enables assessment of brain activity through the 
intact skull in human subjects. fNIR systems developed during the last decade 
allow for a rapid, non-invasive method of measuring the brain activity of a 
subject while conducting tasks in realistic environments. This paper introduces 
underlying principles and various fNIR designs currently applied to real-time 
settings, such as monitoring Unmanned Aerial Vehicle (UAV) operator’s 
expertise development and cognitive workload during simulated missions. 

Keywords: Near-infrared spectroscopy, optical brain imaging, fNIR, human 
performance assessment. 

1   Introduction 

Near infrared spectroscopy (NIRS) has been increasingly applied for the noninvasive 
measurement of changes in the relative ratios of oxygenated hemoglobin (oxy-Hb) 
and deoxygenated hemoglobin (deoxy-Hb) during brain activation. In the late 1980s, 
Delpy designed and tested an NIRS instrument on newborn heads in neonatal 
intensive care [1]. In the late 1980s and early 1990s, Dr. Britton Chance and his 
colleagues, using pico-second long laser pulses, spearheaded the development of 
time-resolved spectroscopy techniques in an effort to obtain quantitative information 
about the optical characteristics of the tissue [2]. These efforts by Chance, Delpy [3] 
and others [4], expedited the translation of NIRS based techniques into a 
neuroimaging modality for various cognitive studies [5-9]. Based on the NIRS 
technique, the Drexel Optical Brain Imaging team has developed a functional brain 
monitoring prototype, called fNIR. The portable fNIR system enables the study of 
cortical cognition-related hemodynamic changes in various field conditions. 

Neural activity has a direct relation with hemodynamic changes in the brain [10]. 
Research on brain-energy metabolism has elucidated the close link between 
hemodynamic and neural activity [11]. Traditional neuroimaging techniques, such as 
fMRI cannot be used to measure these hemodynamics for a variety of real-life 
applications that could yield important discoveries and lead to novel uses. By 
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contrast, the fNIR system can be deployed to assess hemodynamic responses and help 
understand human brain activation by providing neurophysiological markers derived 
from neural responses to different experimental settings under field conditions. 
However, research should be conducted to establish the validity of the fNIR signal as 
well as to demonstrate the acquisition of accurate and viable signals under real-life 
conditions. Hence, in addition to general review of underlying principles and various 
fNIR designs currently applied to real-time settings, this paper also introduces the 
deployment of this emerging fNIR device to human performance assessment, such as 
monitoring the changes in UAV operator’s level of expertise during simulated 
missions. 

1.1   Physiological Principles of fNIR in Brain Activity Assessment 

Understanding the brain energy metabolism and associated neural activity is 
important for realizing principles of fNIR spectroscopy in assessing brain activity. 
The brain has small energy reserves and the great majority of the energy used by brain 
cells is for processes that sustain physiological functioning [12]. Ames III [12] 
reviewed the studies on brain energy metabolism as related to function and reported 
that the oxygen (O2) consumption of the rabbit vagus nerve increased 3.4-fold when it 
was stimulated at 10 Hz and O2 consumption in rabbit sympathetic ganglia increased 
40% with stimulation at 15 Hz. Furthermore, glucose utilization by various brain 
regions increased several fold in response to physiological stimulation or in response 
to pharmacological agents that affect physiological activity [12]. These studies 
provide clear evidence that large changes occur in brain energy metabolism in 
response to changes in activity. Moreover, based on this brain energy metabolism, 
methods and imaging modalities that measure deoxy-Hb and/or oxy-Hb, such as fNIR 
and fMRI, are implemented to provide correlates of brain activity through oxygen 
consumption by neurons. Because oxy-Hb and deoxy-Hb have characteristic optical 
properties in the visible and near-infrared light range, the change in concentration of 
these molecules during increase in brain activation can be measured using optical 
methods. 

1.2   Physical Principles of fNIR in Brain Activity Assessment 

Most biological tissues are relatively transparent to light in the near infrared range 
between 700-900 nm, largely because water, a major component of most tissues, 
absorbs very little energy at these wavelengths (Fig. 1). Within this window the 
spectra of oxy- and deoxy-hemoglobin are distinct enough to allow spectroscopy and 
measures of separate concentrations of both oxy-Hb and deoxy-Hb molecules [13]. 
This spectral band is often referred to as the ‘optical window’ for the non-invasive 
assessment of brain activation [14].  

If wavelengths are chosen to maximize the amount of absorption by oxy-Hb and 
deoxy-Hb, changes in these chromophore concentrations cause alterations in the number 
of absorbed photons as well as in the number of scattered photons that leave the scalp. 
These changes in light intensity measured at the surface of the scalp are quantified using 
a modified Beer–Lambert law, which is an empirical description of optical attenuation 
in a highly scattering medium [3]. By measuring absorbance/scattering changes at two 
(or more) wavelengths, one of which is more sensitive to oxy-Hb and the other to 
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deoxy-Hb, changes in the relative concentration of these chromophores can be 
calculated. Using these principles, researchers have demonstrated that it is possible to 
assess hemodynamic changes in response to brain activity through the intact skull in 
adult human subjects [15-19].  

 

 

(HbO2)

 

Fig. 1. Absorption spectrum in NIR window: spectra of oxy-Hb and deoxy-Hb in the range of 
700 to 900 nm allow spectroscopy methods to assess oxy-Hb and deoxy-Hb concentrations, 
whereas water absorption becomes substantial above 900 nm, and thus majority of photons are 
mainly absorbed by water [13].  

Typically, an optical apparatus consists of a light source by which the tissue is 
radiated and a light detector that receives light after it has interacted with the tissue. 
Photons that enter tissue undergo two different types of interaction, namely 
absorption and scattering. According to the modified Beer-Lambert Law [13], the 
light intensity after absorption and scattering of the biological tissue is expressed by 
the equation: 

I=GIoe
-(α

HB
C

HB
+α

HBO2
C

HBO2
)*L (1)

where G is a factor that accounts for the measurement geometry and is assumed 
constant when concentration changes. Io is input light intensity, αHB and αHBO2 are the 
molar extinction coefficients of deoxy-Hb and oxy-Hb, CHB and CHBO2 are  
the concentrations of chromophores, deoxy-Hb and oxy-Hb respectively, and L is the 
photon path which is a function of absorption and scattering coefficients aμ  and bμ . 

By measuring optical density (OD) changes at two wavelengths, the relative 
change of oxy- and deoxy-hemoglobin versus time can be obtained. If the intensity 
measurement at an initial time is bΙ  (baseline), and at another time is I , the OD 

change due to variation in HBC  and 
2HBOC  during that period is: 

‘Optical Window’ 
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Measurements performed at two different wavelengths allow the calculation of 

HBCΔ  and 
2HBOCΔ . Change in oxygenation and blood volume or total hemoglobin 

(Hbt) can then be deduced: 

HBHBO CCnOxygenatio Δ−Δ=
2

 (3)

HBHBO CCeBloodVolum Δ−Δ=
2

 (4)

1.3   Near-Infrared Spectroscopy Based Brain Imaging Systems 

The combined efforts of the researchers [3, 4, 15] led to the development of three 
distinct NIRS implementations, namely, time resolved spectroscopy (TRS), frequency 
domain and continuous wave (CW) spectroscopy [20]. In TRS systems, extremely 
short incident pulses of light are applied to tissue and the temporal distribution of 
photons that carry the information about tissue scattering and absorption is measured. 
In frequency domain systems, the light source is amplitude modulated with 
frequencies in the order of tens to hundreds of megahertz. The amplitude decay and 
phase shift of the detected signal with respect to the incident are measured to 
characterize the optical properties of tissue. In CW systems, light is continuously 
applied to tissue at constant amplitude. The CW systems are limited to measuring the 
amplitude attenuation of the incident light[20].  

 
 
 

fNIR Sensor 

fNIR Control Box and 
Acquisition Computer 

Subject Wearing fNIR 
Sensor 

 

Fig. 2. Overview of the continuous wave 16-channel fNIR system 
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CW systems have a number of advantageous properties that have resulted in wide 
use by researchers interested in brain imaging relative to other near-infrared systems; 
it is minimally intrusive and portable, affordable, and easy to engineer relative to 
frequency and time domain systems [21]. These CW systems hold enormous potential 
for research studies and clinical applications that require the quantitative 
measurements of hemodynamic changes during brain activation under ambulant 
conditions in natural environments. 

The continuous wave fNIR system used in this study was originally described by 
Chance et al. [15]. The current generation, flexible headband sensor developed in the 
Drexel’s Optical Brain Imaging laboratory, consists of 4 LED light sources and 10 
detectors (Figure 2). 

The fNIR sensor, illustrated in Fig. 2, reveals information in localizing brain 
activity, particularly in dorsolateral prefrontal cortex. Fig. 3 shows the spatial map of 
the 16-channel fNIR sensor on the curved brain surface, frontal lobe [22]. 
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Fig. 3. Spatial map of the 16-channel fNIR sensor on the curved brain surface, frontal lobe 

2   Method: Brain Activity Monitor during UAV Simulations 

A 16-channel CW- fNIR system (Fig. 2) has been utilized to monitor the prefrontal 
cortex during simulated missions. An integrated simulation environment is 
constructed to allow novice participants to operate a simulated MQ-1 Predator UAV 
(Fig. 4). Missions and scenarios have been developed to represent a variety of tasks 
typical of UAV training and Predator operations, such as visual search/target 
categorization tasks and flight maneuvers [23].  

To run the simulation reliably and with a high degree of realism, high performance 
hardware is specified, including an Intel Core i7 925 CPU and an nVidia GeForce 
GTX 280 graphics processor. The simulation is presented on a triple-display system 
by Digital Tigers, using 19” LCD monitors with 4:3 aspect ratios in a horizontal 
configuration (Fig. 5). 
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Fig. 4. Subject operating the Predator UAV simulator with fNIR sensor attached and data 
acquisition apparatus on far right 

 

Fig. 5. Screenshot of flight simulation interface with Predator UAV add-on 

Subjects control the simulated Predator UAV using a Thrustmaster HOTAS 
Cougar joystick-and-throttle system and a CH Pro Pedals rudder pedal system. FS 
Recorder, an add-on for Flight Simulator X, is implemented to record behavioural 
data during the simulated flights [23]. The time synchronization between fNIR 
recording and task events is facilitated by a custom application implemented to send 
event markers to the fNIR data acquisition computer via RS232. 

2.1  Experimental Procedure 

Prior to the study, all participants signed informed consent statements approved by the 
Human Subjects Institutional Review Board at Drexel University and by the U.S. 
Army Medical Research and Materiel Command (USAMRMC), Office of Research 
Protections (ORP), Human Research Protection Office (HRPO). The flight scenarios 
have been designed to represent a variety of tasks required of UAV operators 
(coordinate-based navigation, landing, visual search/target categorization, etc.) and to 
incorporate workload factors (e.g. crosswinds, cloud cover, fuel constraints, etc.). 
After an “introduction” session for the purpose of familiarization with the protocol 
and simulation, subjects fly these scenarios during eight subsequent flight sessions. 
Each subject performs one flight session per day, each lasting approximately two 
hours, for a total of 18 hours over 9 days per subject. 
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In the first session, after being given an overview of the experiment and providing 
informed consent, each subject completes the Edinburgh Handedness Inventory and a 
brief questionnaire regarding previous flight and video game experience. Then, the 
fNIR sensor is attached and subjects perform an intro flight of up to 1.5 hours, during 
which they are introduced to the UAV simulation. In sessions 2 through 9, each 
subject attempts one or more of the flight scenarios, with the fNIR sensor attached to 
the forehead and gathering data during the flight. At the end of each session, a 
confidence survey and the NASA-TLX are administered to allow subjects to self-rate 
overall performance.  

2.2   Data Acquisition  

Throughout the entire sessions, the following physiological and behavioral data were 
collected; i. fNIR sensor recordings acquired at every half second; ii. events 
including position, orientation, and velocity of the simulated aircraft in all three axes, 
and positions of all flight controllers (joystick, rudder pedals, throttle) recorded at 
1/8 seconds intervals. A flexible fNIR sensor pad (Figs. 2 & 3) hosting 4 light 
sources with built in peak wavelengths at 730 nm and 850 nm is placed over 
subject's forehead to scan cortical areas. With a fixed source-detector separation of 
2.5 cm, this configuration generates a total of 16 measurement locations per 
wavelength. For data acquisition and visualization, COBI Studio software (©2010, 
Drexel University) was used. Raw light intensity measures were low-pass filtered 
with a finite impulse response, linear phase filter with order of 20 and cut-off 
frequency of 0.1Hz to attenuate the high frequency noise. Using filtered raw fNIR 
measures, we calculated oxy-Hb, deoxy-Hb and blood volume (totalHb) using the 
formulas 1,2,3, and 4. 

 

Fig. 6. Average blood volume (totalHb) changes in channel 2 during the transition from novice 
to expert. Left: Flight landing, and Right: Flight approach tasks. Error bars represent the 
standard error of the mean. 
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3   Results 

For statistical analysis, repeated-measures ANOVA was used for the fNIR data to 
compare within subject factor of two expertise levels: novice (sessions 2, 3 & 4) versus 
expert (sessions 7, 8 & 9). The significance criterion for the tests was α= 0.05. The 
same statistical analyses were performed for the flight approach and landing tasks.  

There is a significant decrease in totalHb during the transitioning from novice to 
expert for both flight landing task (F(1,4) = 13.00; p<0.005) and flight approach task 
(F(1,4) = 9.22; p<0.005) (Fig. 6). The results also reveal that channel 2 (see Fig.3 for 
the spatial mapping) is the significant activation location. This area, left inferior 
frontal gyrus, was also reported to be sensitive to working memory by Ayaz et al [24] 
in the cognitive workload monitoring study for the air traffic controllers. 

4   Discussion 

This paper introduces a case study with a preliminary finding that fNIR, a portable 
optical brain imaging system, can monitor changes in level of expertise by measuring 
activation in the prefrontal areas relative to task performance. Decrease in the fNIR 
measures, shown in Fig. 6, is significant and a valid hypothesis can be derived from 
the evidence that expertise tends to be associated with overall lower brain activity 
relative to novices, particularly in prefrontal areas [25]. Both practice and the 
development of expertise typically involve decreased activation across attentional and 
control areas, freeing these neural resources to attend to other incoming stimuli or 
task demands. As such, measuring activation in these attentional and control areas 
relative to task performance can provide an index of level of expertise and illustrate 
how task-specific practice influences the learning of tasks. The differences in 
activation of the attentional and control regions of the prefrontal cortex may also 
indicate neural plasticity as a function of task-specific practice [26]. 

In summary, a field deployable optical brain imaging (fNIR) holds enormous 
potential for research studies and clinical applications that require the quantitative 
measurements of hemodynamic changes during brain activation under ambulant 
conditions in natural environments. As such, fNIR has been already deployed in many 
field settings for objective measurements of cognitive state and expertise development 
which will, among other advantages, allow for dynamic interventions in the training 
process, and helping to assure robust performance under adverse circumstances. Other 
fNIR application areas include, but are not limited to, brain computer interface for 
cognitive enhancement, neurological and gaming applications, pediatric solutions, 
education and training and cognitive aging.  
 
Acknowledgments. The U.S. Army Medical Research Acquisition Activity, 820 
Chandler Street, Fort Detrick, MD 21702-5014 is the awarding and administering 
acquisition office. This investigation was funded under a U.S. Army Medical 
Research Acquisition Activity; Cooperative Agreement W81XWH-08-2-0573. The 
content of the information herein does not necessarily reflect the position or the policy 
of the U.S. Government or the U.S. Army and no official endorsement should be 
inferred. 



616 K. Izzetoglu et al. 

References 

1. Delpy, D.T., Cope, M.C., Cady, E.B., Wyatt, J.S., Hamilton, P.A., Hope, P.L., Wray, S., 
Reynolds, E.O.: Cerebral monitoring in newborn infants by magnetic resonance and near 
infrared spectroscopy. Scand J. Clin. Lab. Invest Suppl. 17, 9–17 (1987) 

2. Patterson, M.S., Chance, B., Wilson, B.C.: Time resolved reflectance and transmittance for 
the non-invasive measurement of tissue optical properties. Appl. Opt. 28, 2331–2336 
(1989) 

3. Cope, M., Delpy, D.T.: System for long-term measurement of cerebral blood and tissue 
oxygenation on newborn infants by near infra-red transillumination. Medical & Biological 
Engineering & Computing 26, 289–294 (1988) 

4. Fishkin, J.B., Gratton, E.: Propagation of photon-density waves in strongly scattering 
media containing an absorbing semi-infinite plane bounded by a straight edge. J. Opt. Soc. 
Am. A 10, 127–140 (1993) 

5. Okada, F., Takahashi, N., Tokumitsu, Y.: Dominance of the nondominant hemisphere in 
depression. J. Affect Disord. 37, 13–21 (1996) 

6. Villringer, A., Chance, B.: Non-invasive optical spectroscopy and imaging of human brain 
function. Trends in Neurosciences 20, 435–442 (1997) 

7. Obrig, H., Villringer, A.: Near-infrared spectroscopy in functional activation studies. Can 
NIRS demonstrate cortical activation? Advances in Experimental Medicine and 
Biology 413, 113–127 (1997) 

8. Boas, D.A., Gaudette, T., Strangman, G., Cheng, X., Marota, J.J.A., Mandeville, J.B.: The 
accuracy of near infrared spectroscopy and imaging during focal changes in cerebral 
hemodynamics. NeuroImage 13, 76–90 (2001) 

9. Izzetoglu, K., Bunce, S., Onaral, B., Pourrezaei, K., Chance, B.: Functional optical brain 
imaging using near-infrared during cognitive tasks. International Journal of Human-
Computer Interaction 17, 211–227 (2004) 

10. Kruggel, F., von Cramon, D.Y.: Temporal properties of the hemodynamic response in 
functional MRI. Hum Brain Mapp 8, 259–271 (1999) 

11. Magistretti, P.J.: Cellular bases of functional brain imaging: insights from neuron-glia 
metabolic coupling. Brain Res. 112, 108–112 (2000) 

12. Ames, A.: CNS energy metabolism as related to function. Brain Res. Rev. 34, 42–68 
(2000) 

13. Cope, M.: The application of near infrared spectroscopy to non-invasive monitoring of 
cerebral oxygenation in the newborn infant. vol. Ph.D. University of London (1991) 

14. Jobsis, F.F.: Noninvasive, infrared monitoring of cerebral and myocardial oxygen 
sufficiency and circulatory parameters. Science 198, 1264–1267 (1977) 

15. Chance, B., Zhuang, Z., Unah, C., Alter, C., Lipton, L.: Cognition-Activated Low-
Frequency Modulation of Light-Absorption in Human Brain. P. Natl. Acad. Sci. 90, 3770–
3774 (1993) 

16. Gratton, G., Corballis, P.M., Cho, E., Fabiani, M., Hood, D.C.: Shades of gray matter: 
noninvasive optical images of human brain responses during visual stimulation. 
Psychophysiology 32, 505–509 (1995) 

17. Hoshi, Y., Tamura, M.: Dynamic multichannel near-infrared optical imaging of human 
brain activity. J. Appl. Physiol. 75, 1842–1846 (1993) 

18. Kato, T., Kamei, A., Takashima, S., Ozaki, T.: Human visual cortical function during 
photic stimulation monitoring by means of near-infrared spectroscopy. J. Cereb. Blood 
Flow Metab. 13, 516–520 (1993) 



 Applications of Functional Near Infrared Imaging 617 

19. Villringer, A., Planck, J., Hock, C., Schleinkofer, L., Dirnagl, U.: Near infrared 
spectroscopy (NIRS): a new tool to study hemodynamic changes during activation of brain 
function in human adults. Neurosci. Lett. 154, 101–104 (1993) 

20. Strangman, G., Boas, D.A., Sutton, J.P.: Non-invasive neuroimaging using near-infrared 
light. Biol. Psychiatry 52, 679–693 (2002) 

21. Chance, B., Anday, E., Nioka, S., Zhou, S., Hong, L., Worden, K., Li, C., Murray, T., 
Ovetsky, Y., Pidikiti, D., Thomas, R.: A novel method for fast imaging of brain function, 
non-invasively, with light. Opt. Express 2, 411–423 (1998) 

22. Ayaz, H., Izzetoglu, M., Platek, S.M., Bunce, S., Izzetoglu, K., Pourrezaei, K., Onaral, B.: 
Registering fNIR data to brain surface image using MRI templates. Conf. Proc. IEEE Eng. 
Med. Biol. Soc. 1, 2671–2674 (2006) 

23. Menda, J., Hing, J.T., Ayaz, H., Shewokis, P.A., Izzetoglu, K., Onaral, B., Oh, P.: Optical 
Brain Imaging to Enhance UAV Operator Training, Evaluation, and Interface 
Development. J. Intell. Robotics Syst. 61, 423–443 (2011) 

24. Shewokis, P.A., Izzetoglu, K., Hah, S., Deshmukh, A., Onaral, B.: Cognitive Workload 
Assessment of Air Traffic Controllers Using Optical Brain Imaging Sensors. In: Marek, T., 
Karwowski, W., Rice, V. (eds.) Advances in Understanding Human Performance: 
Neuroergonomics, Human Factors Design, and Special Populations, pp. 21–32. CRC 
Press, Boca Raton (2010) 

25. Milton, J.G., Small, S.S., Solodkin, A.: On the road to automatic: dynamic aspects in the 
development of expertise. J. Clin. Neurophysiol. 21, 134–143 (2004) 

26. Kelly, A.M., Garavan, H.: Human functional neuroimaging of brain changes associated 
with practice. Cereb Cortex 15, 1089–1102 (2005) 



Augmented Phonocardiogram

Acquisition and Analysis

Nancy E. Reed1 and Todd R. Reed2

1 Department of Information and Computer Sciences
2 Department of Electrical Engineering

University of Hawaii at Manoa
Honolulu, Hawaii, 96822, USA
{nreed,trreed}@hawaii.edu

Abstract. Heart auscultation (the interpretation of heart sounds by a
physician) is a widely used screening method for heart disease. It is well
documented, however, that with the exception of expert cardiologists,
physicians’ auscultation skills are limited. It has also been shown that
standard training methods do little to improve these skills. In this paper,
we propose an architecture for a phonocardiogram analysis system that
can augment a physician’s auscultation abilities and serve as a training
aid to improve those abilities.

1 Introduction

This paper presents a system to augment a physician’s evaluation of a patient for
heart disease, or to serve as a stand-alone screening system in countries where
access to physicians is limited.

Analyzing heart sound recordings (phonocardiograms or PCGs) requires the
detection of various sounds produced by the heart, while removing or ignoring
the sounds caused by other factors (patient motion, speech, etc). Most physi-
cians and other health care workers are not able to distinguish normal sounds
from ones indicating disease. The less than desirable auscultatory performance
of non-specialists (those that are not cardiologists) has been well documented
[6,9,13,15,25].

Our goal is to provide both diagnostic advice and a training aid. Our system
has the potential for use in developing countries due to simplicity of operation
and low cost.

Previous work has focused on phonocardiograms taken from a single site (lo-
cation on the chest), and often acquired under carefully controlled, non-clinical
conditions. This is not how cardiologists perform auscultation. Because differ-
ent locations provide cues to different pathologies, multiple sites are examined.
Clinically acquired sounds often include noise and other artifacts that make anal-
ysis challenging. These must be dealt with by any system intended for clinical
use. For these reasons, we base this work on simultaneously acquired multi-site
phonocardiograms, acquired under clinical conditions.

D.D. Schmorrow and C.M. Fidopiastis (Eds.): FAC 2011, HCII 2011, LNAI 6780, pp. 618–627, 2011.
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Fig. 1. The acoustic signal from a normal heart over three cardiac cycles. The peaks
show the first and second heart sounds, respectively.

The rest of this paper is organized as follows. The next section describes the
heart sound signal, and the signal processing and analysis methods that form the
basis of symptom detection. The next section describes the design of software
to complement the signal processing and analysis in a decision-support system.
The last section contains a summary of this work.

2 Signal Processing, Analysis and Symptom Detection

The cardiac cycle refers to the events related to the flow of blood that occurs
from the beginning of one heartbeat to the beginning of the next [26]. Every
’beat’ of the heart involves two major phases, systole (ventricular contraction)
and diastole (ventricular relaxation). Heart sounds S1 and S2 mark the beginning
of systole and diastole respectively (Figure 1). The phonocardiogram shown was
acquired from a patient in the supine position, from the aortic location on the
chest. The sampling rate is 8kHz, with 16 bits/sample.

S1 is associated with the closure of the mitral and tricuspid valves. In the vast
majority of cases, the valves close nearly simultaneously, so that the individual
closures are not discernible in the S1. S2 is primarily due to the closure of the
aortic and pulmonary valves. These valves may close at significantly different
times, such that the individual events may be audible. The resulting S2 is referred
to as “split”, with subcomponents A2 (aortic) and P2 (pulmonary). The time
between these subcomponents and their relative amplitudes can be diagnostically
important.

Figure 2 shows a computer generated figure representing two (non consecu-
tive) heart cycles. S1 is the same in both sections of the figure. The distance
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Fig. 2. A computer-generated idealized image of a normal person’s heart sounds dis-
playing 2 heart cycles, inspiration on the left and expiration on the right. Vertical bars
indicate S1 and S2.

between the components of S2, A2 and P2 (associated with the aortic and pul-
monary valves respectively) change. On the left, A2 and P2 are separated by a
small amount, while on the right, they are overlapping. This is normal, and called
a physiological split. The change in S2 is produced by a difference in pressure on
the two sides of the heart that occur due to breathing. If the width of the split
doesn’t change over time, if it is wider than shown, or if the two components do
not have the relative difference in volume indicated, it is a symptom of disease.

Two additional heart sound components are referred to as S3 and S4. The
S3 is associated with rapid ventricular filling. When present, it appears shortly
after the S2. Often associated with innocent murmurs in children, when heard
in patients over the age of 35, it is a sign of pathology. The S4, associated with
late diastolic filling, occurs shortly before the S1 (when present). An audible S4

is always an indicator of abnormality.
Murmurs are another category of sounds with diagnostic utility. Murmurs

may appear in systole, diastole or both (in which case they are referred to as
continuous) They appear as segments of increased (noise-like) activity over ex-
tended periods of time. There are also innocent murmurs (that do not indicate
pathology) that must be identified as distinct from the murmurs which indicate
disease.

Finally, very short, impulsive sounds sometimes called clicks and snaps may
be heard. Clicks are associated with mitral (and possibly tricuspid) valve closures
and occur shortly after S1. An opening snap sometimes accompanies mitral
stenosis and is heard after S2. When audible they are always a sign of underlying
abnormality.

Physicians listen primarily to six locations on the torso, as shown by the large
and small circles in Figure 3. Using multi-site auscultation, all six sites are ac-
quired simultaneously from pediatric patients under clinical conditions. Diagnos-
tically important information is contained in the differences among heart sounds
when the patient is inhaling compared to exhaling. Trying to align breathing as
well as cardiac cycles in multiple signals recorded at different times on the same
patient has proven exceedingly difficult.

The multi-site signals are recorded simultaneously so that (within propagation
time differences) they are time-aligned (Figure 4). The signals are acquired at
the locations indicated in Figure 3 and are titled accordingly. Pulse and ECG
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Fig. 3. The four primary sites used in auscultation are shown in large circles in the
figure. From left to right and top to bottom they are the Aortic, Pulmonic, Tricuspid,
and Mitral. The two smaller circles identify the right and left axilla.
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Fig. 4. Heartsounds collected (simultaneously) from the six locations indicated in Fig-
ure 3. Note that the signals have distinctively different characteristics, indicating dif-
ferences in the information emphasized at each site.
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signals (not shown) are simultaneously recorded as well. The signals shown are
from a patient in the sitting position. The sampling rate is 10 kHz, with 16
bits/sample. The phonocardiograms exhibit a small atrial septal defect (ASD),
a breach between the upper two chambers of the heart.

As described in the following sections, the signal processing system performs
noise reduction, heart rate estimation, feature extraction, segmentation, labeling
and symptom detection on the multi-site signals. The resulting symptoms are
passed to the decision support system.

2.1 Noise Reduction

The reduction of noise is very important when designing a system intended for
use in a clinical or otherwise difficult to constrain setting (e.g., in the home). A
variety of approaches have been considered [16,17,21].

In signal processing, it is often assumed that noise is random (typically with
a uniform or Gaussian statistical distribution), with a relatively wideband spec-
trum. It is also assumed that the desired signal has a spectrum that is largely
disjoint from the noise spectrum, and concentrated at low frequencies. When
these assumptions are met, noise reduction can be accomplished by simple low-
pass filtering.

Phonocardiograms violate both of these assumptions. In addition to the typi-
cal random component due, e.g., to electronic noise, there may be deterministic
components due to speech, footsteps, and patient motion. We will refer to these
noise sources as environmental noise. The spectra of these components may
overlap significantly with the desired signal. The desired signal may also contain
random components due to turbulent blood flow (referred to as “murmurs”).
These components are important for diagnosis, so should be retained.

In addition, the analysis required to establish symptoms has different (and
conflicting) requirements for noise reduction. Identifying the heart sound events
(S1 , S2 and S3 and S4 if they exist) is made difficult by the conventional noise,
environmental noise, and murmurs. For this task, then, it is desirable to remove
all three. In identifying symptoms, however, as mentioned previously, murmurs
are important. There are also events with high frequency components (valve
closures) that can be diagnostically relevant.

We therefore propose two parallel approaches to noise reduction: one that
removes electronic and environmental noise and murmurs; and a second that
removes noise to the degree possible while preserving murmurs and valve closure
signatures. In the simplest form, these could be implemented using lowpass filters
with different cutoff frequencies. A wavelet based approach, which also facilitates
feature selection (Section 2.3) is used currently. More sophisticated methods
(mostly nonlinear) are under investigation.

2.2 Heart Rate Estimation

The estimation of heart rate (both average and instantaneous) [7,10] is important
in determining the parameters of feature extraction, segmentation and labeling
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(below). For example, expected relative timing between the S1 and S2 and S2

and the following S1 is often used to label the S1 and S2 components in a
phonocardiogram. The relative timing changes with heart rate, and is less reliable
at high heart rates (the two intervals approach equality).

Instantaneous heart rate is also important in determining the degree of heart
rate variability. This is an important symptom for diagnosing, e.g., arrhythmia.

One approach to finding the average heart rate is to identify maxima in the
phonocardiogram spectrum. Time-frequency approaches, discussed briefly in the
next section, are also a useful mechanism for estimating instantaneous heart rate.

2.3 Feature Extraction

The features derived from the phonocardiogram are important for identifying
components of the heartsound (S1, S2, S3, S4 and murmurs), the characteristics
of the components (e.g., the murmur is rising or falling in amplitude) and for
detecting impulsive events (clicks, snaps, and valve closures).

To accomplish these tasks, features must be localized in time. It is also desir-
able that the features be concise. That is, characteristics of interest should be
described in as few features as possible. To facilitate this, the signal representa-
tion from which the features are derived should itself be concise (in mathematical
terms, “sparse”).

Two classes of representations that have been of considerable interest in
the signal processing community are the time-frequency [2,4] and time-scale
(wavelet) [12,19] representations. For the current application, both approaches
have merit. Wavelet representations have proven especially suitable for detecting
impulsive events (e.g., valve closures). Time-frequency approaches are particu-
larly suitable for determining, e.g., heart rate variability. Both have promise for
the overall segmentation task (Section 2.4).

An additional process may be applied to make the signal description even
more concise. Principle component analysis (PCA) is widely used. Independent
component analysis (ICA) may also be used.

In our current investigations, we use a wavelet decomposition (based on the
Daubechies 15 wavelet) followed by principle component analysis.

2.4 Segmentation and Labeling

Different heartsound components occur at different times in the cardiac cycle.
S1 and S2 occur periodically, at intervals predicted by the heart rate. This is
also true of S3 and S4 if they exist. Murmurs may occur throughout the cardiac
cycle. The expected interval between murmurs in successive cycles is also often
indicated by the heart rate.

Segmentation [1,3,8,12,19] involves the detection (but not identification) of
heartsound components. This typically involves examining features (as described
above) to look for time intervals with high activity. This task is complicated by
the fact that murmurs may overlap other components. It is desirable to extract
the murmurs, so that they can be analyzed separately.
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Labeling consists in identifying the heart sound components (e.g., as S1, S2,
murmurs, etc.) The multisite approach proposed in this work is of significant
benefit in this effort, since different locations have different characteristics for
certain components (such as S1 and S2). This allows labeling in cases of high
heart rate, where relative timing is not reliable. Once heart sound components
are identified and labeled, component-specific symptoms can be identified. An
example is the time between the aortic and pulmonic components of the S2,
referred to as the S2 “split”.

2.5 Symptom Detection

Common structural heart diseases include aortic stenosis (AS), atrial septal de-
fect (ASD), pulmonary stenosis (PS), ventricular septal defect (VSD), mitral
insufficiency (MI), tricuspid insufficiency (TI) and tetralogy of Fallot (TF). In
ASD and VSD, there is a communication (hole) between the upper and lower
chambers of the heart, respectively. AS and PS are abnormal constrictions near
the aortic and pulmonary valves, respectively. MI and TI indicate reverse (back-
ward) blood flow through the mitral and tricuspid valves. TF consists of PS
and VSD.

Identifying which (if any) of the diseases described above is the focus of the
Decision Support system. Detecting symptoms that can lead to a diagnosis is the
ultimate goal of the Signal Processing, Analysis and Symptom Detection system.

For example, for the case of an ASD (illustrated in Figure 4), symptoms in-
clude wide, fixed splitting of the S2. A mid-diastolic murmur is also common [18].

3 Decision Support

Decision-support for cardiac auscultation can focus on one or more tasks [14]. He
describes two primary tasks, screening innocent from pathologic heart sounds,
and differentiating among diseases and sub-types. The latter involves a detailed
examination of case data with respect to expectations for specific diseases. Other
tasks may be the focus, for example monitoring the severity of congestive heart
failure or monitoring replaced valves.

The information acquired via cardiac auscultation is crucial to determining
whether a patient has heart disease. Information from a physical exam, ECG, X-
ray, or other tests may also be diagnostically useful. For example, blood pressure,
external pulses and whether or not the patient has cyanosis (a bluish look to the
skin from low oxygen levels) can suggest some diseases and rule others out.

A prototype system providing decision-support in identifying congenital heart
disease is described in [22,23]. This program integrates data from multiple
sources. In addition to single diseases, more than one disease may be present
in the same patient. In cardiology there may be up to three co-occurring dis-
eases. Multiple diseases may interact, which means that the cues from a case of
X and Y are not the union of cues produced by X alone and Y alone. Cues may
be missing, added, or altered.
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)

Fig. 5. A screen shot displaying auscultation data in both text and graphic formats

Decision support for an example case, number 0212 follows. The patient was
referred to a cardiologist because a murmur was detected during a routine exam.
The heart auscultation reveals a normal S1 and a wide, fixed split S2. There is a
grade I/VI mid-systolic (ejection) murmur heard best in the pulmonic area, and
radiating to the back. The murmur does not increase in loudness in the supine
position, and does not disappear in a sitting or supine position. There are no
clicks or snaps. No diastolic murmur is detected. The ECG shows normal rhythm
and no hypertrophy.

The soft systolic ejection murmur detected is characteristic of an innocent
(Stills) murmur, an Atrial Septal Defect or Pulmonary Stenosis. A normal S1

and normal ECG are consistent with all three. The wide, fixed split of S2 is
characteristic of both ASD and PS, but not an innocent murmur. With PS, a
systolic ejection click in the pulmonary area is also expected, but one was not
observed.

A decision-support system using the explanation points metric [23,22] would
report the following on this case. ASD explained all symptoms (the murmur and
S2), e.g. 2/2 abnormal cues or 100%. A Stills murmur could explain the systolic
ejection murmur, but could not explain the abnormal S2, resulting in only 1 of
2 or 50% of the abnormal cues explained. The expected abnormal click for PS is
not present, meaning PS can explain only 2 of 3 or 66% of the abnormal cues.
Echocardiography, the “gold standard”, revealed a small ASD.

It is highly desirable that the results of auscultation be displayed in an
idealized graphical format in the electronic medical record. Nie, et al. [20,24]
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developed a graphical format that is similar to those in medical textbooks such
as [5,11,18]. It is thus recognizable by people at various skill levels without having
to listen to 12 or more recordings. An example is shown in Figure 5.

The top part of the figure shows the timing and intensity of heart sounds in
case 1105. The figure of the chest in the second row shows the location and radi-
ation direction of the murmur. In this case, the murmur is in the Pulmonary area
and radiates to the back (indicated with an arrow). The graphics are generated
from the text shown in the lower left side of the figure when the case is viewed.

4 Summary

Heart auscultation is a widely used screening method for heart disease. It is well
documented, however, that with the exception of expert cardiologists, physicians’
auscultation skills are limited and that standard training methods do little to
improve these skills. In this paper, we propose an architecture for a phonocar-
diogram analysis system that can augment a physician’s auscultation abilities
and serve as a training aid to improve those abilities.
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Abstract. Gaining competitive advantage requires acquiring or developing a 
capability that allows an organization or individual to outperform its competitors. 
In today’s technology-driven environment, where human capabilities are 
struggling to keep up with technology offerings, techniques for augmenting 
human performance are becoming the critical gap that is precluding realizing the 
full benefits that these technology advances have to offer. The challenge is thus to 
develop tools and techniques that augment the human potential in order to best 
couple it to advancing complex interactive systems.  In this void, those who are 
developing the capability to support real-time measurement, diagnosis, and 
augmentation of human performance may be the first to gain the competitive 
edge.   

Keywords: Augmented cognition, Adaptive systems, human performance. 

 

As natural human capacities become increasingly mismatched to data 
volumes, processing capabilities, and decision speeds, augmenting human 
performance will become essential for gaining the benefits that other 
technology advances can offer. 
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1   Introduction 

The concept of human performance augmentation is not new.  Efforts to enhance 
human performance have a long evolutionary history (Spohrer, 2002), which 
commenced millions of years ago with the human brain evolving its reasoning 
abilities, followed approximately one hundred thousand generations ago with the 
introduction of widespread spoken language and then the introduction of tools ten 
thousand generations ago; creative arts and written language appeared about 500 
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Initially, the mismatch between system and human was addressed in the conventional 
manner of performance augmentation – by providing external aids.  Specifically, the 
field of information science emerged and provided technologies that directed how 
best to gather, store, transmit, and process information (Roco & Bainbridge, 2002).  
The resulting bottleneck to performance augmentation resulting from the information 
sciences was the “process” stage – while the information sciences brought the 
capabilities to inundate operators with massive data and work long, extended hours as 
one can work anytime, anyplace, these new capabilities are exceeding the human’s 
capabilities to process (both cognitively and physically) at these higher levels.  To 
address this bottleneck, the field of ergonomics first rose to the challenge and 
provided design principles that focused on redesigning information systems so that 
the physical stress on the operator was reduced; followed by the field of cognitive 
science, which introduced design principles that focused on redesigning the user 
interface to enhance information throughput, thereby reducing cognitive load 
(Stanney, 2010).    

Yet, persistent challenges to human capabilities - such as sustained operations, 
environmental ambiguity, and information overload - require a new type of human 
performance augmentation– one set apart from its predecessors by the fact that it 
works from the “inside-out.”  Rather than the external performance aids of the past 
few hundred generations that store and make information accessible when needed to 
plan, inform, and guide (Rossett & Schafer, 2006), or the more recent solutions that 
support the physical and cognitive aspects of interaction with information 
systems(Stanney et al, 2001), contemporary forms of augmentation are delving 
inward - peering into the brain and body to measure and model human states that can 
be augmented in real-time so that the human can handle larger physical and cognitive 
loads.  To realize this objective, two fields have emerged – neuroergonomics, which 
seeks to develop means of translating neural signals into computational cognitive 
models that trigger cognitive performance enhancements, and bioergonomics, which 
seeks to develop means to real-time monitor an individual’s health in terms of 
physical stress and physiological condition and trigger administration of cognitive 
performance enhancing drugs or other such supplements (Stanney, 2010).  Taken 
together these fields aim to overcome the nettlesome challenge of the information age 
- to provide pervasive knowledge management and decision support tools that truly 
empower individuals (see Figure 1).   

Licklider (1960, pp. 4–5) envisioned such internally-driven performance 
enhancement a half century ago, when he mused: 

 
that, in not too many years, human brains and computing machines will be 
coupled together very tightly, and that the resulting partnership will think 
as no human brain has ever thought and process data in a way not 
approached by the information-handling machines we know today.   

 
Today industry is seeking to advance the level of maturity of such coupled 

systems.  Whether it is to support stock market analysts aiming to achieve competitive 
intelligence to maximize gains, physicians mining massive data to uncover important 
and reliable relationships between symptoms and diagnoses, or Commanders 
uncovering their adversary’s intent through mining daily message traffic, the ability to 
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augment natural human capacities that are being outstripped by increasing data 
volumes, processing capabilities, and decision speeds is becoming essential for 
gaining  a competitive advantage.  In this regard, a number of advances have been 
made over the past decade that have brought us closer to operational systems that can 
support real-time measurement, diagnosis, and augmentation of human performance 
based on physiological data.  

3   Physiologically-Based Human Performance Augmentation 

Table 1 provides an overview of the current technology maturity levels of 
neuroergonomic and bioergonomic technologies that aim to augment human 
performance in terms of Technology Readiness Levels (TRLs), which measure the 
maturity of evolving technologies (DOD, 2009).  TRLs range from level one, where 
basic principles are being observed and reported, to mid-levels four and five, where 
component validation in laboratory and applied relevant environments occurs, to a 
high level of nine, where a full-scale system is proven successful in an operational 
setting. 

Table 1. Technology Readiness Level of Neuroergonomic and Bioergonomic Technologies 

 TRL 2-3 TRL 3-5 TRL 5-6 TRL 6-8 
Neuroergonomics     

Measure  fNIR, Posture, 
Pupilometry 

EDR, EEG, 
EMG, GSR, 
Respiration  

ECG, Eye/ 
Gaze 

Tracking  
Diagnosis  Neuro- 

physiologically 
Informed ICA 

  

Augment  Presentation, 
Schedule, System 

Autonomy  

  

Bioergonomics     
Measure Real-time 

Blood and 
Tissue 

Analysis 

 Salivary 
Cortisol, SpO2 

Oximetry 

 

Diagnosis  Generalized 
Biomathematical 

Models 

  

Augment  Auto-dispense 
Performance-

Enhancing Drugs 
and Supplements 

  

 

3.1   Measurement Component 

The current maturity of neuroergonomic measurements tools ranges from TRL 3-5 
(technology development; e.g., functional near infrared Imaging [fNIR], posture 
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tracking, pupilometry) to TRL 5-6 (technology demonstration; e.g., electrodermal 
response [EDR], EEG, electromyograph [EMG], galvanic skin response [GSR]) to 
TRL 6-8 (system/subsystem development; e.g., electrocardiogram [ECG], eye/gaze 
tracking) (Schnell et al., 2008).  The maturity of bioergonomic measurement tools 
ranges from TRL 3-5 (e.g., real-time blood and tissue chemistry analysis; Merrill, 
2009) to TRL 5-6 (e.g., real-time salivary cortisol).  Several efforts have 
demonstrated real-time cognitive and biological state measures over the past decade 
that meet the requirements of (1) sensitivity to different brain states and/or processes, 
(2) reliability, and (3) practicality in fielded use (Stanney, Schmorrow, & Hale, 2010).  
The current challenge with cognitive state measurement is in developing means to 
substantially advance real-time data fusion and classifier construction techniques 
(Fidopiastis & Wiederhold, 2009; Hale, Stanney, & Schmorrow, 2010). The current 
challenge for biological state measurement is in advancing real-time blood and tissue 
chemistry analysis for monitoring physical stress and physiological condition 
(Merrill, 2009). 

3.2   Diagnostic Component 

The current maturity of both neuroergonomic and bioergonomic diagnostic tools is a 
TRL 3-5 level, that of technology development.  Most research into automated human 
performance augmentation has been conducted in the context of intelligent tutoring 
systems (see reviews by Murray, 1999 and Corbett et al., 2001), but these systems are 
often associated with high costs for knowledge engineering and implementation 
(Stevens et al., 2009). From a cognitive state perspective, the current challenge is to 
use machine learning to automatically produce models of expert behavior for 
automated performance assessment (Abbott, 2006; Santarelli et al., 2009; Stevens et 
al., 2009, 2010), as well as to combine multiple component models of cognitive 
performance into an integrative computational model (Santarelli et al., 2009), while 
ensuring the resulting models can provide accurate assessments on complex real-
world tasks.  From a biological state perspective, most research to date has resulted in 
sophisticated biomathematical models that can be used to create and assess work–rest 
schedules (Dean et al., 2007; Hursh et al., 2006).  These models are limited to making 
general predictions about relative alertness in a post hoc manner (Van Dongen, 2004) 
or to making specific a priori predictions regarding the impact of fatigue (e.g., 
cognitive slowing; cognitive lapses) on cognitive performance (Gunzelmann, et al., 
2009).  Thus, the challenge to biological state diagnosis is to develop generative 
computational models that can make real-time predictions about the consequences of 
physical fatigue and other physiological stressors to cognitive performance in real-
world settings. 

3.3   Augmentation Component 

The current maturity of both neuroergonomic and bioergonomic augmentation tools is 
a TRL 3-5 level, that of technology development, as much work has been done to 
identify “when, what, and how” to augment human performance in terms of 
adaptations of information presentation and schedule, level of system autonomy, and 
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use of performance enhancing supplements or drugs (Fuchs et al., 2007; Stanney, 
2010).  The current challenges are to empirically identify the most effective 
individually tailored performance augmentations, as well as to develop trusted, 
adaptable, and flexible task allocation schemes and seamless and elegant interruption 
management strategies that not only consider the cognitive and biological states of the 
operator or trainee, but also individual learning/operating styles, preferences, and 
physiological predispositions that may develop over time as the system is being used. 

4   Conclusions 

While efforts to enhance human performance have a long evolutionary history from 
tools to libraries to clocks and gadgets to computers and the Internet, the quest to 
realize the human potential from the “outside-in” has been ever-present.  This 
review of neuroergonomic and bioergonomic technologies that aim to support a 
paradigm shift in human performance augmentation by taking an “inside-out” 
approach, demonstrates that while substantial progress has been made in developing 
and validating these technologies, considerable work is still needed to realize full-
scale systems that prove successful in operational, real-world settings.  Those who 
propel these advancements are likely to gain a competitive advantage and be in 
position to outthink their competitors, outlearn their colleagues, and outsmart their 
adversaries. 
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Abstract. The effects of stress on military personnel are a pervasive concern. 
To mitigate stress’s negative impacts, Defense agencies employ stress 
inoculation training and, more recently, have begun to provide stress resilience 
instruction. However, such pre-deployment programs suffer from measurement 
limitations, rendering their assessment difficult. Novel application of objective, 
individual, repeated measures, conducted under realistically stressful settings, 
may help address this gap. Towards that end, we reviewed common 
neurophysiological techniques and examined their usefulness for measuring 
stress reactions. These techniques include: 1) cortisol in the blood or saliva, 2) 
adrenaline in the blood or urine, 3) skin conductivity, 4) EEG, 5) Skin 
conductance, and 6) Heart rate. 

Keywords: Stress, Training, Resilience, Inoculation, Physiological Measurement. 

1   Introduction 

Stress in the military population is a pervasive concern that grows dramatically in 
times of combat. Mental health disorders are the second leading cause for hospital 
admissions in military members [1], and exposure to extreme stressors can lead to any 
number of mental health disorders, including Post Traumatic Stress Disorder (PTSD). 
For example, a recent Mental Health Advisory Team study [2] revealed that 
approximately 23% of Soldiers in Iraq reported moderate or severe levels of stress, 
with a total of 7.3% of Soldiers testing positive for anxiety, 6.9% for depression, and 
15.2% for PTSD.  

In addition to potential chronic health effects (such as anxiety, depression, and 
PTSD), stress can also significantly decrease operational performance. Following the 
traditional inverted-U model of arousal, at low levels of physiological arousal, 
stimulation generally facilitates performance and, complementarily, at higher levels of 
physiological arousal, stimulation degrades performance. Extreme physiological 
arousal causes the suppression of cognitive and physiological resources [3], which 
greatly affects verbal, perceptual, and motor performance [4].  

The military currently utilizes several programs to evaluate and treat stress-related 
mental health issues. The majority of these efforts entail post-deployment treatment 
rather than pre-deployment prevention. However, post-deployment treatment has not 
been shown to substantially reduce chronic disorders (e.g., [5], [6]) or improve future 
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operational performance [7] although they do demonstrate limited positive effects 
regarding self-reported openness to, and perceptions of, mental health treatment (e.g., 
[8]). To address these limitations, pre-deployment prevention programs may be a 
viable addition to post-deployment treatment approaches.    

Military personnel already received some pre-deployment stress inoculation 
training, and in the last decade, the Services have more formally emphasized both 
inoculation and resilience training. However, due to measurement limitations, 
assessment of these pre-deployment efforts is difficult. To address this, we suggest 
that novel application of objective, individual, repeated measures, conducted under 
realistically stressful settings, are necessary to validate contemporary military stress 
prevention efforts. 

2   Stress Prevention Techniques 

The two primary stress-prevention efforts are resilience and inoculation training. 
Stress resilience training aims to teach stress management techniques, and inoculation 
aims to build stress tolerance through exposure. In this paper, we detail the strengths 
and weaknesses of available measurement techniques for these two approaches, and 
we offer suggestions for improving their use in military stress-prevention training 
programs.  

2.1   Resilience Training 

Resilience training (i.e., the instruction of stress coping mechanisms while in a non-
stressful setting) has been shown to reduce subjective stress assessments and increase 
performance of participants—at least in highly controlled settings [9], [10].  

Over the last decade, the Services have expanded their efforts to support stress 
training [11]. For example, the Army’s Resilience Training Program (formerly 
“Battlemind” training) is a standard, one hour pre-deployment briefing that covers 
basic signs and symptoms of post-deployment mental illness and encourages family 
members to support treatment [12]. Additionally, the U.S. Military Academy at West 
Point incorporates the Performance Enhancement Program. This year-long program 
integrates systematic psychological training into regular coursework to build mental 
and emotional strength, in order to maximize combat skills performance [13]. The 
program expanded in 2007, having now established sites at eight U.S. Army bases. 

To date, military resilience programs have demonstrated limited effectiveness 
(e.g., [14], [15]). While the programs themselves may truly be effective, current 
measurement approaches have difficulty quantifying operational outcomes for 
several reasons. First, most studies focus on a single performance evaluation or post-
training assessment to determine outcome effectiveness. Second, the majority of 
resilience training studies fail to screen participants for potential mediating variables 
such as previous exposure to stress reduction skills or clinical anxiety symptoms 
[16], [17]. Finally, it is difficult to measure the ecological validity toward military 
efforts, as the established laboratory measurement techniques show questionable 
effectiveness in operational contexts.  
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2.2   Stress Inoculation 

Inoculation training involves the presentation of high-intensity situations to trainees in 
order to increase their stress tolerance through exposure [18]. The Navy’s SERE 
exemplifies this type of tolerance-building training. For instance, the military requires 
military personnel who may be captured to undergo SERE training, which provides a 
uniquely realistic training environment. SERE includes classroom instruction, field 
training, and a period of confinement in a Resistance Training Laboratory. This 
captivity scenario is intended to accurately portray an environment of extreme stress, 
and its ultimate goal is to inoculate war fighters to against negative stress effects and 
improve their performance in live field situations [19], [20]. 

However, as with resilience training, several problems exist with traditional 
inoculation training assessment, including lack of evaluation in non-clinical 
environments, lack of utilization of objective stress measures, use of non-standardized 
training guidelines, and lack of repeated acute stress measurement. In addition, the 
vast majority of traditional stress inoculation studies are performed using clinically 
anxious participants and one-on-one training with mental health professional 
throughout multiple sessions [21], [22]. Even when these studies are performed in the 
field, inoculation training effectiveness is tested under minimally stressful conditions 
such as test anxiety [23], [24], dental procedures [25], [26], and speech anxiety [27], 
[28]. 

3   Stress Measurement Tools 

As discussed in the previous section, although some data have been collected, 
measurements used to assess stress tolerance training have produced ambiguous 
results. Thus, quantifying the impact of this training has proven challenging. To 
address this gap in quantification, we suggest that objective, individual, repeated 
measures should be integrated into current assessment efforts and that these 
evaluations must be conducted under realistically stressful, complex conditions (i.e., 
not in clinical laboratories). More specifically, we suggest that the use of 
neurophysiological sensors may improve the measurement of this training. 

Toward that end, we evaluated six common neurophysiological techniques and 
examined their usefulness for measuring stress reactions. These techniques include: 1) 
cortisol in the blood or saliva, 2) adrenaline in the blood or urine, 3) skin 
conductivity, 4) EEG, 5) eye tracking, and 6) heart-rate monitoring. Self-report 
questionnaires are also briefly described as complementary tool (as well as 
comparative foil) that may be used in conjunction with objective stress measures. 

3.1   Cortisol 

The physiological relationship between cortisol (or more formally, hydrocortisone) 
levels and stress has been tested extensively, and cortisol is the most commonly 
collected biological stress marker in experimental setting. Cortisol has been 
significantly related to self-reported stress symptoms, in settings such as military 
survival school, induced social stress, and surgical operations [29], [30], [31]. Plus, 
cortisol is highly correlated with various general stressors, such as test-taking and 
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public speaking [32], [33], [34], [35], [36]. In general, cortisol measurements show a 
correlation (R2) of .35–.50 with self-report measures of stress and a correlation of .55–
.60 with heart rate. In a recent study, salivary and self-report data were collected from 
25 Navy survival school students at baseline, during two stress exposure time points, 
and at recovery. Cortisol levels also show moderate correlations with self-reported 
stress responses at all time points (Adjusted R2 = .46): from baseline, through 
exposure, and into recovery time [37].  

The popularity of cortisol measurements continues to increase as new techniques 
facilitate its collection. For instance, cortisol levels can be monitored via saliva swabs, 
a minimally intrusive way to repeatedly monitor levels. Also, because swabs can be 
collected systematically, data can be assessed from specific time points within the 
exposure period [38], [39]. Further, saliva is not considered a biohazard, enabling 
researchers to collect samples with minimal training and limited administrative or 
safety concerns [40].  

This method of measurement is not without its limitations, though. Peripheral 
collection techniques, such as through saliva, are subject to ongoing debate regarding 
their external validity [41], [42], [43]. Also, the more consistently valid collection 
method, i.e., intravenous sampling, is logistically challenging to employ, especially in 
the field and blood draws, themselves, may induce stress, causing confound [44]. 
Finally, cortisol measures are subject to circadian fluctuations unrelated to stress, so 
researchers must collect several baseline samples at various times of day [45], [46] 
and account for this variance during analyses. 

3.2   Adrenaline 

A less popular, but still validated, indicator of stress is adrenaline. Adrenaline 
measurements are about as reliable as cortisol swabs for monitoring stress [47], [48], 
[49]. A study investigating stress responses induced by strenuous air-to-air combat 
maneuver training in Japanese Air Self-Defense Force students showed significantly 
increased adrenaline levels post-flight, compared to pre-flight [50]. 

Unlike cortisol, adrenaline cannot be measured via saliva collection, and instead 
must be collected via urine or blood [51]. While urine sampling is less invasive than 
intravenous sampling, it still poses difficulties for operational use, in terms of storage, 
transport, and participant unease. Additionally, researchers can only obtain average 
levels of adrenaline from urine, because levels accumulate and average-out between 
urinations [52]. Since adrenaline levels increase and decrease very rapidly, collecting 
average levels significantly weakens urine-collection’s reliability.  

3.3   Skin Conductivity 

Another popular measure of stress is skin conductance, or galvanic skin response 
(GSR). GSR has the ability to show real-time measurements throughout the entirely 
of stress exposure periods, and it has been shown as positively correlate with changes 
in other stress indicators, such as blood pressure, heart rate, norepinephrine and 
epinephrine levels [53], [54], [55], [56]. Also, at baseline or at rest, GSR is not 
influenced by normal circulatory changes (blood pressure, heart rate) [57], [58].  
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However, GSR measurement may prove less appropriate for field testing than other 
available objective measures. GSR shows high variability based on uncontrolled 
external factors, such as weather or room temperature [56]. Also, GSR electrodes 
must be placed on the hands or fingers, and are therefore continuously invasive to 
tasks that involve physical elements.  

Possibly due to these constraints, field studies utilizing skin conductivity are 
virtually nonexistent. A laboratory study with Swedish military personnel showed 
significant differences in skin conductance between a combat-experienced group and 
a comparison group while viewing combat-related photos [59]. These results indicate 
a strong correlation between stress and skin conductance in military settings, but 
reiterates the difficulties of use outside a controlled lab environment. 

3.4   EEG 

An electroencephalogram (EEG) records electrical activity produced by neurons 
firing in the brain. Data are collected from electrodes placed on the scalp and these 
signals are commonly divided into three spectrums: Alpha, Beta, and Theta. The 
Alpha channel is an effective measure for minimal stress conditions (e.g., [60]); 
however, Alpha does not seem to strongly correlate with self-report measures of stress 
when higher levels of arousal are induced (e.g., [61], [62]). In general, the use of 
EEGs in stress measurement is still under debate, and EEG results often fail to 
significantly correlate with other autonomic functions (skin conductance, ECG, heart 
rate, etc.; [63], [64], which makes it difficult to draw reliability conclusions when 
monitoring multiple measures. 

Additionally, although technology advances in EEG collection hardware (cap, 
electrodes, encoder box, and wiring) have improved, EEGs are still quite invasive to 
participants, take approximately 30 minutes to apply, and can only tolerate being 
worn for short periods of time [65]. The overall use of EEG equipment is 
cumbersome, as the data collection hardware is limited in portability. Once data is 
collected, it entails expert extrapolation of raw data before analysis can begin. Finally, 
a fully-equipped EEG instrument costs around $80,000, which may be too expensive 
for many research labs [66].  

Acknowledging some of these limitations, especially the need for more portable 
methods of data collection in field studies, one EEG research and design company 
assessed the utility of a mobile EEG product during Marine Corps operational 
training. This testing showed external validity with heart rate variability, subjective 
self-assessments, and performance measures [67]. Therefore, although this improved 
technology is not yet widely available to the research community, it appears to be 
rapidly approaching. 

3.5   Eye Tracking 

Use of eye tracking to monitor stress has also grown in popularity as this technology 
continues to become more user-friendly [68]. Eye tracking data can capture reliable 
(R2 around .70, compared to self-report), real-time measures of stress, since stress 
causes significant, immediate changes in pupil dilation [69].  
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However, use of eye-tracking for stress monitoring has been limited to the 
laboratory, since pupil dilation is only a reliable/valid measure of stress under very 
controlled conditions [69]. Also, eye-tracking hardware and software must be 
precisely calibrated and any movement between the participant and the eye-tracking 
device requires recalibration. Some researchers and eye tracking manufacturers are 
attempting to solve these challenges. For example, the Department of Homeland 
Security is utilizing mobile eye tracking technology in assessments of TSA vigilance 
tasks performed in virtual environments [70]. However, until eye tracking hardware 
technology becomes more mobile, the use of this measurement tool is impractical for 
field testing.   

3.6   Heart-Rate Monitoring 

Much like eye tracking methods, heart rate monitoring has been utilized for decades 
as a reliable, real-time stress indicator [71]. Heart rate is very easy and inexpensive 
to monitor, and is positively correlated (adjusted R2 around .25) with self-reported 
stress levels [72]. Again, much as eye tracking, heart rate monitoring is 
inappropriate for field research, as stress can only be measured while the participant 
is immobile. As field research incorporates rigorous physical activity, heart rate 
monitoring for stress indicators is impossible.   

3.7   Complementary Self-report Questionnaires 

Numerous self-report surveys purport to reliably measure individual stress levels. 
Popular examples include the State-Trait Anxiety Inventory [73], Beck Anxiety 
Inventory [74], Derogatis Stress Profile [75], and Perceived Stress Scale [76]. These 
apparatus are generally comprehensive, show adequate validity and reliability, and 
correlate with a variety of psychological and somatic health outcomes. Additionally, 
self-report questionnaires can be as brief or as robust as necessary, offer anonymity to 
respondents, and are relatively easy to administer in most settings. 

However convenient, subjective questionnaires are not necessarily useful as the 
sole measurement technique of resilience or inoculation training. As Shaw and 
colleagues eloquently explain: “Memory is fallible: when people are asked to assess 
the occurrence of stressful life events retrospectively, the accuracy of their recall 
diminishes with longer periods of assessment, so that some events may be unreported, 
forgotten, or denied” [77]. Additionally, individuals’ recollection of their historic 
stress levels is greatly influenced by their arousal at the time of questioning [78].  

Nonetheless, when paired with objective measurement approaches, self-report 
apparatus can contribute useful insights. A study performed with 109 U.S. Army 
survival training students assessed self-reported stress and cortisol levels before and 
after training [29]. Although both measures indicated an increase in stress, the self-
report data was not significantly correlated to the cortisol levels. As is a common 
occurrence in mental health studies in the military, participants self-reported lower 
stress levels than the cortisol measure suggested. Therefore, the use of two 
measurement techniques provided insight into participant stress that would not have 
been as complete with one measure.  
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4   Conclusion 

By recognizing effective measurement tools, researchers may be able to provide war 
fighters with improved training programs to build stress tolerance and teach stress 
management techniques that reduce the potential for stress-related mental illness 
while maintaining operational performance. Based on the review of resilience and 
inoculation measurement techniques, practices can be recommended in terms of 
evaluating stress-prevention programs (see Table 1). It appears that a combination of 
urinary cortisol, multiple self-report measures, and EEG would provide researchers 
with a much more complete picture when assessing the effectiveness of pre-
deployment stress-training programs. These measurement tools are capable of 
providing objective, acute data at multiple time points, and can be utilized in a field-
training environment. These recommendations could be used to make up a systemized 
measurement technique to be integrated into military stress-prevention training. 

Table 1. Summary of measures’ key characteristics 

Measure Ease of Use  
(in field) 

Reliability* 
(R2) 

Intrusiveness Expense 

Cortisol in saliva + + + ~.43  $$ 
Cortisol in blood +  ~.51    $$$ 
Adrenaline in urine + +  ~.38   $$ 
Adrenaline in blood +  ~.47    $$$ 
Skin Conductivity +  ~.65   $$ 
EEG + + too low to determine   $$$ 
Eye tracking + ~.70    $$$ 
Heart Rate + ~.25 (Adj. R2)   $ 
Self-Report Apparatus + + + ~.80   $ 
A heuristic summary based upon the authors’ interpretation of common contemporary stress measures. Under “ease of use,” + 
indicates difficult of use, ++ indicates neutral, +++ indicates relatively convenient to use. Under “invasiveness”  indicates limited 
invasiveness,  indicates moderate invasiveness,  indicates extreme invasiveness. Under “expense,” $ indicates relatively 
inexpensive approaches, $$ indicates more expensive tools, $$$ indicates especially monetarily expensive tools to acquire/employ. 
* Reliability estimates based upon comparisons with self-report apparatus; see text above for specific details and citations. 
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Abstract. Naval tactical picture compilation is a task for which allocation of
attention to the right information at the right time is crucial. Performance on
this task can be improved if a support system assists the human operator. How-
ever, there is evidence that benefits of support systems are highly dependent upon
the systems’ tendency to support. This paper presents a study into the effects of
different levels of support conservativeness (i.e., tendency to support) and hu-
man competence on performance and on the human’s trust in the support system.
Three types of support are distinguished: fixed, liberal and conservative support.
In fixed support, the system calculates an estimated optimal decision and suggests
this to the human. In the liberal and conservative support types, the system esti-
mated the important information in the problem space in order to make a correct
decision and directs the human’s attention to this information. In liberal support,
the system attempts to direct the human’s attention using only the assessed task
requirements, whereas in conservative support, the this attempt is done provided
that it has been estimated that the human is not already paying attention (more
conservative). Overall results do not confirm our hypothesis that adaptive con-
servative support leads to the best performances. Furthermore, especially high-
competent humans showed more trust in a system when delivered support was
adapted to their specific needs.

1 Introduction

In the domain of naval warfare, information volumes for navigation, system monitor-
ing and tactical tasks will increase while the complexity of the internal and external
environment also increases [6]. For tactical picture compilation tasks also the dynam-
ics in behavior and ambiguity of threat is expected to increase. Furthermore, the trend
of reduced manning is expected to continue as a result of economic pressures and hu-
mans will be responsible for more and more demanding tasks. Although attention can
be divided between tasks, problems with attention allocation and task performance are
expected since attentional resources are limited [13,8]. Experience, training and better
interfaces can lift these limitations, but only to a certain level. Even with experienced
users, attentional problems are still likely to occur [11].

D.D. Schmorrow and C.M. Fidopiastis (Eds.): FAC 2011, HCII 2011, LNAI 6780, pp. 647–656, 2011.
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Automation can assist humans by directing attention to critical events [14]. It can
heuristically identify and prioritize objects of interest by highlighting high priority ob-
jects and dimming low priority objects. This helps humans to focus on the right subset
of objects and thereby effectively reduces the number of objects that must be moni-
tored. The downside is that this form of cuing can impede the detection of important
objects that are mistakenly left unhighlighted when the automation is imperfect or when
the situation is uncertain [12]. In these situations problems with inappropriate trust in
the automation, resulting in over-reliance on the automation, are expected. This paper
suggests to use different types of adaptive automation that adapts the support to the hu-
man need of support: only support when really needed, and in this way limit the above
mentioned downside of automation as much as possible.

In [7] adaptive automation is defined as follows: “adaptive automation refers to a
system capable of dynamic, workload-triggered reallocations of task responsibility be-
tween human and machine”. There are multiple reasons for applying adaptive automa-
tion. How well people perform a certain task is affected by the allocation of their at-
tention. People that are more experienced will be better at dividing attention between
different sources of information. Research on the effects of playing video games has
shown that visual attention abilities often improve with training. Experienced players
of video games required less attentional resources for a given target [5]. In the case of
a tactical picture compilation task, experts will be able to track more contacts. Experts
will also be able to determine more quickly whether a contact is a possible threat. As
opposed to poor performers, good performers will apply the rules correctly. Adaptive
automation can help by assisting (the less well performing) humans in their allocation
of attention through estimating their current allocation of attention and intervene when
the human should reallocate his attention.

In [10] it is proposed to use adaptive automation to prevent ‘complacency’ and to
increase the changes of detecting errors. By shifting task responsibility between humans
and machines, humans will be more involved in tasks, which causes more errors to
be detected and therefore the performance with respect to monitoring automation will
increase.

In this paper the effect is investigated of different types of adaptive automation (deci-
sion support) with respect to system conservativeness (high and low) and human com-
petence (good and poor) in terms of task performance, trust, understandability and re-
sponsibility. The paper is composed of the following sections. In Section 2 the proposed
support types are described and several hypotheses are given and motivated about these
support types. Then, in Section 3 a experiment is described in which the support types
are evaluated. The results of this experiment are given in Section 4 and the paper ends
with a discussion and conclusions in Section 5.

2 Attention Allocation Support

2.1 Generic Support Model

One way of implementing adaptive automation is to use computational cognitive mod-
els of attention as a basis for triggering change in automation. A cognitive model of
attention is a model which estimates a human’s focus of attention at each moment in
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time for a given task (see e.g., [2,1]). Together with a normative model, which estimates
where attention should be optimally allocated for that same moment in time and task,
a decision support system can aid the user in distributing limited attentional resources
when there is a large difference between the two. In [2,1] it is shown, for instance, that
in this way it is possible to support humans in their allocation of attention.

The support evaluated in this study has three variants, namely the fixed, liberal and
conservative support type. The fixed support is defined as support that advices a human
user what decision to make, without taking into account whether it is needed to support
the human at that moment. The outcome of the task is shown to the human who can then
decide whether to comply with the advice or to rely on his own judgment. As stated
earlier, a potential risk of fixed support is inappropriate reliance. The fixed support
system always gives its advice. So the easiest way to perform the task is to follow the
advice as given by the system, which can lead to problems with complacency. This
means that if the fixed system occasionally gives incorrect advice, it is more likely to
be (incorrectly) taken over by the human, compared to an adaptive support system.

The alternative for the fixed support system is to direct the attention of the human
to areas that are estimated to need human attention, instead of suggesting a specific
decision. This way, the human is supported during an earlier stage of information pro-
cessing, namely information acquisition, and hence leaving information interpretation
and decision making to the human. The result is that the human can no longer com-
pletely rely on the support with respect to deciding what to do. Errors in the support
are thus likely to be less influential on the decisions of the human. Wrong advice of
the support system is also expected to be detected more easily by humans, because the
advice is checked more thoroughly due to the fact that it needs to be processed more
before a decision is made. This basic idea of bringing the human back ‘in the loop’ is
also the underlying property of the last two support variants.

The liberal and conservative support type are different with respect to system con-
servativeness. System conservativeness is defined as the inverse tendency of the system
to provide support to the human. It can be varied through adaptation to the behavior of
the human. Examples of this behavior are mouse clicks, reaction times to events, and
point of gaze. The models used for liberal adaptive support will use less behavioral data
than those for conservative adaptive support. For instance, in the context of the tactical
picture compilation task described in [2,1], liberal can be defined as support that adapts
only to the current selection of threatening contacts. In this case, it is estimated (by
a mathematical model) whether support is needed through adaptation to the clicking
behavior of a human operator. For the conservative support, next to adaptation to the
clicking behavior, an estimation of the current human attention allocation is also incor-
porated. Overall this means that the liberal support is less adapted to the user than the
conservative support.

2.2 Hypotheses

For the above mentioned three support types, the effects on 1) task performance, 2)
trust, 3) understandability and 4) responsibility are studied, which are discussed in
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sections 2.2, 2.2, 2.2 and 2.2, respectively. In sections 2.2 and 2.2 overall effects of
system conservativeness and human competence are discussed. The above mentioned
discussions lead to a total of 6 hypotheses.

Task Performance. When support is fixed, humans are expected to be more prone to
over- and under-rely on the automation, whereas with adaptive support less problems
with inappropriate reliance or complacency are expected. This can be explained by the
fact that fixed support allows humans to rely entirely on the support (i.e., just take over
the computer’s advice). Adaptivity can stimulate the human’s involvement in the task
by automatically applying support, only where and when needed. It is expected that
higher levels of such adaptivity to the human also results in higher task performance.
This basically boils down to the following hypothesis:

Hypothesis 1. The proposed adaptive support results in higher task performance than
fixed (non-adaptive) support.

Trust. Another important factor is trust in the support: Do participants trust adaptive
decision support more than fixed decision support? Errors will inevitably occur in the
support. However, these errors are likely to be much more salient in when applying
fixed support. This boils down to the following hypothesis:

Hypothesis 2. The proposed adaptive support results in more trust in the support sys-
tem compared to fixed support.

Understandability. A potential problem in adaptive support is understandability. Adap-
tive support systems are likely to be more complex than fixed support systems (or in any
case, no support). This leads to the following hypothesis:

Hypothesis 3. The proposed adaptive support results in a poorer understanding of the
support compared to fixed support.

Responsibility. Since we expect the human to be more involved in the task when ap-
plying the proposed adaptive support, we also expect that the responsibility for a good
result as felt by the human is higher.

Hypothesis 4. The proposed adaptive support results in a greater feeling of responsi-
bility for the eventual outcome compared to fixed support.

System Conservativeness. As has been mentioned, conservativeness can be varied
through adaptation to the behavior of the human. This adaptivity can come in various
degrees: A more conservative adaptive support system depends to a higher degree on the
behavior of the human. When the system is uncertain about information, conservative
support will withhold information longer than liberal support. This is expected to result
in a stronger effect with respect to task performance, trust and understandability. This
boils down to the following hypothesis:

Hypothesis 5. The claimed effects in Hypotheses 1 to 4 are stronger for conservative
adaptive support than for liberal adaptive support.
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Human Competence. We expect that, since adaptive support takes actions of the
human into account, the task performance of the human (with or without support)
contributes to the performance of the support. When the actions of the human are in
line with the task model of the support, the support will be more appropriate. The
hypothesis:

Hypothesis 6. The claimed effects in Hypotheses 1 to 4 are stronger for good perform-
ers than for poor performers.

3 Method

3.1 Participants

Forty college students (17 male, 23 female) with an average age of 23.9 years (SD =
2.6) participated in the experiment as paid volunteers.

3.2 Apparatus

Participants had to perform a (simplified) naval tactical picture compilation task as per-
formed in naval warfare. The goal of this task is to build up awareness of possible threats
surrounding the own ship (contacts). A screenshot of the task environment is shown in
Figure 1.

Participants had to mark the five most threatening contacts by clicking on them.
To determine if a contact is a possible threat the following criteria were used: speed,
heading, distance to own ship and position in or out a sea-lane. All criteria were equally
important. The five contacts scoring highest on these criteria had to be selected as most
threatening. The behavior of the contacts was such that the threat varied over time.
For instance, a contact could get out of a sea lane, speedup, or change its heading
toward the own ship. Contacts that were mistakenly identified as threats (false alarms)
or contacts that were mistakenly not identified as threats (misses) resulted in a lower
task performance.

Fig. 1. Screenshot of the task environment
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All participants were exposed to the same task complexity. The complexity was de-
termined by the ambiguity and the dynamics of the behavior of the contacts. Concern-
ing ambiguity, small differences in the threat level of contacts made it more difficult to
identify the five most threatening contacts. Dynamics were determined by the varying
number of threat level changes of contacts over time. Changes in threat levels were such
that the number of times that each contact needed to be re-evaluated was high.

The task, including the different developed adaptive support conditions (see
Section 3.4), was implemented using the game implementation software Gamemaker.1

3.3 Design

A 4 (system conservativeness) × 2 (human competence) mixed design was used. Sys-
tem conservativeness was a within-subjects independent variable and the order was
balanced between the participants. Human competence was a between-subjects quasi-
independent variable.

3.4 Independent Variables

Two independent variables were used: system conservativeness and human competence.

System Conservativeness. There were four levels of conservativeness for the used
support system: no support, fixed support, liberal adaptive support and conservative
adaptive support.

In the no support (NS) condition participants performed the tactical picture compi-
lation task without any form of support.

The fixed support (FS) used a task model to determine the five most threatening
contacts. Threat levels were determined on the same criteria as used by the participants.
The five most threatening contacts were highlighted.

The liberal adaptive support (LAS) also takes the current selection of the user into
account. Firstly, the two contacts with the lowest threat levels which are already selected
by the user were highlighted. This was done because they are candidates for deselection
and should therefore receive attention. Secondly, the three contacts with the highest
threat levels which are not selected by the user were highlighted. This was done because
they are candidates for selection and should receive attention for this reason.

The conservative adaptive support (CAS) basically highlighted the same contacts as
the liberal support, but now only when the user paid little attention to these contacts.
Attention values for all contacts were calculated using the cognitive model of attention
proposed in [2,1].

The reliability of the task model in each support condition was manipulated by
adding errors to the actual threatlevels. This manipulation was done in order to simulate
an imperfect task model. If the task model was perfect, there was no use of comparing
FS with the other support types, since it would always be a good decision to follow the
advice of FS, resulting in a maximum task performance.

1 For more information on Gamemaker, see http://www.yoyogames.com/gamemaker
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Human Competence. After the experiment, a median split on the task performance
in the NS condition was performed to distinguish a good and poor human competence
group.

3.5 Dependent Variables

Four dependent variables were measured: task performance, trust, understandability and
responsibility.

Task Performance. Task performance was determined by measuring the accuracy of
the identification of the five most threatening contacts during the task by means of a
penalty function. The severity of errors was also taken into account by the task perfor-
mance measure.

Trust. After each trial participants estimated the reliability of the support system on a
scale between 0 and 100% correct. Since trust is for an important part determined by
perceptions of reliability [9,4,3], this was considered as a good measure of trust.

Understandability. Participants rated after each trial the degree to which they thought
the decision making process of that of the support system was understandable on a
7-point Likert scale between −3 (not understandable) and 3 (understandable).

Responsibility. Participants rated after each trial the degree to which they felt respon-
sible for the outcome of the task on a 7-point Likert scale between −3 (not responsible)
and 3 (responsible).

4 Results

Two out of the 40 retrieved data sets have been removed due to unintended errors during
the experiment. All participants passed the test on paper and were therefore expected to
be able to correctly apply the classification criteria.

Task Performance. Lilliefors tests have shown that task performance in the NS, FS,
LAS and CAS conditions were all normally distributed (i.e., null hypothesis that they
are normally distributed could not be rejected).

To check whether the design of the fixed support system was a fair competitor for the
adaptive variants, at least it should hold that FS results in higher performances than NS.
This was indeed the case: Participants in condition FS (M = 89.24, SD = 2.20) per-
formed significantly better compared to NS (M = 87.62, SD = 3.27), t(74) = 2.53,
p < .001.

A repeated measures analysis of variance (ANOVA) showed a significant main ef-
fect (F (2, 72) = 27.40, p < .001) of system conservativeness on task performance.

A post-hoc Bonferroni test showed that there is a significant difference between con-
ditions FS and LAS (p < .001), FS and CAS (p < .001), but not between LAS
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and CAS (p = 1). Hence participants performed worse in the LAS (M = 87.34,
SD = 1.73) and CAS condition (M = 87.16, SD = 1.87) than in the FS condition
(M = 89.24, SD = 2.20). Hypotheses 1 and 5 (for task performance) are therefore
not accepted.

No interaction effect was found (F (2, 72) = 0.22, p = .80) between system
conservativeness and human competence on task performance. Hence Hypothesis 6
(for task performance) is not accepted.

Trust. A repeated measures analysis of variance (ANOVA) did not show a significant
main effect (F (2, 72) = 0.47, p = .63) of system conservativeness on trust. Hy-
potheses 2 and 5 (for trust) are therefore not accepted.

A significant interaction effect was found (F (2, 72) = 3.17, p = .048) between
system conservativeness and human competence for trust.

A post-hoc Bonferroni test showed that there is a significant difference in trust be-
tween the good (M = 1.11, SD = 0.29) and poor (M = −0.32, SD = 0.29)
competence group in the CAS condition (p = .02), but not in the LAS (p = 1) and
FS (p = 1) condition. Hence the claimed effect in Hypothesis 2 is stronger for good
performers than for poor performers in the case of CAS. For CAS, Hypothesis 6 (for
trust) is therefore accepted, but not for LAS.

Understandability. A repeated measures analysis of variance (ANOVA) did not show
a significant main effect (F (2, 72) = 0.42, p = .66) of system conservative-
ness on understandability. Hypotheses 3 and 5 (for understandability) are therefore not
accepted.

No significant interaction effect was found (F (2, 72) = 0.92, p = .40) between
system conservativeness and human competence for understandability. Hypothesis 6
(for understandability) is therefore not accepted.

Responsibility. A repeated measures analysis of variance (ANOVA) did not show a
significant main effect (F (2, 72) = 0.37, p = .69) of system conservativeness on
responsibility. Hypotheses 4 and 5 (for responsibility) are therefore not accepted.

No significant interaction effect was found (F (2, 72) = 1.39, p = .26) between
system conservativeness and human competence for responsibility. Hypothesis 6 (for
responsibility) is therefore not accepted.

5 Conclusion and Discussion

In this study we investigated the benefits of adaptive attention allocation support over
fixed (non-adaptive) support in a tactical picture compilation task. We expected task
performance using adaptive support to be higher than in fixed support. However, this
first hypothesis was not accepted. Trust in adaptive and fixed support did not differ
significantly, also rejecting the second hypothesis. In contrary to our third hypothesis,
our participants did not report to have a poorer understanding of the more complicated
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adaptive support than of the fixed support. Also the fourth hypothesis, stating that the
feeling of responsibility would be higher in the adaptive condition, could not be ac-
cepted based on the results in this study.

The influence of system conservativeness and human competence was also inves-
tigated on the first four hypotheses on task performance, trust, understandability and
responsibility. The results did not show a significant effect of system conservativeness
on any of these variables, so the fifth hypothesis could not be accepted.

For human competence, the effect was significant for trust, but only in the conserva-
tive adaptive support condition. This means that well performing participants had more
trust in conservative adaptive support than poorly performing participants. This con-
firms the sixth hypothesis (for trust), but only for the conservative condition. The sixth
hypothesis could not be accepted for task performance, understandability, and responsi-
bility. The increase of trust in the conservative adaptive support for good performers can
be explained by the effect that good performers are more likely to understand the task
and the effect support systems have on task performance. In [9], for instance, it is shown
that the use of automation decreases when the effect of automation to performance is
not properly perceived.

There are several possible explanations for why an increase of task performance
was not found in our experiment. Our implementation of adaptive support aimed at
reducing inappropriate reliance on fixed support. However, this comes with a cost in
the form of added complexity. Although participants did report a clear understanding of
how both adaptive support systems worked, it is still possible that the disadvantage of
added complexity is larger than the advantages of such a system. Working with complex
(support) systems can raise the cognitive load on the human, leaving less capacity to
focus on the actual monitoring of contacts. In this case, this resulted in a significantly
higher task performance in the fixed support condition than in both adaptive support
conditions. Future design of adaptive support systems should aim at keeping the system
as simple as possible, though preserving the expected advantages of adaptivity.

For the adaptive support investigated in this study, it was not possible for the hu-
man to simply follow suggestions of the support system. This was because, instead of
suggesting a possible answer to a problem, only areas of interest were indicated by the
system. This meant that, in any case, the proposed adaptive support must have elim-
inated inappropriate reliance on the support. The found results in this study are not a
reason for rejecting this principle and therefore more research on adaptive attention al-
location support is suggested, focusing on the requirements in which such a system can
help to gain task performance.
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Abstract. In the presented research, a new algorithm of detection and analysis 
of non-stationary phases (NSPh), characterizing sudden changes in heart rate 
variability (HRV) parameters was used. Physiological reactions of air traffic 
controllers during the performance of training scenario were estimated. 39 
participants - 14 experienced air traffic controllers and 25 students performed a 
40-minute scenario, which included 3 stressful incidents: a rapid increase in air 
traffic density, low fuel level and plane engine failure. Students also performed 
the scenario after brief training. The results have shown that as expertise grows 
respondents show a significant decrease in duration and change in patterns of 
non-stationary phases of heart rate arising in response to the stressful incidents. 
These changes of parameters of non-stationary phases are connected with 
increased efficiency of air traffic controllers’ cognitive performance in stressful 
conditions. The research has illustrated that the analysis of non-stationary phase 
parameters complements classical HRV measures and may be used for 
assessment of physiological responses of operators in Augmented Cognition 
applications. 

Keywords: heart rate variability, cognitive workload, simulation-based training. 

1    Introduction 

There is a large amount of data describing the usage of heart rate variability (HRV) 
measures for monitoring of physiological arousal, attention, stress and general 
cognitive workload of operators in the process of real or simulated professional work 
[1, 2, 3]. Still, the majority of time- and frequency domain measures of HRV that 
have been used are coarse-grained and do not enable identification of moment-to-
moment changes of operator functional state in the course of activity. However in 
many cases it is important not so much to measure the generalized level of 
physiological arousal of an operator during the performance of professional tasks, as 
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to identify the moments in time when arousal sharply increases, which can be caused 
both by objective factors, such as increasing task demands, and by psychological 
factors, such as decision-making difficulties [4]. 

In the 1970-s Russian scientists developed a “biocybernetic” dynamic approach to 
the assessment of operator functional state, based on the analysis of patterns of 
physical arousal changes under the influence of physical or mental stress [5, 6].  

It is known, that people respond to the increase of cognitive workload with 
increased heart rate (HR) and reduction of heart rate variability (HRV) [2, 3]. These 
periods of sudden changes of HR and HRV parameters are usually called the non-
stationary (transitive, unsteady) phases (NSPh), in contrast to stationary periods, that 
are characterized by stability of HR and HRV parameters over time [6]. 

In a number of studies, it has been shown that time and peak characteristics of non-
stationary phases, registered under physical or mental stress, can be considered as 
informative indicators of stress resilience [6, 7]. Meanwhile, absence of reliable 
algorithms for detection and analysis of non-stationary periods of heart rate 
complicates the progress of studies in this area. 

2    Study 

We have developed a new algorithm for detection and analysis of non-stationary 
phases (NSPh), characterizing periods of sudden changes in HRV parameters. The 
purpose of the present research was to assess empirically the ability of this algorithm 
to identify changes in the level of psychophysiological arousal of novice and 
experienced operators during simulation-based training. 
 

Participants. A total of 39 participants, 14 experienced air traffic controllers and 25 
students, aged from 20 to 46 years, took part in this study. The research was 
conducted at the training centre of State University of Civil Aviation (St.-Petersburg, 
Russia). 
 

Procedure. A medium-fidelity air traffic control simulator was used in the experiment. 
The participants performed a 40-minute training scenario which included 3 critical 
incidents. These incidents had various difficulty levels - low (rapid increase in air 
traffic density, low fuel level) and high (plane engine failure). Students performed the 
scenario two times: before and after a short course of training.  

A group of experienced instructors estimated the errors made by students during 
the performance of the scenario. Depending on an error type - minor (for example, a 
wrong command during the radio exchange) or blunder (for example, infringement of 
the safe heights, near miss or plane collision), they received a weight factor. Then the 
average error score was calculated. 

The experiment began with a 2-minute registration of an electrocardiogram for the 
baseline heart rate assessment. Afterward, the participants performed the 40-minute 
scenario on the simulator.  
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Stressful incidents with lower difficulty level appeared at 4 and 16 minutes, with 
higher difficulty level - at 34 minutes of the scenario. A 2-minute resting HR 
registration was obtained after the end of the session. 
 

Cardiovascular Measures. Electrocardiogram signals were continuously recorded 
during the performance of the training scenario by the participants using “Kardi2NP” 
portable loggers (MCS Inc., Russia) with disposable electrodes. A standard three-
electrode configuration was used.  

R-peaks from the ECG signal were detected offline, artifacts were corrected, and 
the heart rate signal was converted into an evenly sampled signal with 4 Hz 
frequency. Then, the data was used for calculation of instantaneous heart rate and 
heart rate variability. 

Algorithm for detection and analysis of non-stationary phase of heart rate. The 
integral non-stationarity index (NI) of heart rate is based on two sliding windows of 
15 sec. duration (fig. 1). At each window shifting, a 0.25 sec. step, the difference 
between HR parameters calculated within these two windows was estimated. 

 

Fig. 1. Windows used in calculation of non-stationarity index 

NI is based on the comparison of four HR characteristics: mean value, standard 
deviation, linear trend slope, prediction error of autoregressive model and is calculated 
by the formula (1): 

1 2 1 2 1 1,2NI RRNN RRNN SDNN SDNN SL ER= − ⋅ − ⋅ ⋅  (1)

Where RRNN – mean RR interval for the set window; 
SDNN – standard deviation of RR intervals for the set window; 
SL – angle of slope of HR-signal linear approximation,  
ER – prediction error of the autoregressive model  
1, 2 – window number. 

Raw values of NI were normalized, then non-stationarity periods of heart rate were 
identified. An example of NSPh’ detection procedure is presented on fig. 2. 
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Fig. 2. Non-stationary periods of physiological arousal of an individual during the performance 
of training scenario 

As shown in fig. 2, the algorithm enables identification of moments of sudden 
changes of the psychophysiological arousal level of an individual, manifested both in 
changes of heart rate parameters and pupil diameter. 

The non-stationary periods of a heart rate were fitted by modeling the mathematical 
function after recognition. An example of fitting is shown on fig. 3. 

 
Fig. 3. An illustration of NSPh’ fitting procedure 

For all NSPh observed during the occurrence of stressful incidents, the following 
parameters were calculated (fig.3):  
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W – time duration of NSPh 
“A1”, “B1” – measures of HR increase and HRV decrease, reflecting intensity of 

mobilization 
“A2”, “B2” – measures of differences in levels of HR and HRV before and after 

NSPh, reflecting «physiological cost» of adaptation to the task demands. 

3   Results 

3.1   Task Performance Data 

Research confirmed, that the experts showed a higher level of successful performance 
than the novices (F (1,37) = 13.8, p <.01). A significant influence of training (F (1,24) 
= 14.2, p <.01) was established. After training, students made fewer errors during 
performance of the scenario on the simulator (fig. 4.) 

 
Fig. 4. Average errors score during performance of training scenario by the experts and the 
students before and after the training 

As shown in fig. 4, the students made errors more often when the stressful 
incidents occurred (4, 16 and 34 minutes). The stressful incident at 34 minutes, 
connected with one of the plane’s engine failure was the most difficult for them.  
Successfully coping with this incident demanded complex assessment of the situation, 
recalling appropriate instructions for that case, and fast decision-making to change the 
mid-air organization to avoid collision of planes. Thus, the given incident was 
connected with a sharp increase of cognitive workload in students. As shown in fig. 4, 
students made considerable errors at 34 minutes of the scenario, even after the 
training. 
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3.2   Cardiovascular Data 

Characteristics of cardiovascular responses of participants during the performance of 
the training scenario was analyzed. Averaged instantaneous HR values of participants 
during the performance of the training scenario are presented in fig. 5. 
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Fig. 5. Averaged instantaneous HR values of participants during the performance of the scenario 

As shown in fig. 5, the students in comparison to the experts, showed a higher level 
of physiological arousal. It can be seen, that all groups of participants responded to 
the start of the scenario and the stressful incidents with a sharp increase of HR. 

Then, average frequency (counted per minute) of NSPh in different moments of the 
scenario was analyzed (fig. 6).  
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Fig. 6. Average frequency of NSPh during the performance of the scenario by participants 
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As shown in fig. 6, NSPh were mostly observed in the beginning of the scenario, 
and also during the stressful incidents occurrence at 4, 16 and 34 minutes in all groups 
of the participants. Average frequency scores of NSPh for neutral stages of the 
scenario and stages connected with the occurrence of stressful incidents were 
calculated. The ANOVA revealed a significant influence of Stage (neutral, stressful) 
on frequency of NSPh (F (1,37) = 42.7, p <.001). Between-group differences, and 
also, training, influences were not significant. 

Thus, all the participants, irrespective of expertise level, demonstrated cardiovascular 
responses to the changing requirements of the task, connected with occurrence of 
stressful incidents.  These results demonstrat the significant differences in characteristics 
of the cardiovascular responses of experts and students on the critical incidents arising 
during the performance of the scenario.  

NSPh parameters of the participants in the beginning of the session and during 
stressful incidents at 4, 16 and 34 minutes of the scenario were calculated. An 
ANOVA with the Stage (stages 1-4) as a within-subject factor and Expertise (novice 
vs. expert) as a between-subject factor was calculated. The repeated-measures 
ANOVA with Stage (stages 1-4) and Training (before vs. after training) as within-
subject factors was also used. 

Significant distinctions between the experts and the students in the duration of 
NSPh were established (F (1,37) = 32.7, p <.01). A significant influence of the Stage 
factor (F (3,35) = 6.9, p <.01) on duration of NSPh was also revealed. This research 
has shown, that duration of NSPh significantly decreased (F (1, 24) =35.2, p <.01) as 
a result of training (fig. 7). 
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Fig. 7. Average duration of NSPh during the performance of the scenario by participants 

As can be seen from fig. 7, experts showed considerably shorter NSPh than 
students. In all participants, the difficulty of stressful incident influenced the duration 
of NSPh, which was less in the beginning of the scenario and increased during the 
difficult stressful situation at 34 minutes. 
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The significant influence of the interaction of Expertise and Stage factors (F (3,35) 
= 3.37, p <.05), and also Training and Stage (F (3,22) = 4.6, p <.05) on parameter 
“А1” reflecting HR increase during NSPh was revealed (fig.8).  
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Fig. 8. Average values of HR increasing parameter “A1” in different groups of participants 

As shown in fig. 8, the students responded to the start of the scenario with a greater 
HR increase and with a lower HR increase - to the difficult stressful incidents arising 
in the course of scenario performance. The experts differentially mobilized efforts in 
response to the difficulty of critical incidents. They showed maximum HR increase 
during the most difficult incident at 34 minutes of the scenario. 

The research has also demonstrated that students responded to the start of the 
scenario and stressful incidents with greater decrease of HRV than experts (F (1,37) = 
4.46, p <.05).  

It was established, that experts, in comparison to the students, showed significantly 
lower values of “A2” (F (1,37) = 4.9, p <.05) and “B2” (F (1,37) = 5.3, p <.05) 
parameters, reflecting the physiological “cost” of adaptation to stressful conditions. 
Training led to a significant decrease in the “A2” parameter (F (1,24) = 10.4, p <.01), 
while for the “B2” parameter, its influence was not significant (p>.05). 

4    Discussion 

Most of the heart rate variability (HRV) measures used to estimate arousal and 
general cognitive workload are calculated for relatively lengthy time intervals and do 
not allow identification of brief changes of the human functional state. Meanwhile, in 
many situations, it is important not so much to assess the general arousal level, as to 
recognize time points when human operators arousal increased due to increased task 
demands or the influence of stress factors.  

It was shown by Russian researchers, that analysis of characteristics of so-called 
non-stationary (“transitive”, unsteady) phases, characterizing sudden changes of 
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HRV-parameters, can be successfully used to estimate the resilience to stressors 
[6, 7]. However the absence of reliable algorithms for NSPh detection has 
considerably complicated the practical realization of this approach.  

In the present research, an algorithm for automatic detection and analysis of NSPh 
in HR-dynamics was used to estimate psychophysiological responses of experienced 
air traffic controllers and students during the performance of tasks on a simulator. It 
was established, that this algorithm enables identification of moments of intense 
increase of individuals’ arousal, connected with stressful conditions. All the 
participants showed a significantly greater quantity of NSPh in the beginning of 
stressful incidents, than during other periods of the scenario. 

This research demonstrated significant differences in characteristics of 
cardiovascular responses of the experienced operators and students to the critical 
incidents. The students in comparison to the experts showed longer duration of NSPh, 
arising as a response to the stressful incidents. Duration of NSPh decreased in the 
course of training. 

The students in comparison to the experts responded with a greater decrease of 
HRV at the start of the scenario and stressful incidents. The experts HRV-indicators 
of arousal stabilized faster and on a lower level, than untrained individuals, so 
experienced participants demonstrated less “physiological cost” of adaptations to 
stressful conditions. In the course of training, physiological response characteristics of 
the students approximated those observed with the experts. 

 It is obvious that the considered characteristics of cardiovascular responses are 
closely connected with the efficiency of operators’ cognitive activity in the process of 
coping with stressful situations. Successful performance in stressful conditions 
demands fast detection and assessment of a situation, effective retrieval of necessary 
procedures from long-term memory, fast decision-making and effective actions [8]. 
Measures of participants’ cardiovascular responses can be used as indirect measures 
of mental efforts and time spent for these stages of cognitive activity.  

Thus, this research has demonstrated the potential of using the dynamic approach to 
physiological assessment of the resilience to stressful conditions in developing criteria 
of assessment of students’ physiological responses in simulation-based training. 
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