
kinetics of all four of these processes is con-

trolled by the mobility of synchro-Shockley

dislocations. Much understanding could be

gained from atomistic simulations of the

motion of this type of dislocation. Under-

standing the structure of the dislocation core

and its influence on the ability of Laves

phases to deform is central to designing

alloys with optimized mechanical properties.

In addition, these concepts can be extended to

other crystal structures where the slip planes

have more than one spacing.
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End States in One-Dimensional
Atom Chains

J. N. Crain* and D. T. Pierce

End states—the zero-dimensional analogs of the two-dimensional states that
occur at a crystal surface—were observed at the ends of one-dimensional
atom chains that were self-assembled by depositing gold on the vicinal Si(553)
surface. Scanning tunneling spectroscopy measurements of the differential
conductance along the chains revealed quantized states in isolated segments
with differentiated states forming over end atoms. A comparison to a tight-
binding model demonstrated how the formation of electronic end states trans-
forms the density of states and the energy levels within the chains.

The break in translational symmetry at a crys-

tal surface creates surface electronic proper-

ties that differ from those in the bulk crystal

and localize at the surface layer (1, 2). The

formation of surface states and resonances is

a general property of solid surfaces, and the

delicate interplay between the surface elec-

tronic structure and the atomic positions often

leads to complex surface reconstructions in

which the atoms in the top layer rearrange to

minimize the surface energy.

In analogy to the surface of a bulk solid,

we expect to observe similar physics in re-

duced dimensions at the edge or end of a

nanostructure. Similar to a two-dimensional

(2D) surface state formed at the surface of a

bulk sample, an edge or step in a 2D struc-

ture breaks the 2D symmetry and can form a

1D edge state (3). Likewise, a finite 1D chain

of atoms should exhibit zero-dimensional end

states at its termini. An end state requires two

criteria: (i) The wave function of the state

must be localized to the end atoms, and (ii) it

must decay exponentially into the chain (2).

Scanning tunneling microscopy (STM) and

scanning tunneling spectroscopy (STS) enable

the spatial mapping of differentiated electron-

ic structure within a nanostructure. Thus, the

local density of states (DOS) can be mapped in

real space, providing direct access to electronic

edge or end effects. Furthermore, questions

of the spatial variation of the wave function

away from the end of a 1D structure can be

answered directly.

So far, definitive spectroscopic evidence

for the existence of end states in 1D struc-

tures has been lacking. Research has instead

focused on the quantum mechanics of elec-

trons confined to reduced dimensions within

the surface layer. Electrons are partially re-

flected by step edges on metal surfaces and

can exhibit refraction at the interface between

two media (4–7). Electrons also exhibit quan-

tum confinement when trapped within atomic

Bcorrals[ assembled by STM (8). At the 1D

limit, finite atomic chains of Au on NiAl(110)

(9, 10) and Cu on Cu(111) (11) constructed

by STM exhibit quantized electronic states,

and the observation of spectroscopic enhance-

ment at or near the ends of these chains

suggested the possibility of the formation of

end states. However, the weakness of these

effects in the systems studied, compounded

with the possibility of experimental artifacts

(10, 11), precluded unequivocal assignment.

In the Si(553)-Au atom chains described be-

low, end states are unequivocally manifested

through a marked transfer of the DOS from

the empty to the filled states above the end

atoms. Furthermore, we found that quantized

states within finite chains can no longer be

described by a particle-in-a-box model, which

has been successful in the previous studies

(9–11), but rather require a model that in-

cludes end states.

To fabricate 1D chains, we used the self-

assembly of chain reconstructions on stepped

Fig. 4. A Z-contrast image of the
G11-209 projection of a faulted region
of the C14 variant of the Cr2Hf Laves
phase. This region (between the dou-
ble arrow on the left) has the C15
cubic structure and could be formed
by stacking faults in the C14 struc-
ture (indicated by the two short
arrows on the right) that result from
the passage of two synchro-Shockley
dislocations.
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Si templates driven by the deposition of gold

at elevated temperatures (12). Gold chain re-

constructions on stepped Si have been studied

extensively with angle-resolved photoemis-

sion (12–16). Because photoemission gives

spatially averaged electronic properties, to date

the role of individual defects has remained

largely unexplored (17, 18). Here, we focus on

Si(553)-Au, which exhibits several metallic

bands with 1D dispersion (19) and has few

defects. In this case, the defects appear as

dark voids in STM images (Fig. 1) that leave

isolated segments with chain lengths that vary

depending on the defect density. All of the

measurements were made at room tempera-

ture, higher than the temperatures at which

charge density wave transitions have been ob-

served in similar 1D chains on Si (20, 21).

Such transitions transform the electronic struc-

ture from metallic to insulating, so a room-

temperature study is desirable to access the

chains in their metallic phase.

The formation of end states in finite chain

segments is already apparent from compar-

ing STM images of the same sample region

taken at opposite polarity (Fig. 1). At a sam-

ple bias of þ0.5 V (Fig. 1, A, C, and E), the

chains appear shorter than at a bias of –1 V

(Fig. 1, B, D, and F). This apparent change

in length is caused by a contrast reversal over

the end atoms, as is apparent from an en-

largement of a nine-atom chain (Fig. 1, C and

D) and from topography line profiles along

the chain (Fig. 1, E and F). At positive bias

the end atoms are hardly visible and the atoms

second from the end are enhanced, whereas

at negative bias the end atoms are enhanced.

Such a polarity contrast in STM indicates

an underlying difference in the DOS for the

empty and filled states near the ends of the

chains. On the end atoms, the DOS is trans-

ferred from the empty to the filled states.

The differential conductivity as measured

by STS provides a direct measure of the lo-

cal DOS at the tip position and thus allows a

detailed study of the electronic variation near

the ends of a chain. Figure 2 shows an exam-

ple for a seven-atom chain with spectra taken

beyond the end of the chain, over an end

atom, and on an interior atom. Beyond the end

of the chain, there is a clear gap with little

intensity near the Fermi energy (E
F
) (Fig. 2B,

green). The boundaries of the gap are consist-

ent with the measured valence-band maximum

for Si(553)-Au, –0.3 eV, from photoemission

(12) and the 1.1-eV band gap of Si. Over the

end atom, the differential conductance ex-

hibits a new peak at –0.75 V (Fig. 2B, red).

In contrast, the interior atom (Fig. 2B, blue)

has an additional peak at þ0.5 V inside the

band gap.

Spectroscopy along the chains further re-

vealed quantized electronic states that are

confined within the isolated chain segments.

An isolated atom displays a single state at

–0.75 V, which splits into two states at –0.75

and –0.45 V for a two-atom dimer (Fig. 2, C

and D). This split is the expected hybridiza-

tion for a dimer, although the splitting be-

tween the states is smaller than in previous

studies (9–11). To best distinguish the two

states, we compared spectra from the center

and edge of the dimer (Fig. 2D, red). At the

center, the state at –0.75 V is clearly seen but

the state at –0.45 V appears only as a shoulder.

Over the edge of the dimer, although the in-

tensity is low, the –0.75-V peak is absent and

allows clear resolution of the –0.45-V state.

In contrast, the three-atom chain exhibits

a new peak that is nearly 1 eV higher in en-

ergy and is confined to the central atom. This

apparent departure for the three-atom chain

is attributable to end states, which are char-

acteristic of chains three atoms or more in

length. The empty state 0.5 eV above E
F

lies

in the gap of the Si substrate (Fig. 2B), but

states below –0.3 eV are degenerate with the

Si bulk bands and are thus technically Bend

resonances,[ analogous to the distinction be-

tween states and resonances at surfaces of

bulk solids.

To elucidate these end effects, we per-

formed spectroscopy in a dense line of points

along three-, four-, and five-atom chains (Fig. 3,

D, F, and H). These conductance images are

formed from individual conductance spectra

like those in Fig. 2, B and D, taken at each

point along the atom chain. Each spectrum is

divided by a second-order polynomial, which

approximately removes the transmission func-

tion, to allow a more accurate comparison

with the theoretical DOS (22). This proce-

dure maps spatial variations in the DOS

along the chains (23). For example, the states

seen in the individual spectra for the three-

atom chain in Fig. 2D (blue) are mapped in

Fig. 3D. The state at þ0.5 V (blue circles in

Fig. 2D) appears as a dot that is localized to

the central atom (position 2 in Fig. 3D). In

contrast, the state at –0.7 V (blue triangles in

Fig. 2D) has the highest intensity over the

end atoms at positions 1 and 3, with lower

intensity in the middle. States in the upper

corners (90.8 V) are localized to the regions

Fig. 1. The effects of end states are visible by
comparing STM constant-current mode (0.1 nA)
images of the same area (8 by 19 nm) of Si(553)-
Au at positive and negative sample biases. The
chains appear shorter at þ0.5-V sample bias (A)
than at –1-V sample bias (B). The areas inside
the red boxes in (A) and (B) are expanded to
show an enlargement of a nine-atom chain in
(C) and (D), respectively, and line profiles of the
topography along the chain are compared with
a tight-binding model in (E) and (F). The end
atoms are barely visible at þ0.5 V [(C) and (E)]
but are enhanced at –1 V [(D) and (F)].

Fig. 2. On the left (A), an STM
topography image shows a seven-
atom chain with (B) selected
spectra taken in the region be-
yond the chain (green), over an
end atom (red), and over an atom
second from the end (blue). On
the right (C), an STM topography
image shows several chains ranging
in length from one to four atoms.
(D) Spectroscopy shows one state
for an isolated atom that splits
into two states for a dimer, as is
expected from the atomic hy-
bridization. The three-atom chain
shows a new positive state that
is much higher in energy and is
localized over the middle atom.
The image sizes are (A) 2 by 4 nm
and (C) 2.5 by 5 nm. The set point
voltages are –1.2 V for (A) and
(B) and –0.7 V for (C) and (D).
Spectroscopy curves are offset by 0.1 nS in (B) and 0.4 nS in (D) for ease of display and offset
baselines for each are also included.
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beyond the chain ends and are attributable to

either (i) the onset of the conduction band or

(ii) empty defect states. The apparent high

intensity beyond the ends of the chains is

misleading because of the marked inward

motion of the tip (91 )) that leads to an

exponential increase in the differential con-

ductivity (23).

To interpret the DOS, we use a tight-

binding model in which we consider the states

in the chains as atomic wave functions, approx-

imated as a Gaussian at each site, interacting

in one dimension. The hopping integral between

the wave functions leads to the formation of

hybridized states that are a mixture of the

atomic wave functions, similar to hybridized

states in a molecule. The resulting chain wave

functions and eigenenergies are parameterized

in terms of the hopping integrals and the bind-

ing energies at each atomic site, with the

hopping integrals determining the bandwidth

and the shape of the band for an infinite chain.

The advantage of the tight-binding approach

is that it allows differentiation of states at the

end atoms. By shifting the electron binding

energy on atoms at the ends of the chain rel-

ative to the interior atoms, we can model the

formation of end states.

A comparison of the DOS for a three-

atom chain from the tight-binding calculation

(Fig. 3, A, B, and C) and experiment (Fig. 3D)

provides the simplest demonstration of the

electronic end effects. First, consider the chain

without including the end states and with only

the nearest-neighbor hopping integral, t
1
0

–0.35 eV (Fig. 3A) (24). The electronic bind-

ing energy determines the energy zero, and

the result is similar to a particle in a simple-

square well potential with a tight-binding dis-

persion relation (11). The n 0 1, 2, and 3

quantum well states have evenly spaced en-

ergies and exhibit one, two, and three peaks

in the DOS along the chains, respectively. This

result contrasts with the experimental data,

which has only two resolved states with very

different topology (Fig. 3D). The empty states

are missing intensity over the end atoms,

whereas the filled states have high intensity

over the end atoms. Assuming the total DOS

at each atomic position is conserved, this re-

sult implies a transfer of DOS from the empty

to the filled states. Adding a large positive

second-nearest-neighbor hopping integral, t
2
0

0.2 eV, to the model effectively lowers the

energy of the n 0 2 state so it is nearly de-

generate with n 0 1 (Fig. 3B) but cannot ex-

plain the redistribution of DOS over the end

atoms. For Fig. 3C, we used different bind-

ing energies for the end and interior atoms

of –0.6 and 0.27 eV, respectively, with t
1
0

–0.19 eV and t
2
0 0.1 eV, which provides the

best agreement with the experimental data.

The n 0 1 and n 0 2 states are nearly de-

generate and have enhanced DOS over the

end atoms. The resulting redistribution of DOS

matches qualitatively the DOS in the exper-

iment and explains why only two states are

resolved (Fig. 3D). Thus, we can directly

attribute the redistribution of DOS to the elec-

tronic end effects. In an alternative represen-

tation, the transfer of DOS implies a transfer

of charge from the interior to the end atoms.

Spectroscopy of longer chains shows sim-

ilar end states, as is seen for four- and five-

atom chains (Fig. 3, E to H). In both cases,

the transfer of DOS over the end atoms is

similar to that for the three-atom chain, with

almost no intensity for the empty states and an

accumulation of intensity for the filled states

in the range of –0.6 to –0.8 V. Furthermore,

similar end states were formed for longer

chains (25). A tight-binding model with the

same few parameters provides a consistent,

semiquantitative description of the experi-

mental data for chain lengths ranging from

four to nine atoms (26). If the model is ex-

tended to a semi-infinite chain, the parameters

we derived, with binding energy shift e
1

– e
0
0

–0.33 eV at the end atom that is comparable to

the hopping integral t
1
0 –0.34 eV, are con-

sistent with the formation of a localized end

state (2). The inclusion of second-atom terms

in the binding energy shift suggests electronic

end effects that extend at least two atoms into

the chain. STM topography data from Fig. 1

reflect this assertion and show a clear en-

hancement of the second atom at positive

bias that corresponds to the increased binding

energy of the second atoms in the model (26).

Our spectroscopy measurements of finite

chains also show how end effects can lower

the energy of the filled states within the chains,

which suggests a possible driving force for

the formation of end states. For the four-atom

and five-atom chains, the lowest three states

are nearly degenerate in energy, with the end

effects providing a substantial energy savings

(0.4 eV for the filled states in the five-atom

chain) when compared with models in which

the end effects are omitted. Similar energy

savings for the filled states are calculated for

all of the chains studied. In contrast, this mech-

anism is not applicable to previously studied

chain systems of Au on NiAl(110) and Cu on

Cu(111), which have only empty states (9–11).

The formation of end states does not lower the

energy unless they are filled, possibly explain-

ing why a particle-in-a-box model was suf-

ficient in these previous studies. The formation

of end states provides a mechanism, in addi-

tion to the Peierls distortion (27), to lower the

total energy for 1D chains of finite length.

From the calculated DOS in the chains,

we can model the constant-current STM pro-

files along the chains and thus verify the ori-

gins of the end effects seen at different bias

voltages in Fig. 1. Figure 1, E and F, com-

pares calculated and experimental profiles

along a nine-atom chain for tunneling into

the empty and filled states. The model uses

the calculated DOS with the aforementioned

parameters (26) along with a transmission

function that describes the decay of the wave

functions into the vacuum. We further assume

a constant DOS for the tip and neglect tip

convolution effects. The calculated constant-

current profiles exhibit pronounced dips be-

tween atoms that are much weaker in the

experiment because of the finite size of the tip.

Nevertheless, the relative heights at the atomic

position (filled circles in Fig. 1, E and F) are in

fair agreement with the experiment, especially

considering the simplicity of the model.

Fig. 3. Tight-binding calculations of the DOS and experimental differential conductance mea-
surements as a function of bias voltage and position along the chain for three-, four- and five-
atom chains. The magnitude of the differential conductance is represented on a rainbow color
scale, with red as high intensity and blue as low intensity, and plotted as a function of position on
the x axis and sample bias on the y axis. For the three-atom chain, different tight-binding
parameters are tested (A to C) and are compared with an experimental dI/dV measurement taken
with a constant-current set point (D). Only the model that includes end states (C) agrees with the
experiment. The presence of end states is confirmed by extending the model to (E) four-atom and
(G) five-atom chains, providing good agreement with the experimental dI/dV measurements in (F)
and (H), respectively. The distance along the chains is measured in units of the Si lattice spacing
along the chain direction (3.84 Å).
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Photic Zone Euxinia During
the Permian-Triassic
Superanoxic Event

Kliti Grice,1* Changqun Cao,2 Gordon D. Love,3

Michael E. Böttcher,4 Richard J. Twitchett,5

Emmanuelle Grosjean,3 Roger E. Summons,3

Steven C. Turgeon,6 William Dunning,1 Yugan Jin2

Carbon and sulfur isotopic data, together with biomarker and iron speciation
analyses of the Hovea-3 core that was drilled in the Perth Basin, Western
Australia, indicate that euxinic conditions prevailed in the paleowater column
during the Permian-Triassic superanoxic event. Biomarkers diagnostic for
anoxygenic photosynthesis by Chlorobiaceae are particularly abundant at the
boundary and into the Early Triassic. Similar conditions prevailed in the
contemporaneous seas off South China. Our evidence for widespread photic-
zone euxinic conditions suggests that sulfide toxicity was a driver of the
extinction and a factor in the protracted recovery.

The most severe extinction of the past 500

million years occurred in the Late Permian

(1, 2). The biotic crisis was accompanied by

an oceanic anoxic event (OAE) that may

have lasted up to 8 million years. Although

different authors report various anoxic inter-

vals, the most severe conditions persisted

during the first 1 to 3 million years (3, 4).

Anoxia has been proposed to have had a

major role in driving the extinction (5, 6);

surface outcropping of sulfidic waters and

emissions of hydrogen sulfide to the atmo-

sphere provide a kill mechanism that might

account for the terrestrial and marine extinc-

tions (7).

In anoxic zones of modern-day stratified

lakes or restricted marine environments (e.g.,

the Black Sea and Antarctic fjords), con-

ditions are favorable for bacterial reduction

of sulfate to sulfide (e.g., 8). Chlorobiaceae

(green sulfur bacteria) are typical of these

environments in which hydrogen sulfide

extends into the photic zone, where it serves

as the electron donor required for anoxy-

genic photosynthesis. Chlorobiaceae use a

distinct assemblage of light-harvesting pig-

ments comprising bacteriochlorophylls c, d,

and e and the carotenoids isorenieratene and

chlorobactene. Identification of these com-

pounds, or their diagenetic alteration pro-

ducts, in sediments provides unequivocal

evidence for photic zone euxinic (PZE) con-

ditions in the past (e.g., 9–12).

Here, we use carbon and sulfur isotopic

data and biomarker and iron speciation

analyses in a drill core (Hovea-3) from the

onshore Perth Basin, Western Australia (13),

to establish the redox conditions in the

water column of the southern Tethys Ocean

during the Permian-Triassic (P-T) super-

anoxic event. Biomarkers diagnostic for an-

oxygenic photosynthesis by Chlorobiaceae

were identified in P-T boundary sediments

of the organic-matter (OM)–rich Hovea-3

core and in coeval samples from the OM-

lean Meishan-1, a new core drilled at the type

section of Meishan, South China (fig. S1);

these biomarkers demonstrate that waters

of the Tethys Ocean were periodically eux-

inic in the photic zone during and after the

extinction event.

Changhsingian and Griesbachian sedi-

ment samples of Hovea-3 (1960- to 1995-m

depth) contain C
18

and C
19

aryl isoprenoids

(Figs. 1A and 2A), and the Griesbachian

sediments contain isorenieratane, the C
40

parent hydrocarbon (Figs. 1A and 2B and

fig. S2). Highly specific bacteriochlorophylls

can also give rise to distinctive maleimides

(9). Methyl iso-butyl maleimide was identi-

fied in the polar fractions Esee (13) for

separation of maleimides^. The highest con-

centrations of all these pigment derivatives

are preserved in the Griesbachian, reflecting

high green sulfur bacterial activity and, thus,

PZE conditions. Isorenieratane and aryl

isoprenoids (including low pristane/phytane

ratios) also occur in the latest Changhsingian

and earliest Induan (Griesbachian) sediments

(beds 22 to 27) of the global boundary strato-

type section and point (GSSP) at Meishan,

South China, which suggests that PZE condi-

tions were widespread (Fig. 1B and Fig. 3).

Although the above data provide evi-

dence for PZE during the P-T transition, the

presence of benthic epifaunal macroinverte-

brates such as Claraia and spirorbids dem-

1Curtin University of Technology, Perth, Australia.
2Nanjing Institute of Geology and Palaeontology,
Nanjing, China. 3Massachusetts Institute of Technol-
ogy, Cambridge, MA 02139, USA. 4Max Planck
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