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Abstract 

The emergence of social networks and the vast amount of data that they contain about 

their users make them a valuable source for personal information about users for 

recommender systems. In this paper we investigate the feasibility and effectiveness of 

utilizing existing available data from social networks for the recommendation process, 

specifically from Facebook. The data may replace or enrich explicit user ratings.  We 

extract from Facebook content published by users on their personal pages about their 

favorite items and preferences in the domain of recommendation, and data about 

preferences related to other domains to allow cross- domain recommendation. We 

study several methods for integrating Facebook data with the recommendation 

process and compare the performance of these methods with that of traditional 

collaborative filtering that utilizes user ratings. In a field study that we conducted, 

recommendations obtained using Facebook data were tested and compared for 95 

subjects and their crawled Facebook friends.  Encouraging results show that when 

data is sparse or not available for a new user, recommendation results relying solely 

on Facebook data are at least equally as accurate as results obtained from user ratings. 

The experimental study also indicates that enriching sparse rating data by adding 

Facebook data can significantly improve results. Moreover, our findings highlight the 

benefits of utilizing cross domain Facebook data to achieve improvement in 

recommendation performance.  
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1. Introduction 

Recommender systems typically aim at predicting the rating or rank of relevancy of 

items that a user has not seen and recommend items best-suited to the active user. 

Recommender systems that are based on collaborative filtering (CF), which is the 

most commonly used technique for recommender systems, (Ricci et al., 2011), 

recommend items to the user that were considered relevant by other similar users 

(Adomavicius and Tuzhilin, 2005). Similarity between users is typically measured by 

common items they rated. Hence, the accuracy of collaborative filtering-based 

methods heavily depends on user willingness to rate items. However, since providing 

ratings while using a system interferes the users' regular activities and requires extra 

effort from them, users tend not to provide ratings. In addition, in many systems there 

are much more items than users that usually rate only a very small portion of the 

items.                                                                                                                                                                                                                                          

The result is the well-known sparsity problem that many collaborative filtering (CF) 

based recommender systems experience.  Sparsity is defined as the ratio between the 

actual ratings and the potential ratings and common sparsity values in commercial 

applications (e.g. Netflix) reach more than 95%.  Although many studies suggest 

different methods to overcome or reduce data sparseness (e.g., Yildirim and 

Krishnamoorthy ,2008; Huang and Gong 2008, Lekakos and Giaglis, 2007) it is still a 

major challenge for CF- based recommender systems. Another, known challenge for 

recommender systems is the cold-start problem (Resnick & Varian 1997, Ricci et al., 

2011). Most CF-based systems cannot provide personalized recommendations until a 

user performs some activities that can be used to generate her initial profile.  

One method to overcome sparsity and cold start is to obtain information from 

alternative external sources that can substitute or complement missing rating data to 

enable accurate recommendations. Due to the popularity of social networks and the 

vast amount of personal data they hold, social networks could be used as valuable 

external sources. Indeed, recent numerous studies (e.g., Groh et. Al., 2007; Guy et al. 

2009, Said et al., 2010 ) have shown that integrating data from  social networks to the 

recommendation process contributes to the quality of recommendations in certain 

situations.  In this paper we focus on the Facebook social network that is currently the 

most popular social network. At the year 2012,  Facebook has  almost 850 million 
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registered users and keeps growing
1
. We present empirical evidence to the 

effectiveness of obtaining and utilizing information that exists in Facebook. 

Specifically, we focused on the potential of utilizing relevant content from the user 

Facebook profile that is related to the recommended domain as well as data from 

other domains that are available on the profile, to allow cross domain 

recommendation. All this information can be implicitly inferred and available for the 

system without interfering the users' activities or depending on their good will.   

For a remedy to the cold start problem a system may collect information about a new 

user in a domain from her Facebook page and generate an initial user profile by 

extracting data relevant to the specific domain (if such information exists), or data 

related to other domains, as well as utilizing information about the behavior and 

preferences of the new user’s friends. 

We present results from a user study that compared the quality of recommendations 

obtained when using traditional rating information with results when using Facebook 

data. The findings have important implications on recommender systems practice due 

to the availability and rise of Facebook and other alike social networks that contain 

such (public) data on one hand, and the difficulties of recommender systems to obtain 

users explicit feedback on the other hand. Our findings show that on some situations, 

information obtained from Facebook can substitute explicit rating and achieve not 

only competitive results to parallel explicit ratings but rather be superior. This result 

might intuitively be explained by the fact that the data that the user chooses to publish 

on her personal pages is more indicative to her interest then feedback that she 

provides to items that a system chooses for her. 

We implement and apply various prediction algorithms that utilize available data  

from Facebook. Results are compared with two baseline CF algorithms (enhanced CF 

k-NN and SVD) that are based on explicit rating data that was collected specifically 

for this research from the same Facebook users. We also explore the effect of 

combining both types of data (Facebook and ratings) when such data is available. 

                                                 

1 www.facebook.com/press/info.php?statistics 
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It is important to highlight the differences between Facebook data and rating data. 

Rating data is explicitly provided by the user as feedback for recommendations while 

Facebook data is derived from the user's published page. The explicit ratings present 

the user's selection from among the items that were recommended to her; Facebook 

reveals the user's favorite items from the items she is familiar with and decides to 

publish in her personal page. Intuitively this seems to be a stronger indication of user 

preferences than ratings that are a response to items that a system selects for the user.  

As explained in Yifan et al. (2008), ratings are usually defined in a specific range 

(e.g., 1-5) where the lowest rank indicating that the user does not like the item and the 

highest rank favoring of the item. Facebook data is unary and the user just indicates 

her interest in an item by mentioning it on her page, (there is no explicit numeric 

indication of high, low or negative favoring of items). Ratings are indeed more 

specific than an unary indication of  user's preferences, but besides the burden they 

put on the users, rating are known to be noisy (Amatrian et al., 2009) since users are 

not consistent in providing their ratings. In addition, recent studies (e.g., Koren & Sill 

2011) argue that numerical ratings may not reflect the user intentions well. Different 

users tend to have different internal scales with different distances between the scales, 

however, when analyzed the differences are     considered equally. .  

The unary characteristic of Facebook data might put constraints on the accuracy of the 

prediction algorithm since the input is less specific and requires some analysis before 

it can be used due to the free style of publishing information on Facebook. However, 

given the non-interfering implicit feedback acquisition method, on one hand, and the 

problematic of the ratings on the other hand it seems reasonable to consider 

substitution or enrichment of the ratings with Facebook data when applicable. Our 

results indeed support this intuition.   

Facebook data is also broader in scope than explicit ratings within a recommender 

system, since it relates to several domains (e.g., music, TV shows, actors, etc.) and 

might thus provide better indications for the user profile than the common single 

domain rating data  (e.g., Netflix).  In this paper we explore the effect of these 

properties (along with other specific properties of the current data) on 

recommendations results. 
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Recent studies, which extract data from social networks, have focused mainly on the 

user’s social ties in attempt to compute similarity between users   (e.g., Victor et al., 

2011, Massa & Avessani 2007, Ma et al., 2011, Guy et al., 2009).  We, however, 

empirically explore the Facebook network and focus not on extracting similarity 

between users based on their social ties, but rather on extracting users' published 

content (preferences) from their Facebook accounts. The extraction is performed for 

content related to the domain of recommendation and for other relevant domains and 

thus demonstrates also the effectiveness of cross-domain recommendation. We show 

that it is possible to avoid completely the need of collecting ratings from users if 

Facebook data is extracted.  We experiment the effect of such a replacement on the 

quality of recommendations by a unique user study that acquired both, rating data and 

Faceook data for the same users. In addition, our study is the first to utilize and 

empirically examine cross-domain information from a social network (and especially 

Facebook) for the purpose of recommending a specific domain. Recent studies 

examined the effect of cross-domain information on recommendation results 

(Bekovsky at al., 2007, 2008;  Yang and Xu 2009b), but most of them were not tested 

on real world cross-domain data with overlapping users but rather on data that was 

artificially divided into domains. Accordingly, we were able to test our cross-domain 

methods on different domain pairs in order to investigate the effect of domain and 

dataset features on results.  

The contributions of this study are twofold: 

- We show that Facebook data can replace or enrich explicit ratings for obtaining at 

least comparable recommendation results.  

-  We empirically define the scenarios and conditions on which cross domain data 

derived from Facebook personal pages can be beneficial for recommending items for 

one domain.    

The rest of the paper is organized as follows: Section 2 describes related studies; 

section 3 de scribes in detail the research questions examined and section 4 presents 

the methods we developed to utilize Facebook data for recommendations. Section 5 

details our experiments, results and discusses their significance, while section 6 
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describes additional experiments exploring cross domain issues. Finally section 7 

concludes and highlights limitations and further studies. 

2. Related work 

2.1 Extraction and exploitation of users' data from social networks 

A recent trend in the recommendation system research is to examine methods for 

integrating social related information from social networks into the recommendation 

process aiming at improving recommendation results. Many of these studies (e.g., 

Victor et al., 2011., Yuan et al., 2010, Massa & Avensi 2007, Golbeck & Hendler, 

2006, Guy at al., 2007, Bourke at al., 2011, Groh et al., 2012, Spertus et al., 2005) 

focus on leveraging the social graph i.e., the information about the social ties between 

users in social networks in order to improve recommendations. This is done by 

enhancing the similarity computation, or by inferring trust between users, assuming 

that users would prefer recommendations from people they trust. These studies 

suggest various methods to incorporate trust into the recommendation process. For 

example, Golbeck (2006) selected only raters with the highest trust values for the 

similarity computations, while (Massa & Avesani, 2007) base their similarity 

measures on the level of trust between users. Other systems use friendship rather than 

trust, for example (Guy et al , 2009, Liu et al., 2010). (Guy et al., 2009) coin a new 

term: "familiarity" that is extracted from users' relations and activities on social 

networks and show that recommendation of software items based on a familiarity 

network is more effective than the recommendation based on the collaborative 

similarity between users.  

In the current study we do not aim at showing that utilizing the social relations 

between users as a source of information improves recommendations, (as it is a well-

known finding already), but rather we make use of the content that users publish and 

vote on in their Facebook pages to derive their preferences. We use the social 

relations only as a tool for crawling the network and reach additional users.  

Recent studies (Yifan et al., 2008,  Koren et al., 2009, Koren 2011) derived users 

preference data from her behavior on e-commerce sites, such as purchase information, 

to replace explicit rating for recommender systems. Results show that it is feasible to 

utilize such data for recommendations. The e-commerce behavior data is similar to 
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Facebook voting information. For example, (Ben-Shimon et al., 2007) utilized data 

from a defined social network of a media application to derive the users' interest, and 

(Das et al., 2007) uses users clicks on a link as indication for their interest in the news 

item that it represents. Some other studies (e.g. Kumar et al., 2008, Hayes et al., 2007) 

exploit users' tags to infer their level of interest in items they tag.  .  

Amer-Yahia et al (2009) suggested a theoretical logical architecture that is aimed at 

managing and discovering content from social sites and network considering the 

content as well as the social relations. However, the framework was not yet 

implemented or tested for enhancing recommender systems.    

Another approach that integrates content from social networks into the recommender 

process is presented by (Wang et al., 2010). In their SocConect project, they 

recommend users and activities to social networks members, blending information 

from the various social networks that the user is registered to. However, their system 

includes an explicit rating mechanism where the user is asked to provide explicit 

feedback for the recommended activities by annotating them (and by providing 

like/dislike indications). This approach is quite different from ours which utilizes data 

that is available anyway and does not involve asking the user to explicitly provide 

data for the recommendation process. In SoNARS (Carmagnola et al., 2009), the 

authors infer data regarding the level of a user's interest in an item from a social 

network by analyzing the behavior of other users with the candidate item. The score 

of relevance of an item for a user is measured by her friend's activity on the item and 

the degree of friendship between the user and that friend. The degree of friendship is 

based on psychological analysis of users' social behavior on a social network. The 

study that is presented in this paper  suggests a much simpler method to derive the 

user's interest in an item by inferring the user's own opinion from her published 

content without the need of computing friendships. 

A recent work by (Ma et al., 2011) extracts preferences data as well as friendship 

from the user's social network. While this work is similar to ours in the idea of 

extracting preference data from the network, they extract explicit rating information 

(by using  epinions (www.epinions.com) and Duban (www.duban.com) that contain 

explicit ratings on items), while we infer the user's interests from the user's published 

content as indication of their preferences rather than ratings. In addition, they use 

http://www.duban.com/
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preference information only in the domain of recommendation rather than preferences 

of user in other domains, as we do, to allow cross-domain recommendations. 

Regarding the extraction of information specifically from Facebook to improve 

recommender systems, we were able to identify very few studies that actually dealt 

with Facebook data for that aspect. One is the study by (Bourke et al., 2011) that 

conducted a user study with 82 participants using a Facebook application to 

recommend items to users while leveraging the social graph focusing on different 

methods to form the neighborhood.  Unlike our study that used Facebook data to infer 

user preferences from her published content, Bourke et al. follow the line of study that 

utilizes the social graph for the formation of the user neighborhood for accurate 

computation of the similarity between users. Another system that used Facebook as a 

test bed for experiments is SoNARS (Carmagnola et al., 2009) that was mentioned 

above. SoNARS recommends Facebook groups to Facebook users based on the 

preferences of the users' friends that are inferred according to their activities on the 

groups. The recommendation algorithm considers the strength of the relations 

between users that is defined by utilizing psychological theories, and is based on the 

nature of interaction between users. Our method for recommendation with Facebook 

data is much simpler and easy to implement as it infers user interest in an item only 

from the user's own published content. In addition, we also apply cross domain data 

that can be useful when data in the required domain is missing.  

Yet another recommender system that used Facebook data is a Facebook application 

for news items recommendation developed by (Agrawal at al., 2009). This system is 

not personalized for users but for communities and makes use of users' explicit rating 

as well as click through data on recommended items. The system does not extract 

information from the users' profile as is done in our study but rather uses the feedback 

gathered within the application.  

 

2.2 Cross Domain recommendations 

 Cross-domain recommendations are gaining popularity due to the growth of available 

cross-domain data in social networks and in e-commerce sites that sell different types 

of items of many domains and wish to prevent the need for users to provide separate 

feedback for every domain they purchase from. In addition, cross-domain 
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recommender systems may adhere to results in marketing research (e.g., Lariviere  et 

al., 2004) that highlight the effectiveness of promoting products from different 

domains to a user if they fit her buying patterns. For example, some users tend to buy 

trendy, expensive, cheap, or popular products across all domains. In addition, cross-

domain recommendations may increase the diversity of products that a user can 

receive and might increase revenue.  

Some recent studies propose several techniques for cross-domain recommenders when 

certain conditions apply. For example, Winoto and Tang (2008) examine the 

relatedness of domains while others aim at constructing a unified user model across 

domains (Berkovsky et al., 2007, 2008; Tsunoda & Hoshino, 2008) while tackling the 

user model interoperability challenge (Carmagnola et al., 2011). Interoperability 

refers to the ability of identifying and using user's data across applications despite 

differences in the data formats, or languages used, or any other difference.  

Another line of research applies machine learning methods, specifically, transfer 

learning, to enable cross-domain applications that do not depend on the existence of 

overlapping users between domains (Li et al, 2009; Cao et al., 2010).  Initial results 

reported by these studies reveal the potential for improvement and the challenge of 

using cross-domain data for recommendation. However, most of the studies 

mentioned above conducted experiments with no real cross-domain data. For 

example, Berkovsky et al. (2008) used the EachMovie dataset that was partitioned to 

artificial domains by genres due to lack of cross-domain data. (Li et al. 2009; Cao et 

al., 2010); (Shi et al., 2011) performed limited experiments with data from two 

domains. However, they assumed that there were no overlapping users between 

domains (or at least their identities across domains were not known).  (Li et al. 2009; 

Cao et al., 2010) used sophisticated transfer learning rather than simple aggregations 

of ratings while others (e.g., Shi et al., 2011) tried to identify users across different 

systems, for example by assuming that users assign tags to items and look for mutual 

tags between domains.  

For social network data this assumption is not necessary since a user reveals her 

information in many domains, thus, overlapping between domains is known 

information that should be utilized and the user model interoperability challenge is 
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actually avoided. Our study is the first to test the cross-domain effect on real cross-

domain data with overlapping users and to examine the effect of different parameters 

of the dataset on recommendation results. 

 

3. Research questions 

Our study empirically investigated the following research questions: 

1. The feasibility and effectiveness of utilizing available preference data from 

Facebook to replace or complement rating data. To investigate this issue 

we compared results obtained by collaborative filtering (CF) of rating data 

with those obtained using data about the users preferences derived from 

Facebook accounts.  

2. The effect of using cross-domain preferences crawled from a social 

network to recommend items in a single target domain. The users' 

preferences data from various domains (TV shows, musicians, movies, 

etc.) that is available on the network is used to analyze effects of cross-

domain data on recommendation results for specific domain pairs. We also 

investigate the influence of several dataset characteristics on accuracy of 

results. 

The main motivations for the above goals are: (a) to take advantage of data that is 

freely available on social networks as a means of tackling the problems of users who 

do not cooperate in providing ratings and as a means to enrich the user profile;  (b) to 

address the sparsity and cold-start problems that are common in CF-based 

recommenders by utilizing data from the networks in the domain of recommendation 

or from other domains to enrich sparse data or to build an initial user profile for cold 

start scenarios.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                              

Facebook and other social networks are gaining  popularity (at April 2012  Facebook 

numbered  almost 850,000,000 users
2
). Thus, the data aggregated in social networks 

like Facebook can be leveraged for recommender systems or any other personalization 

                                                 

2
 www.facebook.com/press/info.php?statistics 
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systems that requires knowledge about users. In social networks like Facebook, users 

reveal considerable information about their preferences, feelings, activities, etc.  This 

information can be very valuable in determining the actual needs and preferences of 

users.  

4. Recommendation strategies 

Table 1 summarizes the recommendation strategies examined in this paper. We 

included strategies that make use of different types of Facebook data and considered 

various methods of utilizing the data. We compared the results with two baseline state 

of the art collaborative filtering algorithms, the first is an improved version of the 

basic k-NN method and the other is an SVD based method. Following is a detailed 

description of the recommendation strategies. First we detail the baseline methods, 

then, the methods that use Facebook mentions about movies followed by methods that 

use cross domain mentions . 
3
 

Baseline – CF-NN  

This technique is used as one of our baseline methods for comparison. The common 

CF user-based recommender method that uses the k most similar users to an active 

user (k-Nearest Neighbors or k-NN ). Similarity weight Wau, between the active user 

a and any other user u, is based on Pearson correlation coefficient (presented on 

equation 1) between the vectors of their mutual rated items (C
+
)  (Adomavicius, and 

Tuzhilin, 2005).  

(1) 

    
∑         ̅         ̅    

√∑         ̅          ̅     

 

 

where      denotes the rating of user u to item i and  ̅   the mean ratings of user u. 

                                                 

3
 Exact details about the nature of collected data is presented on section 5.1 where the  

experiments and the data collection procedures are described. 
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The prediction of a rating of an item for a user, as defined by the equation 2, is based 

on the ratings of her neighbors (R
+
) to the items, where the degree of similarity 

between users (wa,u) defines their effect on the prediction based for example on the 

Pearson correlation coefficient between their ratings. We used a maximal number of 

50 neighbors and considered only neighbors with similarity weight >0.5. 

(2)  

      ̅   
∑     (      ̅  )     

∑          

 

 

In order to improve the predictive performance, we have modified the simple k-NN to 

include 

 

A. Significance weighting (Herlocker et al., 1999) that helps to reduce the influence of 

nearest neighbors whose similarity weights are computed based only a few 

available ratings to common items. In particular we replace the computed 

weighting with: 

 

(3)       
  

       ua II   

 
     

 

where Iu represents the subset of items that have been rated by user u. Following 

(Herlocker et al., 1999) we are using      

 

B. Shrinkage to the mean (Bohnert and Zukerman, 2009) that is known to improve the 

accuracy of the estimated ratings. The predicted rating is revised as: 

(4)   ̂     ̃  
          ̃  

   

where   [   ] is a parameter whose value should be determined using a cross-

validation approach. In our case we used the value      .   ̃  
 

 indicates the baseline 

rating prediction for user a and item i by averaging of the deviations from the users’ 

means: 
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(5)   ̃  
   ̅   

∑ (      ̅  )    
 

|  |
 

 

where the notation Ui indicates the subset of users that have rated an item i. 

Baseline- SVD  

Singular value decomposition (SVD) CF methods transform users and items to a joint 

latent factor space. SVD has recently become the method of choice when the main 

task is to predict user's ratings. Therefore we use it as another baseline method for 

comparison.  In this paper we adopt the SVD implementation proposed by (Koren and 

Bell, 2011), which solves the regularized least squares error problem using a 

stochastic gradient descent procedure (see Section 5.3.1 in (Koren and Bell, 2011) for 

a detailed description of the method). In particular the predicted rating is provided by: 

(6)        ̅           
    

where  ̅   indicates the overall average rating. The parameters ba and bi indicate the 

observed deviations from the average of user a and item i, respectively. The vectors 

         respectively measure the extent to which the user or item relate to each 

one of the f latent factors. 

Preliminary experiments showed that setting the number of latent factors to five (f=5) 

provides the best results. It should be noted that because our dataset is relatively small 

(95 users and 150 items) using additional latent factors did not improve results, due to 

over fitting the training data. Hence, by adding additional latent factors, the mean 

squared error on the training set continues to drop while the mean squared error on the 

test set increases. Our dataset is relatively small. Therefore using a complicated model 

(with many latent factors) can very easily overfit the training data, i.e. having good 

predictive performance on the training set but very poor performance on the test set. 

This correlation between small training set and overfitting has been analyzed in the 

past (see for example Karystinos and Pados, 2000). 
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Methods that use Facebook mentions related to the domain of recommendation : 

Facebook data on the recommended domain - k-NN   

Similarity between users is computed using related data to the domain of 

recommendation (movie) from collected Facebook preferences. We used Jaccard 

similarity (Equation 7) to compute the similarity instead of Pearson correlation since 

Facebook ratings are in unary form, and no ratings are available. Thus the similarity 

between two users, a and u, is defined as the mutual preferences normalized by the 

number of their aggregated preferences (Candillier et al., 2008). This method attempts 

to use only Facebook data and does  not involve any numeric rating provided by the 

user. 

(7)             
ua

ua

ua
II

II
w




,                                                                                                                                                                                                                                                                                                                                                                                                                                       

where Iu represents the subset of items that have been found in the Facebook profile of 

user u. The system returns all movies that are published by the users' friends with 

similarity above 0.5 (set empirically).   

Facebook Popularity 

This method uses only Facebook data. Popularity recommendations are regarded as 

offering a possible remedy for new user situations in CF (Al Mamunur et al., 2002), 

i.e., situations where no data about a user is available.  In rating-related systems, 

popular items are usually determined as the top-rated items. The Facebook popularity 

method simply lists the top-mentioned user preference items in the Facebook profiles. 

In this paper, the recommended list consists of the top 20% popular items.  

 

Methods that utilize Cross domain data 

Facebook Cross-domain data 

This method utilizes also only Facebook data. Here, for similarity we use Facebook 

preferences from all domains (movies, TV shows, and music items). Then, we use the 

Facebook preferences related to recommended domain (movie) to generate rating 

predictions for movies based on preferences of users that are similar to the active user 

in all domains. We combine the information from all domains and generate a new 

user/item voting matrix that includes items from all domains. We then compute the 
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similarity using Jaccard similarity (equation 7). We return movie related items that are 

mentioned by users that were found similar to the active user (similarity >0.5).  Since 

movie related preferences are too sparse (only 5% of the users bother to reveal their 

movie related preferences), cross-domain preferences using related Facebook data 

might improve results by adding more data to the similarity process. 

 

Facebook Cross-Domain data for similarity and rating for prediction 

This method enriches the ratings with Facebook data. The similarity between users is 

computed using cross-domain Facebook preferences (movies, TV shows, and music 

items) using Jaccrd similarity on the combined user/item matrix from all domains. 

The prediction of the preference of items is computed based on the user's explicit 

ratings. This method examines a possible combination between ratings and Facebook 

data when ratings are too sparse to determine accurate similarities between users in 

one domain. Preference data from other domains is added to form a combined data 

rating matrix to compute the similarity between users, so that the list of items in the 

rating matrix is larger containing items from all domains. 

 

On Table 1 we list for each strategy its main objective.  The strategies are categorized 

by the motivation of their application. Two strategies are Baseline for comparison 

(Collaborative filtering and SVD), three others aim at replacing the ratings (as a 

remedy for the cold start and sparsity challenges, and for better usability of systems), 

while the last method aim at enriching the ratings with additional complementary data 

from Facebook.    

Most recommendation strategies that we include consist of two phases: the similarity 

computation (i.e., identifying the active users closest friends), and the prediction.  

Each of these phases can use different data as input that is listed on the Table as well 

as the method that is used to operate the phase.  
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Table 1: Summary of recommendation strategies 

Motivation Algorithm 
Input for 

similarity 

Similarity  

Computation 

method 

Prediction  

input 

Prediction 

method 

Baseline 

 

Baseline-CF-

NN 
Ratings equation 3 Ratings 

equation 4 

Baseline-SVD Ratings N/R Ratings equation 6 

Rating 

Replacement 

 

Facebook-data 

on the 

recommended 

domain 

(movies) 

Facebook 

mentions of 

movies 

Jaccard 

similarity 

Facebook 

mentions on 

movies 

Return all 

items 

suggested 

by users 

with  

similarity>0

.5 

Facebook 

data-   

Popularity 

Facebook 

mentions on 

movies 

N/R 
Facebook 

mentions 

Return top 

20% of 

popular 

items 

Facebook data  

Cross –domain  

Facebook 

mentions in 

all relevant 

domains 

Jaccard 

similarity 

Facebook 

mentions 

Return all 

items 

suggested 

by users 

with  

similarity>0

.5 

Rating 

enrichment 

using 

Facebook 

data 

Facebook data 

cross –domain  

and ratings 

Facebook 

mentions 

Pearson 

correlation 

Ratings 

 

Equation 4 

 

 

5. Experiments and results  

5.1 Data  

Data collections consisted of two separate procedures. The participants of the first 

procedure were 95 students at the Faculty of Engineering at Ben-Gurion University in 

Israel in their third and fourth year of study.  

During the first collection procedure, we collected explicit user ratings on 170 popular 

movies via a specially developed Web form. The movies were selected based on lists 

of popular movie that were published in popular movies sites. The participants were 

asked to rank 150 popular movies (on a scale 1-5).  The value "1" meant "do not like 

the movie"; and the value "5" meant "love the movie". The participant could also 

indicate "0" meaning that she is "not familiar with the movie", which indicate that no 
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rating is provided.  On average, each user rated 80 movies, and each movie was rated 

by 55 users (sparsity was 65%).  

During the second data collection procedure, we developed a crawler that crawled the 

participants' accounts and was able to obtain data from user profiles about the user 

preferences of music items, TV series and movies, and about the users' first and 

second degree friends. The participants on this data collection phase were the same 

users that participated in the rating procedure. These users agreed to install the 

application in their Facebook accounts. Seventy five out of the ninety-five students 

participants in the rating procedure owned Facebook accounts (as of March 2010 

when the collection took place). These participants actually formed the seeds for the 

crawl. Thus, we were able to access their first and second degree friends. It should be 

noted that on the time the described experiment was conducted users tended to have 

less friends than it is expected nowadays. In particular, in our experiment the users 

had on average 84.3 direct friends (standard deviation of 51, min value of 9, max 

value of 245).  

Our crawler implemented breadth-first crawling in which we first access the profiles 

of the direct friend and only then the second degree friends (FOAF -friends of a 

friend). We limited our crawling to the first 160 crawled profiles for each user in 

order to ensure that crawling time will not exceed 5 minutes as promised to the 

participants when they agree to join the experiment, and to comply with Facebook’s 

automated data collection terms which limit the number of pages that can be 

downloaded per minute. Due to these constraints the average number of indirect 

friends was 56.8 and a standard deviation of 55.2.  

For each user we collected information from up to their 160 friends (first and 

seconddegree friends). Altogether we obtained data from a social sub-network which 

includes 7700 profiles (nodes) and 10,000 friendship ties (edges), where 550 ties are 

between the original 75 participants. Based on the above network characteristics we 

can derive the graph density which is defined as the ratio of the number of actual 

edges and the number of maximum possible edges in the graph. For our dataset the 

graph density is 3.4 x 10-4 which is in the same order of other social networks that 

were analyzed in the literature (see for example (Yang et al. 2012)).We also have data 
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about 750 different movies, 4600 music items and 650 TV series. We found that only 

5% of the users revealed information about their movie preferences, while 30% of the 

users revealed information about TV series and music items they liked. Thus, the 

sparsity for the movies domain was 0.9948.  

Since Facebook data is generated by users with no control on the quality or the format 

and structure of the content, an accurate extraction of positive mentioning of preferred 

items requires a sophisticated application that will apply methods such as sentiment 

analysis to identify positive mentioning, sophisticated stemming and spell checking in 

order to identify variations and errors for the titles of movies. As our goal in this 

research was not to develop methods for the analysis and extraction of Facebook data, 

we avoided this problem by collecting all information to a Database that included a lot 

of "garbage" and duplicate information.  For example, a user could indicate a movie 

in her fan page and write something about the same movie in her status page).  We 

applied simple heuristics, namely simple n-gram, to identify duplicates and spelling 

errors. We then used a controlled manual process on the results and "cleaned" 

duplicates and noise leaving only the relevant information, i.e. titles of movies, music 

items, and names of TV series. For simplicity we considered similarly one or multiple 

mentions of an item, as a positive indication without applying any weighting scheme.   

To extract information about user preferences for the above domains (movies, music 

items and TV series), we looked at the following information from the users' 

accounts: the information in her profile; pages that the user declared as being a fan of 

(Facebook had the fan option back in 2010 but does not have this feature today); and 

links that the user published that contained relevant keywords. For example we looked 

for known titles of movies or music items that were in our set of movies. We looked 

for keywords like "movie" and semantic related keywords such as film, actor, director 

etc. In addition, we examined statuses and updates that a user published and that 

contained relevant keywords.  

The set of semantically related keywords were set and adjusted manually, as well as  

the results of the analysis that were controlled manually.  The outcome of this process  

was for each user a set of preferred items in the domains of interest (i.e., movies, 

music, TV) that was aggregated to a special database that we prepared.   
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To test our results we applied repeated random cross-validation. Splitting the data 

randomly to 80% training and 20% test sets for each set of user ratings, we ran 10 

iterations of each algorithm, finally averaging the results for analysis.  

 

5.2 Metrics 

 

We applied the following accuracy measures to evaluate results, precision, mean 

average precision, R-precision and mean absolute error (MAE). We also measured 

recall (which is actually catalog coverage) to evaluate the ability of the system to find 

all relevant items. (Shany & Gunawardana 2011).  

Precision in our context is defined as the number of relevant items that were 

recommended to a user from among the recommended items (sometime referred in 

this context as hit set). For the rating data, we considered as relevant any item that 

was rated or given a rate of 4 or above (Herlocker 2004, Dahlen et al. 1998). Precision 

could be computed for all methods that we examined. 

Mean Average Precision (MAP) (Herlocker et al., 2004) measures the accuracy of 

returned results and their ordering (ranking) compared to the users stated preferences, 

such that relevant items returned higher on the list result in higher MAP  : 

 

where:  

N – is the number of relevant recommendations; 

 

  
 – is the precision value at a given cut-off rank pi; 

i – is the number of relevant recommendations of rank pi or less. 

We used mean average precision in addition to general precision since the latter is 

biased towards few returned items, while average precision considers also the quality 

of the ordering of the returned lists. Thus, for example a system that returns 5 relevant 

items out of 10 would have the same general precision if the relevant items are the 

first 5 or the last 5 returned where average precision would prefer a result with the 5 

relevant items on top of the list. 
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R-Precision measures the precision at the nth level, where n is the number of active 

user's preferred items in the test set. Hence, a system that returns n relevant items is 

ideal since it returns all the users' preferred items. Thus R-Precision measures the 

difference of the system to the ideal.  

MAE is the average error between the ranks, as given by the user, to the rank 

predicted by the system (the lower, the better) (Herlocker et al., 2004). This metric 

could not be used for unary data (Facebook preferences) as it measures the error of the 

rate predicted by the system compared to the specific value of the rate as given by the 

system.  

MAE was measured for methods that involved ratings in their prediction and for 

methods where Facebook data was utilized solely for inferring the similarity weight 

between users. Precision can be measured for all methods including those that utilized 

Facebook data for similarity and prediction. While the methods measured with MAE 

looked at the benefit of integrating data collected form social network with explicit 

data, the methods measured with precision evaluate the potential of utilizing 

Facebook data instead of explicit ratings.  

Recall measures the proportion of relevant returned items and the available relevant 

items. Recall is similar to coverage that measures the ability of the system to return 

any relevant recommendations (i.e., higher recall means that the system found 

relevant more items to return).  

In order to compare the performance of the methods, we followed the robust non-

parametric procedure that Demsar (2006) proposed. First we applied the adjusted 

Friedman test on the null-hypothesis, that all methods provide the same results. Once 

the null hypothesis was rejected, we used the post-hoc Nemenyi test in order to 

compare the methods with each other. We were especially interested to see if there 

was a significant difference between the Baseline k-NN method and each of the other 

tested methods.  
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5.3 Results 

Table 2 presents the averaged MAE and precision results where an asterisk (*) 

indicates a significant result according to the abovementioned hypothesis test. The 

Baseline–CF-NN was trained with all the data collected. This data display a sparsity 

level of 65% and it should be noted that this sparsity level is not common and not 

realistic in real systems. In real recommender systems, the sparsity level tends to be 

greater than 95% (see, for example, the Netflix data (www.Netflixprize.com ). On 

Table 2 results refer to the rating dataset with 65% sparsity. However, we also show 

(on Figure 1) results for all the algorithms that utilize rating data with different levels 

of simulated sparsity  (ranging from 0.6 to 0.99). In particular we show the results as 

compared at 95% which is a minimal common sparsity in commercial systems, and 

for sparsity 99.84% which is the sparsity observed for the Facebook dataset that we 

used. 

MAE- We compared the three methods for which MAE could be computed. We used 

the adjusted Friedman test to reject the null-hypothesis, that all methods present the 

same MAE performance with F(4,36)= 27.62, p<0.001. Using the post-hoc Nemenyi 

with p<0.05, we can conclude (as observed in Table 2) that none of the methods 

performs significantly worse than the baseline methods. 

Precision - The null-hypothesis, that all six methods for which precision was 

measured, provide the same result and that the observed differences are merely 

random, was rejected using the adjusted Friedman test with F(8,72)= 67.91 ,p<0.001. 

Then, using the post-hoc Nemenyi test with p<0.05 to compare the methods 

(especially the baseline method with the others) it can be observed that the only 

method that is comparable to the Baseline-CF-NN are the SVD-Baseline, is the 

"cross-domain using ratings". The methods that are based solely on Facebook data 

perform significantly lower, namely: Facebook single domain data, cross-domain 

preferences, and the method that used popularity on Facebook. However, the 

Baseline-k-NN was merely significantly superior to Facebook cross-domain data; if 

the significance level is set to 0.009, the methods are comparable.  Results show the 

same trend for the other accuracy measures namely average precision and R-

Precision. 
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Recall - The null-hypothesis, that all six methods for which recall was measured,  

provide the same result and that the observed differences are merely random, was 

rejected using the adjusted Friedman test with F(8,72)= 54.63 ,p<0.001. Then, using 

the post-hoc Nemenyi test with p<0.05 to compare the methods it can be observed 

that the only methods that are comparable to the Baseline-CF-NN are the "SVD-

Baseline", "Facebook Popularity". 

 

Table 2: Averaged results (over ten iterations). An asterisk indicates that the result is 

significantly different from the baseline CF-NN with p<0.05 

Method MAE Precision Recall Mean 

Average 

Precision 

R-

Precision 

Baseline-CF-NN 0.841 0.813 0.491  0.525 0.469 

Baseline-SVD 0.876 0.801 0.49  0.49 0.43 

Facebook-data on 

recommended domain 

(movies) 

n/a * 0.714  *0.42 *0.4 *0.33 

Facebook Popularity n/a *0.72  0.48 *0.27 *0.28 

Facebook data cross-

domain  

n/a *0.77   *0.4 *0.38 *0.22 

Facebook data cross-

domain and  ratings 

(for prediction) 

0.842 0.794 *0.435 *0.312 *0.346 

  

As initially observed from the above results, using rating data for predicting the users 

preferences of movies to users seem to be more accurate than prediction based on 

movies derived from Facebook data. However, we assumed that the superiority of 

explicit rating based predictions might be caused by the difference of the sparsity 

level between the rating and Facebook datasets that were compared.  For the ratings 

dataset, sparsity reached a level of 65% while for the Facebook data only 5% of the 

users expressed movie preferences, and sparsity for these users and the number of 

movies that were mentioned reached 99.48%. The sparsity level of Facebook cannot 

be improved or manipulated since it demonstrates actual user behavior on Facebook.  

However, the sparsity of the ratings dataset is not realistic for commercial movie 

recommender systems where sparsity is usually higher than 95% (e.g., Netflix ). 

Therefore, we conducted an additional comparison adjusting the level of sparsity of 

the rating data to a comparable level (95%) to the Facebook data and ran 10 iterations 
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on which we randomly selected data to eliminate for sparsity simulation. We present 

the performance of rating based techniques on a range of sparsity levels (0.6-0.99) and 

demonstrate the effect of sparsity on results. Although missing ratings are not random 

(Marlin et al., 2007), we believe that the results provide a good approximation of the 

effect of sparsity on performance. Moreover, in this case the original rating data does 

not reflect a common user rating scenario since the users were given a list of movies 

to rate from which they rated all the movies they knew, and not the movies they 

selected to rate. Thus the argument over the ratings model and missing ratings does 

not hold for this data collection procedure.  

Figure 1 presents precision for different levels of sparsity for the ratings dataset for all 

rating-based methods, namely CF-NN, SVD, and FB Cross-domain ratings (as 

explained on Table 1). For Facebook based method, we show the results at the point 

of the actual sparsity to compare for comparison with the other method at that point. 

We could not manipulate of course the sparsity levels for the Facebook based data as 

the data is already very sparse- 99.48%. It can be observed that at the 99.48% point of 

sparsity (the point that is comparable to the level of Facebook data sparsity), precision 

for Facebook reaches 0.714 where precision for the explicit rating Baseline is 0.689. 

For that level of sparsity, cross-domain recommendations, using only Facebook data 

reaches a precision of 0.77 and outperforms CF-NN baseline. The simple popularity 

method when compared at the 99.48% point of sparsity, the Facebook movie domain 

is lower than the Facebook cross domain but are superior to the baseline algorithms 

and all other rating based methods are lower than the Facebook data based methods. 

Thus, we can conclude that sparsity has a clear effect on performance, and when 

techniques based on ratings data and facebook data   are tested on the same sparsity 

level, Facebook data based techniques are at least comparable and even perform better 

than explicit rating-based data for sparse data. 
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Figure 1 – Sparsity level effect on Precision for the rating dataset 

The concavity of the graphs allows us to conclude the interesting finding that starting 

from sparsity level of 99% "Cross Domain Ratings" outperforms CF NN, probably 

because CF NN cannot provide any accurate prediction with very little data and it 

seems better not to operate it on such situations. 

5.3. Analysis and Discussion 

One encouraging conclusion is the possibility of achieving at least competitive results 

by replacing the annoying process of acquiring ratings from users with data that is 

implicitly available from social networks. The sparsity of the Facebook data in our 

dataset for the movie domain is higher than typical sparsity on commercial systems 

that is usually around 95%-98%.  Thus we show on Figure 1 that the precision for the 

Baseline k- NN and SVD at the sparsity level of 95% is 0.74 and 0.7 respectively.  

Both precision values are lower than the precision that can be obtained using 

Facebook preferences (0.77). Nevertheless when we compared the recall performance, 

Baseline k-NN at the sparsity level of 95% obtains recall of only 0.426 while SVD 

obtains a much higher recall of 0.65. Facebook data yields recall of 0.46.  

We have to qualify the results by the fact that CF-NN was trained over a rating dataset 

that involves a relatively small number of total users. One would expect that in a 

larger rating dataset the results can be improved because there are a greater variety of 

potential similar users.   
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Cross-domain data seems to achieve higher results than single domain. Since such 

cross-domain data is freely available in  social networks (e.g., Facebook, MySpace) 

where people state their preferences in various domains, we conducted more 

experiments to further investigate the conditions under which it is beneficial to use 

cross-domain data (see section 6.2). 

It should be noted that predictions based on popularity of movies among Facebook 

members reached a similar level of precision as the Baseline k-NN method for 95% 

sparsity (which is a realistic sparsity level in real world systems). Thus, it seems 

rather feasible to use Facebook popularity data for new user cold-start situations. 

Moreover, if a user does not have yet any history in some domain, our results show 

that using popularity information from the social network would provide pretty 

satisfying results, with a precision of above 70%, and might be even higher if a larger 

set of data is available to compute popularity.  

   

6. Cross-Domain additional experiments 

The initial experiment using cross-domain data that was described above, 

demonstrated the potential of using cross-domain Facebook data to improve accuracy 

of recommendations. We therefore explored this issue in more details, trying to define 

the parameters that affect the performance of cross-domain data and the best methods 

for utilizing them.   

We wanted to examine several possible aggregation methods from multiple domains 

that could improve the accuracy of recommendations in the target domain (i.e., the 

domain for which the recommendations are required). In addition, we examined the 

effect of the size of the dataset (number of users), the extent of overlapping users, and 

the relatedness between domains. Since we could not collect explicit ratings from 

users for all the examined domains, we compared the cross-domain Facebook results 

to Facebook results obtained from one domain (i.e., preferences that users explicitly 

stated). We were then able to define the conditions under which recommendations 

based on cross-domain data may outperform recommendations based on a single 

domain. To enable unbiased analysis of the effect of the domain features we apply 
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cross-domain aggregation only on domain pairs rather than on many domains, so that 

effects may be isolated.  

To base our results on more than one dataset, we performed one more crawl of 

Facebook accounts and collected more Facebook reference data, starting with another 

seed of 37 users, mainly graduate and some undergraduate engineering students at 

Ben-Gurion University from whom we received permission for the crawl. It should be 

noted that because the second set was crawled a few months after the first set, we 

needed to update our crawler application in order to adjust to the changes that 

Facebook introduced in their web-site. We reached 4125 users from which we 

extracted information from their profiles and fan pages. This time we focused on three 

domains that included the largest number of items, namely: movies, TV series and 

musicians, and looked at all available domain pairs (i.e., six variations). To enable 

meaningful training when data was partitioned for training and testing, we included in 

the dataset only users who had at least 10 mentioned preferences in each domain that 

we examined.  Thus, from the new crawled data (referred to hereafter as dataset1) we 

were able to extract 400 users, and from the 7000 users of the first crawl (referred to 

hereafter as dataset2), we were able to extract only 1000 users that adhered to the 

above requirements. In Tables 3 and 4 we present information about the data in the 

two datasets, including the number of users in each domain; number of votes; 

sparsity; and overlapping users between each pair of domains.   
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Table 3: Dataset1 

Domain # of votes # users # items sparsity 
#overlap 

users with 

film 

#overlap 

users with 

TV shows 

Musicians 5463 266 2006 0.98976 25 63 

TV shows 1662 100 360 0.95383 23 all 

Film 641 34 330 0.94287 All 23 

 

Table 4 : Dataset2 

Domain # of votes # users # items sparsity 
#overlap 

users with 

Film 

#overlap 

users 

with TV 

shows 

Musicians 20046 810 3887 0.99363 58 114 

TV shows 2570 164 457 0.96571 40 all 

Film 1446 65 456 0.95121 All 40 

 

Below we define the cross domain aggregation methods. We denote DT as a target 

domain for which predictions are generated while DS is a source domain for available 

information. 

1) Combine aggregation method  

This method consists of merging two domains into one combined preference voting 

matrix and computes the recommendation for the target domain using the combined 

matrix so that the list of items on the rating matrix consists of items from all domains. 

This method might work for sparse target domains where the data from the source 

domain adds information. (We used this method in our preliminary experiments that 

were described earlier on section 4). 

2) Weighted k-NN  

 The set of KS nearest neighbors and their similarities from domain DS is computed, as 

well as set of nearest neighbors from domain DT (KT). The two sets of nearest 

neighbors are combined into the set of the most similar neighbors K.  The intuition is 

that collaborative recommendations should be based on the opinions of the users who 
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are most similar to the current user even if the similarity derives from another domain. 

However, we give different weights to neighbors from the source and target domains 

(giving higher weight to data that is based on neighbors in the target domain). We 

examined the effect of the weighting parameter, and looked at the following weights 

(10-90, 50-50, 30-70). Similarity between an active user c and a user x is thus defined 

as: 

(8)    sim (c,x)=w(DS)*simDS(c,x)+w(DT) *simDT(c,x) 

where  

w(DS), w(DT) – are relative weights given to source and target domains, w(DS) and 

w(DT) complement to 1. This method is relevant for overlapping users, i.e., users who 

have votes in both domains and might benefit for more data from either domains.  

 

3) k-NN source (denoted as k-NN-s) aggregation method.  

In this method, the set of nearest neighbors KS (from the set of overlapping users) and 

their similarities are computed in the source domain DS and are used in the target 

domain DT in order to generate a prediction for an active user who appears in both 

domains. This method might be beneficial to users who are new to domain DT but are 

known in domain DS. 

As a baseline method, we used local k-NN that was performed on the target domain to 

compare the combined and the weighted k-NN methods. The k-NN source is suited 

for a new-user situation in the target domain. Consequently, local k-NN is not a 

comparable method since it would not work without data about the target domain. We 

thus compared the weighted k-NN to recommendations based on the popularity of 

movies in the target domain. This is a common remedy (Adomavicius and Tuzhilin, 

2005) for the new user problem in collaborative filtering.  

We ran experimental simulations to compare the performance of the various cross-

domain aggregations. For each pair of domains one has been referred to as the source 

domain and the second as the target domain. By default, the entire source domain was 

included in the training set. As for the target domain, we employed 10 folds cross-

validation on the user level. Namely, in each fold, the entire target data of the 90% of 
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the users were included in the training set. As per the remaining examined users 

(10%) we included only portion of their target data in the training set depending on 

the examined scenario: 

- The existing user scenario: In this scenario we assumed that the examined users 

already had some activities in the target domain, thus, for each user we randomly 

choose 50% of their declared interests in the target domain to be included in the 

training set. The remaining 50% of their declared interests in the target domain 

formed the test set. 

- The new user scenario: In this scenario we assumed that the examined users had 

no activity in the target domain. Therefore, the users' entire target data was not 

included in the training set, but it constituted the test set.  

We used the same evaluation metrics that we used on the first experiments described 

above, namely precision, mean average precision (MAP), R-precision and recall 

(since precision and MAP follow the same trend, we present only results for MAP as 

it considers also the quality of ordering which is relevant for recommendation results); 

MAE is not relevant since Facebook data is unary, and no ratings are available.  

 

6.1 Cross domain additional results 

We first present results for the combine and k-NN weights aggregation methods vs. 

the local k-NN baseline method (section 6.1.1) and then present results for the k-NN 

source aggregation method vs. popularity (section 6.1.2). 

6.1.1 Comparison of combine and local k-NN  

As initial findings, we present results averaged over all domain pairs and the two 

datasets for each of the metrics (Figure 2). Then, we present a detailed analysis that 

looks into the particulars of the results. Figure 2 presents results of the combine and k-

NN weights methods vs. the baseline k-NN applied on the target domain (denoted as 

local). It refers to the scenario of existing users who has already been active in the 

target domain. As can be observed, results are not consistent across the metrics. The 

combine method slightly outperforms the baseline for R-precision and recall and is 
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slightly inferior for average precision (not significantly different, as explained below) 

The  k-NN weights method was inferior to local for the average precision; performs 

equally when measured by R-precision; and is superior in terms of the recall measure. 

It is also apparent that the weight of the weighted k-NN does not seem to have any 

effect on the results as all weights present similar results.  

The overall results are not consistent across measures. We first look at the 

significance of the results and then analyze other aspects of the results with deeper 

granularity to understand these differences. We believe that for our data-averaged 

results, as presented above, there is little value in understanding the actual behavior of 

a system that might be sensitive to specific domains and features of the dataset.  It is 

interesting to note that reported values are relatively low. The average precision and 

recall extend at their highest point to about 0.4, and R-precision is even lower (the 

highest point is ~0.23), i.e., the systems are very far from their ideal point. This can be 

explained by the high sparsity of the training data.  

To analyze the significanse of the above results we performed a non-parametric 

Friedman test to detect if there are differences between the tested methods for the 

different datasets and domain pairs. A Friedman test was applied separately for each 

metric. As input for the Friedman tests, we took the results from five methods: Local-

kNN as the baseline, combined, and weighted k-NN with 3 weight variations (10-90, 

50-50, 30-70) from 12 blocks of data (6 domain pairs on 2 datasets. The null 

hypothesis (that there is no difference between methods) is rejected for mean average 

precision and recall  
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Figure 2 : Combine vs. k-NN Weights  

Once the null hypothesis is rejected we apply the Bonferroni post-hoc procedure 

(Demsar 2006) for pairwise comparisons between the methods to identify the methods 

that are significantly different from each other (specifically between the local and the 

cross-domain methods) for the mean average precision and the recall metrics for 

which significant differences were identified.  Results are shown on Table 5. For the 

mean average precision metric, the results indicate that the combine and local do not 

exhibit significantly different performance, while the k-NN weights underperform 

local. For the recall metric, the local method is significantly inferior to both k-NN and 

the combine method. 

 

Table 5:  Results of post hoc procedure. * presents a significant result 

Method1 Method2 

Mean 

Difference 

avg. 

precision 

(method1,

method2) 

 

P-value 

Mean 

avg. 

precision 

 

Mean 

Difference 

Recall 

(method1,

method2) 

P-value 

Recall 

Local Knn weights(0.1;0.9) 2.46 0.0139* -3.1 0.0019* 

Local Knn weights(0.3;0.7) 2.85 0.0044* -3.22 0.0013* 

Local Knn weights(0.5;0.5) 2.85 0.0044* -4.14 <0.0001* 

Local Combine 0.91 0.3628 -5.03 <0.0001* 

 

The above results are averaged over the two datasets and for all domain pairs. It might 

happen that the results of specific domain differ from the rest due to specific features 
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of the domain. Thus, we wanted to examine results on a deeper granularity for 

specific domains and datasets. We applied a paired t-test to examine the particular 

factors. The results for the difference between the combine and local are presented on 

Table 6 along with results of a significance test for the hypothesis that combine is 

better than local for every domain pair and for each dataset. Each column relates to a 

different measure (mean average precision, r-precision, and recall), and each row 

relates to a different domain pair. For example, the first row in the table refers to the 

source domain "film" in dataset1 and target domain "music" in dataset1. For each row 

we provide the t-test results for each metric separately.  

 

Table 6: Paired t-tests results for Combine > Local 

Domain pairs 

DS , DT 

Mean avg. precision 

p-value 

H1: 

µCombine>µLocal 

R-Precision 

p-value 

H1: 

µCombine>µLocal 

Recall 

p-value 

H1: 

µCombine>µLocal 

Dataset1 

Film,mus 0.3117 <0.0001* <0.0001* 

Film,tel 0.5843 <0.0001* <0.0001* 

Mus,film <0.0001* <0.0001* 0.0002* 

Mus,tel 0.1154 0.0049* <0.0001* 

Tel,film 0.1469 0.0015* <0.0001* 

Tel,mus 0.9998 0.5632 <0.0001* 

Dataset2 

Film,mus 1.0000 0.0076* <0.0001* 

Film,tel 0.9999 0.0542 <0.0001* 

Mus,film 0.9949 0.0396* <0.0001* 

Mus,tel 1.0000 0.9291 <0.0001* 

Tel,film 0.6543 0.3260 0.4985 

Tel,mus 1.0000 0.9397 <0.0001* 

 

In accordance with the general results on Table 5, the combine method does not 

improve the results significantly for the average precision aspect (only for one domain 

in one dataset). But it does improve recall (more relavant items are found). Table 6 

also highlights difference in the performance results for R-Precision (that were not 
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significantly different as a whole) for most of the domain pairs in dataset1 and only 

for 2 domain pairs in dataset2. 

To perform a similar paired t-test for k-NN weights method vs. the local method for 

specific domain pairs and datasets, we wanted first to ensure that there is no 

difference between the weights as can be estimated from Figure 2 and Table 5. This 

would make it possible to compare only one best version of the k-NN weights 

method. The ANOVA measures that we applied to the three versions of k-NN weights 

yielded no significant differences, i.e., the different weights of the k-NN weights 

method did not significantly affect the results. Thus, for further tests we examined 

only one variation of the k-NN weights method – similar weights (0.5 for source and 

0.5 for target). Paired t-tests for each domain pair and dataset adhered  to the overall 

results (on Table 5). For mean average precision, there was no significant difference 

for most domain pairs on the two datasets. For R-Precision there was a difference 

between the datasets: the k-NN method was inferior for most domain pairs on dataset1 

and not significantly different on dataset2. Recall for k-NN source was  superior in 

both datasets for most of the domain pairs. 

One clear conclusion is that cross-domain methods are able to obtain more relevant 

items (recall) but fail to provide significantly more accurate results than the local 

method across all domain pairs. It is also notable that the combine method is the better 

cross-domain method  compared to k-NN weights across all measures. 

The superiority of the cross-domain method in obtaining more relevant items (recall) 

can be also perceived in Figure 3 that shows the average number of actual user votes 

for each domain and dataset and the average number of relevant items obtained by 

each of the methods for each domain  and the two datasets (please note that since for 

each pair of domains we consider only the overlapping users between domains, the 

number of votes for a single domain is different when paired with different domains, 

e.g., film when paired with music has a different number of votes from when it is 

paied with television). Obviously, the cross-domain methods consistently obtain more 

relevant items than the local, but due to high sparsity they do not find more than half 

of the relevant items in most cases. 
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Figure 3: Number of actual votes and of relevant items obtained by each method  

 

Due to the fact that different domains have different sparsity levels, the reported 

results are provided in different scales. In an attempt to normalize the scale, we also 

performed relative analysis. We used mean percentage error (MPE) to quantify the 

relative difference between the examined aggregation method and the baseline for 

each metric, normalized by the baseline method that reveals the trends of results 

(equation 9). Positive MPE means relative superiority of the examined method, 

emphasizing cases having low precision. 

 

(9)  
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To demonstrate the effect of the relativeness of the equation, assume two scenarios:  

On the first,  the cross method obtained 0.1 precision and the baseline method 0.05. 

The MPE result is 100% since the precision of the cross method is doubled relative to 

the baseline methodas the result is 100% better. On the second scenario, the precision 

of the cross method was 0.25 and the baseline was 0.2,  the MPE is 25%. Note that in 

both cases, absolute performance improvement was 5% which does not reflect the 

difference between the scenarios. Relative improvement comparison is common in 

machine learning and a version of the MPE was used in (Opitz & Maclin, 1999). MPE 

is important for observing trends when results are low, as is our case.  
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MPE for the Combine method:   

MPE was positive through all domain pairs and for both datasets for the three 

evaluation metrics as presented in Figure 4. Here, when a relative comparison is 

applied for each data set and domain pair, the results are consistently positive, but 

present high variance of results between datasets and domains. However, it can be 

concluded that the combine method consistently improves recommendation results, 

but the degree of improvement varies between datasets, domain pairs and measures. 

The highest improvement was observed for average precision (in 7 out of 12 cases), 

while the lowest for r-precision (in 9 out of 12 cases). The differences between R-

precision and average precision adhere to the findings reported by (Aslam et al., 2005) 

that for precision values under 0.5, R-Precision is underestimated while average 

precision is overestimated. 

                                                                                                       

   

 

Figure 4: MPE for Combined.  

MPE for Weighted k-NN: 

  A comparison between the weight levels of k-NN indicated that there is no 

difference between the levels, thus we compared only one level (50,50) to the 

baseline. As observed from Figure 5, for the two precision metrics and for both 

datasets, the MPE for weighted k-NN with the baseline did not show a steady pattern 

of improvement. Mean average precison results are improved in most cases (10 out of 

12) , but R-precision results are not improved in 7 out of 12 cases. Recall consistently 

improves for all cases.  The  improvement for precision in Dataset1 is more visible 
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than in Dataset2. This might be explained by the fact that Dataset1 is  sparser for all 

domains as observed from Tables 3 and 4 that presented the datasets' features.  

 

Figure 5:  MPE for k-NN Weight (0.5,0.5) 

As a summary of the results so far, we can conclude that it seems beneficial to apply 

cross-domain methods to improve accuracy. We also observe clearly higher recall 

(that is higher even for absolute measures). Recall pertains to the extent of returning 

more results even if they do not fit exactly the users' expectations but are more 

serendipitous. Higher recall is extremley important when the set of relevant items is 

relatively small since it enables the system to return a sufficient number of relevant 

items to the user.  Since the  improvements are sensitive to domains, we later analyze 

domain features that might explain the differences between domains.  

 

6.1.2 k-NN source and popular results 

We now describe results for the k-NN source aggregation method that learns from the 

source domain the users' neighborhoods and applies what it is has learnt to the target 

domain.  This method aims at alleviating the problem of cold start user in the target 

domain. We compare it to popularity as a baseline for the new user remedy. The 

overall results, averaged over domains and datasets, are presented in Figure 6. They 

show that k-NN is higher for mean average precision. The result for recall would not 

be considered in the analysis, since the popularity method considers any item that is 

higher than 0 as a popular item that can be recommended (but ranked accordingly).  

Thus popularity by definition would not miss any relevant item. For the same reason 

we do not consider R-precision in the analysis since it is biased towards recall.  
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Figure 6: k-NN source vs. popular results 

 

Figure 7: MPEs of k-NN-s method for avg. precision for k-NN source 

 

Figure 7 presents the MPE results obtained for mean average precision for the k-NN 

source method. As can be observed, k-NN-source consistently outperforms 

popularity. 

We also applied paired t-tests to evaluate the differences for popularity and k-NN 

source for all domains in the two datasets. In Table 7 we present the results of paired 
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t-tests for mean average precision. Results are consistent with MPE: the mean average 

precision for the k-NN-source method significantly outperforms the popularity 

method for all cases.   

Table 7: Paired t-test for mean average precision, k-NN-s vs. popularity 

Domain pairs 

DS - DT 
t-Ratio 

p-value 

H1: 

µKnn-s>µpopularity 

Dataset1 

film_mus 5.6210 <0.0001* 

film_tel 3.4089 0.0013* 

mus_film 3.4047 0.0012* 

mus_tel 6.1534 <0.0001* 

tel_film 4.5235 0.0001* 

tel_mus 6.3195 <0.0001* 

Dataset2 

film_mus 8.6396 <0.0001* 

film_tel 4.7375 <0.0001* 

mus_film 3.1907 0.0012* 

mus_tel 6.4541 <0.0001* 

tel_film 3.3513 0.0009* 

tel_mus 11.1939 <0.0001* 

 

We conclude that as a means of solving the problem of lack of information for new 

users in the target domain, cross-domain is achieving significantly more accurate 

results than the popularity baseline method. 

6.2 Domains features 

We can conclude from the results so far that as a general trend, the combine method is 

relatively superior to the local baseline method for relative measures and for recall, 

while for the k-NN-weight the superiority is not clear. As for k-NN source vs. 

popularity, it is also superior for the new user situation. However, these superior 

features can be observed only as a trend and are not consistent for all datasets and 

domain pairs. To understand the causes of these differences, we examined the effect 

of various data parameters on performance. We looked at the effect of the number of 
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users in each target domain, and the amount of overlapping users between domain 

pairs. In addition, we examined the correlations between each pair of domains 

(denoted as cor(DT,DS)). The correlation is based on the average correlations over all 

pairs of items which is considering the rating vectors from these domains as rated by  

overlapping users (Berkovsky et al., 2007). This enables the examination of the effect 

of relatedness of domains on results. We then analyzed the correlation between the 

values of these parameters and the mean improvement of the cross-domain method for 

the average precision and the r-precision metrics. Some correlation results are 

presented in Tables 8, 9 and 10. An additional feature that we looked at is the effect of 

the number of items that users mention in the target domain, (which is an aspect of 

sparsity), on the results, as well as the effect of the ratio between the number of 

mentions in the source and target domain. Our intuition is that when the number of 

items in the source domain is relatively higher than those in the target domain, the 

improvement is more effective. 

Table 8: Correlations between domain relatedness and improvements for different 

measures  

Variable1-  

Data set 

feature 

Variable2-Improvement 

 Cross-domain method-baseline, 

Measure 

Correlation 
Significance 

Probability 

cor(DT,DS) combine-local, MAP 0.4227 0.1710 

cor(DT,DS) k-NN weights-local, MAP 0.4623 0.1302 

cor(DT,DS) combine-local, R-Precision 0.6625 0.0189* 

cor(DT,DS) k-NN weights-local, R-Precision 0.5874 0.0446* 

 

From Table 8 we observe a significant positive correlation between pairs of domains 

for the improvement of the cross-domain method on the R-precision metric for both 

methods. As the domains are more correlated, cross-domain is more effective. This 

result is very important since it indicates when it is beneficial to apply the cross-

domain method. 
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Table 9: Correlations between number of users and improvements for different 

measures 

Variable1-  

Data set 

feature 

Variable2-Improvement 

cross domain method-baseline, 

Measure 

Correlation 
Significance 

Probability 

#users DT combine-local, MAP -0.6931 0.0125* 

#users DT kNN weights-local, MAO -0.8753 0.0002* 

#users DT combine-local, R-Precision -0.4061 0.1902 

#users DT kNN weights-local, R-Precision -0.7647 0.0038* 

 

The number of users in the target domain has a significant effect, i.e., a negative 

correlation is noted between the average difference in the performance and the 

number of users in the target domain for all methods and for most metrics (except the 

case of R-Precision of combine-local). The more users in the target domain, the lower 

is the improvement.  

Table 10: Correlations between number of overlapping users and 

improvements for different measures 

Variable1-  

Data set 

feature 

Variable2-Improvement 

cross domain method-baseline, 

Measure 

Correlation 
Significance 

Probability 

#overlap 

users 
combine-local, MAP -0.7042 0.0106* 

#overlap 

users 
kNN weights-local, MAP -0.6222 0.0307* 

#overlap 

users 
combine-local, R-Precision -0.8292 0.0009* 

#overlap 

users 
kNN weights-local, R-Precision -0.7349 0.0065* 

 

Table 10 reveals that there is a significant negative correlation (p=0.05) between the 

mean improvement and the amount of overlapping users. This observation is true for 

all aggregation methods and for all metrics. We believe that this result is rooted in the 

fact that as the number of overlapping users grow, the number of users in general and 
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their ratings in the target domain also grows, and performance for the local improves 

due to more data.  

Table 11 presents an analysis of the effect of the number of items that users mention 

on the target domain on results. We performed the analysis on all methods with all 

measures, but we present as an example the results for k-NN weights measured by 

precision and recall, (absolute and MPE), since all the other results follow the same 

trend.  

Since the maximal number of items per user did not exceeds 60 (for most users), we 

divided the users based on the amount of items they mention on the target domain to 

three groups: Small (<20 items), Moderate (20-40 items) and Large (>40 items – 

mostly up to 60 items). The values presented on the table are averaged over both 

datasets and over all target domains.  A one way Multivariate Analysis of Variance 

(MANOVA) was used to examine the effect of the independent variable (amount of 

items user mentions in the target domain) on the two objective criterion variables: 

precision and recall (by using their absolute values). Results of the MANOVA 

indicated significant differences between the various items levels 

with F(4,193) =17.4, p < 0.01. As expected, we can see that the precision increases 

when the user has more items in the target domain. But at the same time, the MPE 

decreases with the number of items. This indicates that the relative improvement of 

cross domain is more prominent in cases where the number of items in the target 

domain is small.  

Table 11: Precision and Recall for amount of item mentions in the target domain 

Amount of items 

user mentions in 

the target domain 

Precision Recall 

Absolute MPE Absolute MPE 

Small (<20) 0.414 0.290 0.3679 0.2475 

Moderate (20-40) 0.504 0.075 0.3120 0.1792 

Large (>40) 0.524 0.032 0.2246 -0.1760 
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Table 12 presents the precision and recall according to the ratio of the number of 

items mentioned in the source domain to the number of items mentioned in target 

domain: Small (<1), Moderate (1-2) and Large (>2). The values are mean values over 

both datasets and over all target domains. We can see that the precision increases with 

the ratio.  A one way Multivariate Analysis of Variance (MANOVA) was used to 

examine the effect of the independent variable (Ratio) on the two objective criterion 

variables: precision and recall. Results of the MANOVA indicated significant 

differences between the various ratio levels with F(4,193)=9.2, p< 0.01. 

This indicates that the relative improvement of cross domain is more prominent in 

cases where the number of items in the source domain is larger than the target 

domain.  

 

Table 12: Precision and Recall as a function of the ratio of mentions in source and 

target domains 

Ratio Precision Recall 

Absolute MPE Absolute MPE 

Small (<1) 0.393 -0.0251 0.2803 0.1703 

Moderate (1-2) 0.447 0.1304 0.3488 0.2885 

Large (>2) 0.509 0.1282 0.3859 0.2714 

 

We can conclude that the performance of the cross-domain is sensitive to various 

dataset features, namely relatedness of domains, number of users, number of items 

mentioned and overlapping users. Thus, before using Facebook cross-domain data, the  

dataset should be analyzed and the recommender should be calibrated accordingly (as 

in many other recommender systems).   

7. Conclusions, Limitations and Future Work 

In this study we explored the possibility of utilizing derived user preferences from 

public social networks specifically from Facebook for collaborative recommender 

systems. We examined data related to the domain of recommendation and to other 
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related domains. This information can then be integrated as input to the collaborative 

recommender system process during the similarity and the prediction phases. This is 

done for substituting explicit ratings in the new user case when no ratings are 

available, or in order to avoid user interference. The data from Facebook can also 

enrich sparse explicit ratings data to improve the performance of the recommender.  

Our results demonstrate the potential of the exploitation of available data in Facebook 

for the improvement of personalized services that require data about users in order to 

provide effective results. Our findings reveal that recommendations based solely on 

Facebook data are at least as good as those based on explicit ratings and are even 

more accurate in certain situations, namely for high sparsity, or when no data is 

available for generating recommendations, such as cold start situation, and when cross 

domain data is available. In any case cross domain methods are superior in recall, i.e., 

they find more relevant items without sacrificing accuracy. This result is practically 

important as it enables operation of collaborative filtering based recommenders when 

rating data is sparse or non-existent.  

We examined several methods to include  cross-domain data from Facebook to  

improve recommendations and were able to determine some dataset related features 

that affect performance, such as number of overlapping users, number of items that 

the user mention on the target and source domains and others. We consider these 

results as preliminary indications of the benefits of cross domain data integration to 

the recommender system process and believe that further research is required 

involving more datasets to identify the boundaries of the cross domain contribution, 

i.e., when is it beneficial to apply cross domain, how related should the domains be, 

how sparse etc. Cross-domain should be further studied for advanced methods of data 

integration, such as aggregating data from multiple domains (rather than pair-wise 

cross domain, as was done on the current study), considering the degree of relatedness 

between domains for their effect on the process, or the application of cross domain 

data from several systems when no overlap between users is known or available. In a 

continuing project we currently develop machine learning methods to learn the 

relatedness between domains and patterns of users' behavior on each domain.   
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Our study had some limitations that are rooted in the fact that it is a user study setting 

that is known to have biasing limitations (Shany and Gunawardana, 2011). However, 

an on-line evaluation was not feasible for the purposes of our study given the 

motivation of comparing many algorithms for the same data and in the same setting. 

In addition this setting allowed us to obtain explicit ratings from the same users that 

then installed an application that allows us to crawl their Facebook account and 

extraction of data from it. We were therefore able to compare explicit ratings with 

Facebook implicit extracted data. 

Another limitation of the study is the size of the datasets and the homogeneity of the 

population involved. (all seed participants that provided ratings are engineering 

students in the same university). We believe that larger datasets from diverse users 

would have yield more significant results of the same trend.  However, due to the 

need to obtain ratings and to install a crawling application at the users' account, a 

larger dataset was not feasible. .  However, we do believe that our results are at least a 

good approximation to real world settings with larger datasets. Now that we have 

obtained our controlled results it is justified to perform experiments with real systems 

that can utilize our findings.  

In our study we used a crawler application that our participants installed so that we 

could crawl their Facebook accounts and extract their and their friends' data, and 

access all their information under their agreement. Some of the information within 

Facebook is not publically available and cannot be obtained without the users' 

cooperation and confirmation due to users' privacy limitations. However, in this study 

we obtained the users' permission to install an application within their accounts. The 

data was collected automatically and was stored anonymously in our databases. Of 

course, crawling and extraction of data should be done with careful preservation of 

users' privacy regulations. However, privacy issues are beyond the scope of this study.  

In addition, we did not deal in our study with efficient automatic extraction of  

Facebook data but applied simple heuristic procedures with relaxed assumptions (such 

as the positive nature of content published by users), followed by manual control. 

However, for a real application, this issue should be handled and studied and 

sophisticated procedures such as sentiment analysis should be applied. Last but not 
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least, the list of the types of data that is analyzed and derived from the social network 

can be extended to include for example context data (e.g., location and time) or 

information about groups and of course friendship and other social data. We believe 

that our paper with its encouraging results will serve as a motivation for further 

research in the field. 
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