
1A General-purpose Multimedia SynchronizationMechanism based on Causal RelationsJean-Pierre Courtiat, Luiz Fernando Rust da Costa Carmo, and Roberto Cruz de OliveiraAbstract| Designing distributed multimedia applicationsraises temporal and spatial synchronization issues relatedto processing, transport, storage, retrieval and presentationof data, sound, still images and video. Within this frame-work, the paper aims to de�ne a general-purpose multime-dia synchronization mechanism, known as the conditionaldelivery mechanism capable of addressing both intra- andinter-stream synchronization issues. The proposed mecha-nism, based on the identi�cation of causal relations amonginformation units of one or several streams, is designed toensure that these causal relations, expressed at the user'slevel, are satis�ed when delivering the streams. The con-ditional delivery mechanism is analyzed in depth and bothinformal and formal speci�cations of the mechanism are pro-vided. The formal speci�cation refers to an extension of thestandard formal description technique LOTOS (RT-LOTOSfor Real-Time LOTOS). Validation results of the conditionaldelivery mechanism are �nally presented for a distance andinteractive training application.I. IntroductionMULTIMEDIA synchronization is the task responsiblefor the co-ordination, scheduling and presentationof multimedia objects in time and space [1]. This de�-nition poses the problem of synchronization which raisestwo main issues with respect to temporal synchronization[2], [3] (spatial composition of multimedia objects is notaddressed here). These issues are:� how simple temporal dependencies can be guaranteedwhen delivering a particular media; this is commonlycalled intra-stream synchronization;� how structural temporal dependencies among di�er-ent media can be guaranteed such that temporal linksspeci�ed by the users are e�ectively satis�ed when pre-senting, in a co-ordinate manner, these media at one orseveral remote sites; this is usually called inter-streamsynchronization.Numerous papers in the literature have dealt with intra-stream synchronization (see [4], [5], [6], [7] for details).However, as pointed out in [8], inter-stream synchroniza-tion is much less mature than intra-stream synchroniza-tion. In [9] mechanisms and algorithms have been devisedfor synchronizing streams during �le storage (the �le servercreates a relative time system) and retrieval (the �le serverdetects and restores synchrony by deleting or duplicatinginformation units) on a multimedia network. In [10] a dis-tributed synchronization algorithm capable of schedulingindependent sources for a multimedia teleorchestration hasbeen proposed.In this paper, it is shown that the expression of causalThe authors are with the Laboratoire d'Analyse et d'Architecturedes Syst�emes, Centre National de la Recherche Scienti�que, 7, avenuedu Colonel Roche, 31077 Toulouse Cedex, France.

relations among information units from one or severalstreams associated with the de�nition of implicit intra-stream temporal requirements at the level of each individ-ual stream, may allow complex intra- and/or inter-streamsynchronization patterns to be created; these synchroniza-tion patterns may then be e�ectively implemented by a newgeneral-purpose synchronization mechanism, known as theconditional delivery mechanism. Additionally the papershows the advantage of using formal methods, in particu-lar RT-LOTOS [11], [12], for specifying and validating thismechanism and assessing its e�ectiveness for implementingthe synchronization requirements of a distance and inter-active training application.The paper is organized as follows: Section II givesthe main intuitive background to the conditional deliverymechanism as well as several examples of application forintra- and inter-stream synchronization. Section III detailsan application in the area of distance and interactive train-ing illustrating the use of the conditional delivery mecha-nism and, more particularly, the merging of temporal andcausal requirements. Section IV describes the implemen-tation of the conditional delivery mechanism by looking atthe so-called restricter algorithms. Section V presents theformal background supporting the validation of the formalspeci�cation of the conditional delivery mechanism and in-troduces some simulation results obtained by applying thismechanism to the interactive training application. Finally,some conclusions are drawn and future research work isoutlined in Section VI. For clarity, LOTOS and its tem-poral extension RT-LOTOS have been brie
y described inappendix.II. Intuitive Background to the ConditionalDelivery MechanismA. IntroductionBy considering the basic synchronization concepts re-ported in [13], multimedia information can be modeled asstreams made up of a timed sequence of information units,a bundle being a collection of streams which have beengrouped in the same temporal range. Both streams andbundles exhibit temporal properties that may be formal-ized by their temporal signatures i.e. the respective timestamps of the stream information units.Conditional dependencies have been proposed [14], [15]as a way of taking advantage of the knowledge on seman-tic relationships among di�erent stream/bundle informa-tion units in order to characterize intra- and inter-streamsynchronization patterns. It is assumed that the condi-tional delivery mechanism, designed to enforce these syn-
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Fig. 1. Functional architecturechronization patterns, can be implemented on top of atransport service (see Fig. 1) providing a basic connection-oriented service with a guaranteed bandwidth, a boundedpacket loss and possibly jitter compensation mechanismsfor isochronous streams [5]. Dependency expressions willbe associated with information units whenever they aresubmitted to the source synchronization entity; they willthen be encoded within the information units transferredacross the transport service for a subsequent recovery atthe remote peer synchronization entity. There, the depen-dency expressions will be evaluated by the conditional de-livery mechanism so as to determine whether the referencedinformation units are to be delivered (within the deliveredbundle) to the upper layer user.B. Expressing conditional dependenciesConditional dependencies are causal relations associatedwith a stream's information unit aiming to express thedelivery constraints of that information unit, relative tothe delivery of other information units belonging to eitherthe same stream (intra-stream conditional dependencies)or distinct ones within the same bundle (inter-stream con-ditional dependencies).Causal relations may be characterized by Boolean ex-pressions (termed dependency expressions). For example,dependency expression Dexprm, associated with the deliv-ery of information unit m, may formally be de�ned as alogical expression in a disjunctive normal form on a (�nite)number of Boolean variables. The latter known as infor-mation unit identi�ers, characterize the delivery status ofthe information units on which the delivery of m depends.Depending on whether these are pre�xed by a not logi-cal operator (denoted :), they characterize the positive ornegative premises de�ned within a particular conjunctionof the dependency expression.As a simple example of intra-stream conditional depen-dencies, consider the following stream de�nition: S =t1n1; t2n2;n2t3n3; : : : where t1; t2; t3; : : : are those instantswhen information units n1; n2; n3; : : : have been submitted.Note that Dexprn1 = Dexprn2 = true and Dexprn3 = n2,thus implying, on the one hand, that no conditional de-livery constraint has been de�ned for information units n1

and n2, and on the other, that delivery of n3 depends onthat of n2. Thus, if n2 cannot be delivered, then n3 shouldnot be delivered. Note also, that the instant when n3 maybe delivered equally depends not only on meeting the con-ditional delivery constraints but on the global timing asso-ciated with the stream.Inter-stream conditional dependencies entail a greaterlevel of complexity, as the delivery of an information unita may depend on that of information unit b, whose deliv-ery may depend itself on that of a. This characterizes thesetting of a synchronization point among di�erent streamsof a bundle, which should normally lead to the simultane-ous delivery of information units a and b. However, if forany reason, one information unit cannot be delivered (forinstance, because its delivery time fails to match the asso-ciated temporal requirement), then none of the informationunits would be delivered.As a simple example of inter-stream conditional depen-dencies, consider the following bundle de�nition comprisingtwo streams: B = t1n1; t3n2;m2t5n3; : : :t2m1;n3t4m2; : : :where t1; t3; t5; : : : and t2; t4; : : : characterize respectivelythe instants when the information units of both streamshave been submitted. Here, the delivery of informationunit n3 depends on the delivery of m2 and vice-versa. Thiscoupled inter-stream conditional dependency relation be-tween n3 and m2 characterizes a synchronization point,which implies that n3 and m2 are to be delivered at thesame time. In other words, they are to be mutually syn-chronized when delivered, although they may have beensubmitted at a di�erent time.As a further example of inter-stream conditional depen-dencies, consider the delivery con�gurations shown in Fig.2: � Con�guration fa; b; cg, where Dexpra = b (i.e., a de-pends on b), Dexprb = c and Dexprc = a, representsa single synchronization point;� Con�gurations fd; eg and fe; fg, where Dexprd = e,Dexpre = d ^ f (i.e., e depends on d and f) andDexprf = e, constitute together one single synchro-nization point obtained by merging synchronizationpoints fd; eg and fe; fg (see operator ^ in Dexpre);� Con�gurations fg; h; i; jg and fi; kg, where Dexprg =h, Dexprh = i, Dexpri = k _ j, Dexprj = gand Dexprk = i, make up two distinct synchroniza-tion points that cannot be merged (see operator _ inDexpri).C. Merging dependency and temporal requirementsThe e�ective delivery of a stream's information units isdependent upon the conditional delivery constraints beingmet as discussed above, as well as additional time con-straints related to the nature of the considered stream. Let�m = [tdmmin; tdmmax] be the so-called delivery time inter-val associated with some information unit m; this intervalde�nes the maximum time (�d = tdmmax � tdmmin) during



3ac deb kigh jfFig. 2. Di�erent synchronization point con�gurationswhich m can be stored within the receiver entity before de-livery. Basically, �dmay be de�ned in two ways, dependingon the kind of temporal requirement associated with its re-lated stream:1. if no jitter compensation mechanism is applied to thestream, then �d can be de�ned as a speci�c QoS pa-rameter of the conditional delivery mechanism (deliv-ery time interval QoS parameter);2. otherwise, �d may be derived from the residual jitterallowed (if any) by the jitter compensationmechanism.The main di�erence between the two assumptions lies inthe time when the delivery time interval �m starts. Ac-cording to assumption 1), �m starts at time trm when mbecomes available from the transport service, i.e. �m =[trm; trm + �d]. According to assumption 2), and to takeaccount of the additional temporal requirement, three casesmay occur, viz.:1. if trm < tdmmin, then �m = [tdmmin; tdmmax];2. if tdmmin � trm � tdmmax, then �m = [trm; tdmmax];3. if trm > tdmmax, then m cannot be delivered due to alate reception, and must therefore be discarded. As aconsequence there is no delivery time interval associ-ated with this situation.D. Brief summaryThe general-purpose synchronization mechanism pro-posed here follows a hybrid approach, relying on bothcausal relations (essentially at the level of inter-stream de-pendency relations) and timing constraints (at the levelof the intra-stream synchronization of each medium takenseparately). The notion of delivery time interval plays acentral role for merging these di�erent kinds of require-ments.This approach is fairly di�erent from previous ap-proaches reported in the literature, and solely based onglobal timing requirements [16]. It is the authors' be-lief that many inter-stream synchronization requirements,normally expressed as global temporal requirements, maybe translated into inter-stream dependency relations, theglobal timing required for the presentation of the multi-media document being then ensured by a particular \mas-ter" stream with which the other streams may synchro-nize through use of synchronization points [17]. In thislight synchronization points appear as powerful synchro-

nization tools, generalizing the marker concept initially in-troduced in [3]. Note that this hybrid approach is particu-larly well-suited for the remote presentation of multimediadocuments with distinct sources, a synchronization issuebeing recognized as particularly challenging [10]. Finally,causal relations can also be applied for implementing intra-stream synchronization patterns, with a possible direct ap-plication to a MPEG coding stream, where one wants torecover from the possible loss of Intra-coded pictures.III. Illustrative ApplicationA. Presentation of the applicationIn this section, a simple example in the area of distanceand interactive training is described. The application isassumed to be distributed over three nodes, namely a syn-chronous server (SS), an asynchronous server (AS) and astudent's workstation (S) (see Fig. 3). SS provides the stu-dent with audio information, whereas AS provides himwithtext and slide information. The transfer of these multime-dia information may be characterized by a type II bundletransfer [13] (from distinct sources - SS and AS -, to a singledestination - S).
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textFig. 3. Application nodesThe part of the training application considered here com-prises the following three phases : an introduction (theservers send various pieces of information to the studentin order to introduce a particular topic), a question (theservers send various information to the student so as toask him a question), and �nally answer assessment (theservers send various information to the student in order tocomment his answer). Fig. 4 shows the high-level temporalscenario related to the delivered bundle, including the pre-sentation duration of each information unit (slide, audio ortext) sent by the servers. Finally, it is assumed that thestudent answers the asked question by means of a controlconnection between him and SS.Consider the synchronization requirements that may beassociated with the di�erent phases of the application. Inthe introduction, several information units are transferredfrom the servers to the student, i.e.: one slide informationunit, four audio information units (each audio informationunit corresponding to some encoded audio segment) andtwo text information units. In this phase, there exists astrong requirement for the delivery of the audio and slideinformation units. In others words, the delivery of only onetype of information (audio or slide) is regarded as uselessfrom an application point of view. Such a strong require-
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0 1 2 3 0 1 2 3 0 1 2 3Fig. 4. Temporal presentation requirementsment no longer holds for the text information units, as itis assumed that this application phase can proceed, even ifsome text information units cannot be presented on timeto the student. The question phase includes the continuouspresentation of the previous slide, as well as that of fournew audio information units and two new text informationunits. In this phase, there exists a strong requirement fordelivery of the text information units, as these describe thevarious options available to the student for answering thequestion asked through use of audio information units. Fi-nally, the question assessment phase includes the transferof one slide information unit, four audio information unitsand one additional text information unit. The informationtransferred during this phase depends on whether the stu-dent's previous answer is right. In this phase, delivery ofaudio information is not considered mandatory, since it isassumed that the student will be su�ciently aware of thevalidity of his answer thanks to the other information unitsdelivered to him (text and/or slide information units).The three phases of the application are mandatory; con-sequently, if one phase is not successful (e.g., due to manda-tory information units not presented at the right time),then it will abort and the subsequent phase(s) (if any) willno longer occur.B. Expressing causal requirementsIt is worth analyzing the causal relations that may beexpressed for this application, starting from the relation-ship existing between the �rst audio information unit (ai0)and the �rst text information unit (ti0) of the introductionphase. As previously stated, if, (due to a possible loss ofinformation units in the transport service), ai0 cannot bedelivered, then the application cannot start; ti0 may thenbe delivered if and only if ai0 has previously been deliv-ered. In other words, from the application viewpoint, thedelivery of ti0 is useless if, for some reason, ai0 cannot bedelivered. The following dependency expression speci�esthe conditional dependency requirement associated withthe delivery of ti0 : Dexprti0 = ai0.Let us now analyze the relationship between the �rstaudio information unit (ai0) and the slide information unit(si0) of the introduction phase. It has been stated that theapplication cannot start if either information unit cannotbe delivered in time. In other words, the delivery of ai0 de-

pends on the delivery of si and vice-versa. Expressing sucha coupled dependency relation characterizes the setting ofa synchronization point which should result in ai0 and si0being delivered simultaneously.Another interesting feature of causal relations is the pos-sibility of submitting multiple information units, and thendelivering only one of them (or a subset) by evaluating somepre-determined dependency expressions. In the proposedtraining application, this may be useful during the answerassessment phase so as to avoid a speci�c interaction be-tween the workstation on which the student is logged andthe asynchronous server. Proceeding thus, the student'sanswer is only sent to SS, which assesses the correctnessof the answer by issuing positive or negative audio com-ments. Slide and text information units corresponding toboth cases (the student's answer is right or wrong) maybe independently sent by AS, the delivery of these infor-mation units depending on the corresponding, positive ornegative, audio comment sent by SS. Depending on whichinformation unit, originating from SS, is received from thetransport service, only the synchronization point associatedwith the current situation (the student is right or wrong)will be enabled, permitting thereby to deliver to the stu-dent only the relevant information units from both SS andAS.Causal relations among information units may be ex-pressed graphically as follows: an arrow from a to b meansthat the delivery of a depends on that of b. A circuit in thisgraph characterizes the presence of a synchronization pointamong the respective information units. This leads to thedependency graph depicted in Fig. 5, which characterizesthe causal relations identi�ed in the training application.With respect to the graph, it may be pointed out thatthe causal relations between two consecutive audio infor-mation units from the introduction and question phases,mean that these information units cannot be lost. On theother hand, in the answer assessment phase, informationunits aw1, aw2, aw3 only depend on aw0, this dependencybeing required for starting the answer assessment phase.Finally note, that the setting of synchronization pointsfaq0; tq0g and faq1; tq1g enforces the simultaneous presen-tation of the text and audio information units during thequestion phase.The causal relations formalized so far have expressed the



5aq3aq2aq1aq0ai1 ai2 ai3si0ai0ti0 ti1 tq0 tq1slideaudiotext sr0 tr0aw0 aw1 aw2ar0 ar1 ar2sw0 aw3ar3tw0Fig. 5. Dependency graph of the training applicationdependency constraints that have to be ful�lled when de-livering the bundle information units so as to meet theapplication requirements.C. Expressing temporal requirementsConsider the speci�c temporal requirements that maybe expressed for the training application. To do this, theaudio stream is �rst analyzed because of its isochronousnature. The presentation of such a stream motivates theuse of a temporal signature preserving mechanism in orderto compensate for the jitter that may be introduced by thelower transport layer [5]. The delivery time interval, to beassociated with any information unit of the audio stream,accounts for some residual jitter which itself depends onthe audio quality expected by the users.As far as the other media (text and slides) are concerned,no jitter compensation mechanism is needed. The causalrelations su�ce to match the temporal requirements statedfor the application, as soon as the following two conditionsare met:� the text and slide information units should be receivedby the remote synchronization entity before the end ofthe delivery time interval associated with the relevantaudio information unit, whenever there exists a syn-chronization point involving an audio information unitand a text/slide information unit;� the value of �d (for delivery of the text/slide informa-tion units) must be large enough to avoid discardingthe text and slide information units before their pre-dicted time of delivery.The �rst condition allows the synchronization points tobe enabled (provided of course no information unit hasbeen lost in the transport service). The second conditionde�nes a minimum value for the upper bound of the deliv-ery time interval associated with the text and slide infor-mation units.IV. Restricter AlgorithmsA. IntroductionRestricter algorithms have been devised for implement-ing the conditional delivery mechanism. The restricter isan object manipulated by these algorithms expressing therelevant information for delivering the information units.Two restricter algorithms, resp. simple restricter algorithm

and general restricter algorithm, have been developed. Theformer was initially de�ned for the implementation of theintra-stream conditional delivery mechanism [18]. The lat-ter is a generalization of the previous one accounting for thecoupled dependency expressions among information unitsbelonging to distinct streams. This generalization, theinter-stream conditional delivery mechanism [14], [15], isrequired for setting synchronization points among distinctstreams of a bundle.B. The simple restricter algorithmFor clarity, the simple restricter algorithm is brie
y intro-duced to identify what has then to be added in the generalrestricter algorithm to cope with coupled conditional de-pendencies. Basically, this algorithm works as follows: forevery information unit m, received from the transport ser-vice, a restricter is created and m is temporarily storedin a bu�er; a restricter is (initially) de�ned as a tuple(m;�m;Dexprm), where �m is the delivery time inter-val of m and Dexprm is the dependency expression as-sociated with m; the dependency expression is evaluatedwhen the restricter is created and re-evaluated wheneveranother information unit is delivered; if both temporal anddependency conditions are satis�ed, the information unitis delivered, otherwise it is not.By way of example, consider the following two restricters(m;�m;Dexprm) and (n;�n;Dexprn), such thatDexprmand Dexprn are coupled dependency expressions de�nedas Dexprm = n (m depends on n) and Dexprn = m (ndepends on m). The simple restricter algorithm statesthat Dexprm and Dexprm are re-evaluated whenever aninformation unit is delivered. Thus, using the simple re-stricter algorithm, neither n nor m would be delivered be-cause there is no other delivery of information unit whichcould induce Dexprm = true or Dexprn = true. This is-sue, which is more complex when synchronization pointshave to be set among more than two information units, isaddressed by the general restricter algorithm.C. The general restricter algorithmWhen creating a new restricter, the general resricter al-gorithm looks at the current set of restricters, so as todetermine whether one of the following cases arises:1. the dependency expression of a restricter dependson information units whose delivery is already con-



6 ditioned by other restricters;2. the dependency expression of a restricter is coupledwith that of other restricters.The following example illustrates both situations andshows the type of restricter transformation that can be ap-plied to enable the delivery of all the information unitsinvolved in a synchronization point. Let informationunits fa; b; cg, with their associated dependency expres-sions de�ned below, be a synchronization point: Dexpra =b Dexprb = c Dexprc = aAssume that the restricters associated with informationunits a, b and c have been created in this order, and thatthe restricter temporal requirements are met. The cre-ation of a b restricter illustrates case 1) for the restricterassociated with information unit a. The resulting con�g-uration may be dealt with as follows: since a is condi-tioned by information unit b and b by c, the transforma-tion Dexpra = b) Dexpra = c may be performed. Now,when a c restricter is created, Dexpra and Dexprc be-come coupled dependency expressions illustrating case 2) :Dexpra = c Dexprc = a. The resulting con�guration maybe dealt with as follows: as soon as a c restricter is created,a and c must immediately be delivered (recall that the re-stricter temporal requirements were assumed to be met);thereby enabling the delivery of b because Dexprb = c.In practice, this is usually more complex, as the depen-dency expressions may include several arguments that canbe combined using di�erent logical operators and temporalrequirements have to be taken into account as well. Tworestricter transformations have been de�ned in the gen-eral restricter algorithm which have to be applied as manytimes as required in order to evaluate a synchronizationpoint. The �rst transformation (called transformation A)deals with case 1) and the second (transformation B) ad-dresses case 2). The underlying idea consists in modifyingdynamically the dependency and the temporal character-istics of the restricters in order to avoid delivery con
ictsas those pointed out above, without altering the initial de-livery constraints expressed by the synchronization point.D. Merging delivery time intervals in the restricter trans-formationsLet us now investigate in more details the restrictertransformations from the point of view of the temporalrequirements. To do this, consider restricters (a;�a; b^ c)and (b;�b; d), which are assumed to have been createdsome time before the beginning of intervals �a and �b.These restricters ful�ll the condition associated with trans-formation A; as a consequence of this transformation, b inrestricter (a;�a; b^ c) may be replaced by d.The di�cult point now consists in determining the de-livery time intervals to be de�ned within the restricters,once the transformations are performed (only transforma-tion A is considered here). Di�erent alternative solutionswill progressively be introduced and carefully analyzed be-fore characterizing the correct one:1. Using restricter (a;�a; d ^ c) is not correct, as illus-trated by temporal con�guration (i) of Fig. 6: a might

tdc tdd tdbmintdc tdd tdbmin dc �b�a ab(ii)(i)dc a!!!�b�a �b �ad c a(iv) b�b �a(iii)c d a!!!tdc tdd tdd tdcFig. 6. Temporal con�gurationsbe delivered at time tdd, before the start of interval �bleading therefore to a contradiction with the initial re-stricter (a;�a; b^ c);2. Using restricter (a;�a\[tdbmin;1[; d^c) enforces thatthe delivery of a is based on its own delivery time in-terval (�a) and on a time constraint inherited from b([tdbmin;1[) (note that the update of the delivery timeinterval must be performed for each elementary con-junction of the dependency expression, and not at theglobal level of the restricter as done here for simpli�ca-tion purpose): as a consequence, in temporal con�gu-ration (ii), information unit a, if already received fromthe lower service, may be delivered at time tdbmin justafter the delivery of b; this way to proceed is howeverincorrect for temporal con�guration (iii): informationunit a is delivered at time tdd as a consequence of thedelivery of d; this is incorrect since b has not beendelivered during �b;3. Using restricter (a;�a\ [tdbmin;1[; dLd^ cLc), whereLd (respectively Lc) represents a maximumlatency in-formation associated with d (respectively c) in orderto express that the delivery of d (respectively c) mustoccur before Ld (respectively Lc) for enabling the de-livery of a. Latency information (for example Lc) is as-sociated with every Boolean variable of a dependencyexpression and is initially equal to the maximumdeliv-ery time of the information unit whose delivery is con-troled by the dependency expression (therefore Lc =tdamax); for information unit d the situation is slightlydi�erent, since d is the result of transformation A (dserves as a substitute for b); looking at b restricter, thelatency information associated with d is Ld = tdbmax,which is inherited in the restricter of a (more preciselyLd is equal to min(tdamax; tdbmax). Doing in this wayimplies that the delivery of a in con�guration (iii) isnot anymore possible; con�guration (iv) illustrates apossible delivery of a.Let us now consider another example, with the followingtwo restricters: (a;�a; b _ c) and (b;�b;:d ^ e). Apply-ing transformation A to the �rst restricter generates the



7e db a�a�bFig. 7. Temporal con�gurationfollowing restricter:( a; :dLd ^ eLe| {z }�a1 _ cLc|{z}�a2 )with �a1 = �a\ [tdbmin;1[; �a2 = �a and Ld = Le =min(tdamax; tdbmax) and Lc = tdamax.Here, the maximal latency information Ld is no longersu�cient to cope with negative premises. The con�gura-tion, depicted in Fig. 7, states that e and d are deliv-ered before their maximal latencies (both equal to tdbmax).However, d being delivered before tdamin, information unita cannot be delivered as a result of the delivery of e, al-though a could be delivered as a result of the delivery ofb in the initial restricter (a;�a; b_ c). To address this is-sue, the maximal latency informationLd has been replacedwith a set of preconditions (i.e., feg) and a latency interval(�L = �b); the restricter may then be rewritten as:( a; PC(:d)�L ^ eLe| {z }�a1 _ cLc|{z}�a2 ) with �L = �b and PC = fegwhere timed negative premise PC (:d)�L is satis�ed ifone of the following cases arises:� information unit d has not been delivered;� information unit d has been delivered after �L;� information unit d has been delivered at tdd 2 �L andall information units in PC have been delivered beforetdd.In conclusion, one can stress that the restricter algo-rithms refer to timed dependency expressions, which fea-ture the following characteristics:� delivery time intervals are associated with each ele-mentary conjunction of the dependency expression;� a maximal latency information is associated with eachpositive premise;� a set of preconditions and a latency interval are asso-ciated with each negative premise.Here simple examples have been utilized to present in-formally the details of the transformations performed bythe general restricter algorithm. It is therefore not surpris-ing that the description of these transformations appearsslightly ambiguous as numerous cases have to be accountedfor. This is primarily why we proposed a complete formal-ization of the conditional delivery mechanism and formallyassessed its utilization for implementing the synchroniza-tion requirements of the interactive training application.

This is based on the RT-LOTOS Formal Description Tech-nique. Basic background information on RT-LOTOS, itsassociated tool environment and the validation of the con-ditional delivery mechanism will now be given in the nextsection. V. FormalizationFormal description techniques (FDTs for short) are in-creasingly recognized as particularly important for the suc-cessful design of large distributed and time-critical systems.They present several advantages relative to conventionaldesign methods. In particular, they allow for:� the expression of unambiguous speci�cations, under-standing these speci�cations relying solely on theFDT's formal semantics; frequently, these speci�ca-tions are also concise and make it possible to capturethe essential features of the system without enteringinto speci�c implementation-oriented details;� the analysis of the speci�cations with the purpose ofproving properties of the system under design.RT-LOTOS is a temporal extension of the standard for-mal description technique LOTOS [19], which is part ofthe family of process algebras [20] (see [21], [22], [23] forother temporal extensions of LOTOS). The latter have re-cently received a great deal of attention for two reasons:they permit formal speci�cations to be expressed at di�er-ent levels of abstraction, and a general theory of behav-ioral equivalences has been developed, providing thereforemathematical tools for formally comparing the behavior ofdi�erent speci�cations. This is a major advantage com-pared to established formalisms such as Petri nets [24]. Abrief introduction to LOTOS and RT-LOTOS is given inappendix, and detailed tutorial papers are available in [11],[12], [25].A. General architecture of the whole speci�cationA complete RT-LOTOS speci�cation of the interactivetraining application has been developed. Fig. 8 describesthe speci�cation architecture in terms of the RT-LOTOSprocesses involved.The stream submissions by SS and AS are speci�edby the Synchronous Server and Asynchronous Server pro-cesses respectively. The Synchronous Medium and Asyn-chronous Medium processes characterize the stream trans-fer procedures performed by the transport service towardsthe student's multimedia workstation from SS and AS re-spectively. Medium processes may be parameterized toprovide a reliable or a non reliable service as well as toselect the minimum and maximum transfer delays. TheJitter Control process supports a conventional jitter com-pensation mechanism. The application located in the stu-dent's workstation is represented by a simple demultiplexprocess intended to deliver the information media to therespective audio, text and slide presentation devices. Atransport connection, modeled through a Control Mediumprocess, is assumed to be established between the student'sworkstation and SS to enable the student to interact withthe training application (i.e. to answer the questions).
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iurFig. 8. Training application speci�cation architectureThe server processes (i.e. synchronous and asyn-chronous) handle the submission of their respectivestreams. Process Synchronous Server characterizesthe submission of the audio stream, whereas Asyn-chronous Server characterizes that of the text and the slideinformation units. The Synchronous Medium and Asyn-chronous Medium processes characterize the communica-tion media (i.e. the transport service) used for intercon-necting both servers to the student's workstation. Theseprocesses may be parameterized by di�erent QoS param-eters, among them the minimum (Dmin) and the maxi-mum (Dmax ) transfer delays. For each information unitreceived from gate ium, a non-deterministic delay is se-lected, between Dmin and Dmax , before o�ering the in-formation unit to gate iur. Di�erent processes have beenimplemented to characterize di�erent transport services asa function of the expected quality of service. Process Jit-ter Control implements a bu�ering technique to compen-sate for the jitter introduced by the transport service. Foreach information unit received at gate iur x, a deliverytime interval is calculated by taking into account: (i) thetime stamp associated with the current information unit(embedded in IU receiver), (ii) the residual jitter (RJ) ,(iii) the medium jitter (MJ) and �nally (iv) the temporalreference associated with the local reception of the �rst in-formation unit (T0). Note that information units do notneed to be stored by this process, as bu�ering is alreadyachieved by the conditional delivery mechanism.B. Formal speci�cation of the conditional delivery mecha-nismThe conditional delivery mechanism is implemented bymeans of a speci�c protocol entity (see Fig. 9), whose be-havior is formalized by process Receiver Synchro Entity .This process corresponds to an instance of the Re-ceiver Control process, in which the set of the deliveredinformation units and the set of restricters are initializedwith empty, and the global time with zero.

process Receiver Synchro Entity [iur,iud] : noexit :=Receiver Control [iur,iud](Empty Restricter Set,Empty Delivered IU Set,0)endproc
Transport

iur

iud
Receiver_Synchro_Entity

R

D

Application

Temporal MechanismFig. 9. Architecture of process Receiver Synchro EntityReceiver Control is further re�ned into two processes,namely IU Receiver and IU Delivery , dealing respectivelywith the reception of new information units from the trans-port service, and the delivery of information units to theuser's application.process Receiver Control [iur,iud](R:Restricter Set type,D:Delivery IU Set type,GT :Time) :noexit :=let instantaneous delivery:bool = May Deliver (R,D,GT) in[instantaneous delivery]�>i; IU Delivery [iur,iud] (R,D,GT)[ ] [not (instantaneous delivery)]�>i; IU Receiver [iur,iud] (R,D,GT)endprocProcess Receiver Control expresses a non determin-istic choice which is resolved by evaluating predicateMay Deliver in the current con�guration of the protocolentity which includes the current set of restricters (R), the



9current set of previously delivered information units (D)and the current global time (GT ): if true, there exists aninformation unit to be delivered (the subsequent behav-ior then corresponds to process IU Delivery), and false,there exists, at the current time, no information to be deliv-ered (the subsequent behavior then corresponds to processIU Receiver).process IU Delivery [iur,iud](R:Restricter Set type,D:Delivery IU Set type,GT :Time) :noexit :=let M : IU = IU to Deliver (R,D,GT) iniud ! M ; Receiver control [iur,iud](Release from Restricter Set(R,M ),Update Delivered IU Set(D,M,GT), GT)endprocProcess IU Delivery characterizes the delivery of someinformation unit M to the upper layer; M to be deliveredis identi�ed by means of function IU to Deliver and furthero�ered at gate iud which formalizes the interface betweenthe synchronization layer and the upper user layer. OnceM has been delivered, the process transforms itself recur-sively into process Receiver Control , the con�guration ofthe synchronization entity being updated by means of func-tions Release from Restricter Set and Update Delivered IUwhose purpose is to:� release the restricter associated with the delivery ofM ;� update the set of restricters to take into account thedelivery of M ;� append M to the set of delivered information units.Process IU Receiver characterizes the behavior of thesynchronization entity when no further information unitsmay be delivered; two situations have to be accounted for:� time is progressing until the temporal constraints asso-ciated with information units previously received andcurrently stored in the synchronization entity becomesatis�ed; this time value is determined by the Deliv-ery Wait time function and time progression is for-malized by the delay operator;� a new information unit (N ) is received from the trans-port service, resulting in the creation of the new re-stricter associated with N and in the transformationof the updated set of restricters to check whether someinformation units can be delivered at the current time.Note �nally, that as soon as a new information unitis received from the transport service, the behaviorbranch corresponding to the delay alternative just dis-appears (see the semantics of the choice operator).Functions Release from Restricter Setand Add to Restricter Set perform the restricter transfor-mations which have informally been discussed in the pre-vious section; they have completely been formalized andimplemented, and the interested reader can refer to [26]for details.

process IU Receiver [iur,iud](R:Restricter Set type,D:Delivery IU Set type,GT :Time) :noexit :=( let WT : Time = Delivery Wait Time (R,GT) indelay(WT) i; Receiver control [iur,iud] (R,D,GT+WT) )[ ] iur @ LT ? N :IU ; Receiver control [iur,iud](Add to Restricter Set(R,N ),D,GT+LT)endprocThis speci�cation is a good illustration of operator @; us-ing this operator, the (relative) time at which an informa-tion unit is received from the transport service is recoveredand may then be added to the current global time.C. Validation resultsAn RT-LOTOS tool environment (called RTL for RT-LOTOS Laboratory) is being developed at LAAS-CNRSto validate the correctness of a speci�cation. In particular,it provides a simulation capability. By generating severalexecution scenarios of the complete RT-LOTOS speci�ca-tion whose global architecture has been depicted in Fig.8, the high level synchronization requirements of the inter-active training application and the correctness of the for-mal speci�cation of the conditional delivery mechanism canboth be assessed with di�erent assumptions made on theQoS parameters of the underlying transport service (see themedium process parameters). In case of non-determinism(behavior and/or time non-determinism), random decisionsare made according to probabilistic laws (the uniform dis-tribution law is being implemented in the tool). This tooluses a graphical interface for display of the simulation re-sults: the user speci�es the RT-LOTOS speci�cation gateshe wants to observe in some execution scenario, and ac-tion occurrences at these gates are featured (possibly withtheir associated data parameters) on temporal axes. Fig.10 gives an example of execution scenario. By examiningthese time-lines the execution scenario can be analyzed andit is possible to check whether the conditional dependencyrelations and their associated temporal constraints havebeen satis�ed. Note that the labels associated with thetime-lines correspond to the gates de�ned in Fig. 8 (e.g.,the emission of audio segments is represented by action oc-currences on gate ium a, whereas their remote receptionfrom the transport service is represented by action occur-rences on gate iur a; the delivery of these audio segments isrepresented by action occurrences on gate iud a, in whichclearly the transport jitter has been compensated for andthe delivery of the audio segments is synchronized with thedelivery of the slide and text information units).VI. ConclusionsIn this paper multimedia synchronization issues relatedto the co-ordination, scheduling and presentation of mul-timedia objects within a distributed framework have beenpresented. Special emphasis has been placed on how tomeet speci�c dependency and temporal requirements, pro-viding thus a new approach to intra- and inter-stream syn-chronization issues.The so-called conditional delivery mechanism, whoseusefulness has been demonstrated for a simple distributed
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Fig. 10. Execution scenariotraining application, has been put forward as the maincommunication facility. Dependency relations among in-formation units from a single stream or several streamsof the same bundle have been considered explicitly speci-�ed by the upper layer. These causal relations, as de�nedat the encoded media level o�er a �ner level of granularitythan high level requirements expressed for example by Petrinets-like models such as OCPNs [24], which address thewhole media. It is the authors' opinion however that high-level temporal requirements can be translated into the pro-posed causal relations by taking into account the speci�cencoding scheme for the (continuous) media. Ongoing re-search addresses this by showing how these dependency re-lations among information units can be derived from moreabstract and user-oriented pre-negotiated synchronizationscenarios, which could then be mapped onto the proposedconditional dependency scheme [17]. Finally, it has beenshown that the strength of the proposed synchronizationmechanism, the conditional delivery mechanism, directlyresults from the level of granularity at which the causalrelations are expressed.We are currently focusing on how to use pre-negotiatedsynchronization scenarios based on the MHEG stan-dard [27], which de�nes spatio-temporal synchronizationschemes by composing "child" objects within a "parentobject". A composite object is further de�ned for encap-sulating the spatio-temporal links among its components(i.e. the individual media). Communication functionalityintroduced in the paper could be used for implementing theconditional synchronization scheme of a MHEG document,when transferring it across a network. Thus a compositeMHEG object could be split into several component objectswhich would individually be submitted to the communica-tion service; synchronization among the component objectswould be ensured by the conditional delivery facility basedon a synchronization scheme derived from the synchroniza-tion actions of the original composite object.Finally the importance of formal description techniquesfor specifying complex synchronization mechanisms hasbeen highlighted and the proposed temporal extension of
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tem via a hierarchy of process de�nitions. A process is anentity capable of performing internal, unobservable actionsand interacting with other processes, which form its envi-ronment. Complex interactions among processes are builtup out of elementary synchronization units called events or(atomic) interactions or simply actions. Events imply pro-cess synchronization, because the processes interacting onan event (two or more) participate in its execution at thesame time. Such synchronization may involve an exchangeof data. Events are atomic in that they occur instanta-neously, without consuming time. An event is thought ofas occurring at an interaction point, or gate, and in thecase of synchronization without data exchange, the eventname and the gate name coincide. The syntax for processde�nition in LOTOS is as follows:process Process Identi�er [Formal Gate List] (Parameter List):= Process Behaviorendprocwhere Parameter List is a list of variable declarations,and Process Behavior is a behavior expression. A behaviorexpression is built up by applying an operator to other be-havior expressions. A behavior expression may also includeinstantiations of other processes.The instantiation of a LOTOS process looks like the in-vocation of a procedure in a programming language. Ofcourse a process instantiation refers to a process de�nitionwhich must exist somewhere in the speci�cation. The fol-lowing syntax is used for process instantiation:Process Identi�er [Actual Gate List] (Value Expression List)A partial list of LOTOS behavior expressions is given inthe following table, which includes all LOTOS operatorsused in the speci�cation of the conditional delivery mech-anism.process instantiation P[g1,. . . ,gm](v1,. . . ,vn)internal action pre�x i; Bobservable action pre�x g O1 . . .On; Bwhere Oi=?x:s or !vchoice B1 [ ] B2parallel B1 j[g1,. . . ,gm]j B2or B1 jjj B2hiding hide g1,. . . ,gm in Bvariable declaration let x:s=v in Bguard predicate [ v ]�> BSymbols B, B1, B2 in the table stand for any behaviorexpression, P refers to any process identi�er, g is a gatename, i the internal action, x a variable name, t a datatype, and v a value expression.Many programming languages such as Ada, Esterel andOccam, feature delay operators to suspend activities. Forexample, Ada has a construct, delay(t);P which means"wait for t units of time and then execute P". Similarly,we write delay(t)P to denote a process which idles for tunits of time and then behaves as P . This construct isfairly classical and its use for modeling real-time systemsdoes not need further emphasis. Construction a@t;P in-dicates that the relative time at which action a will occur
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