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and Multiantenna Channels in MIMO-OFDM
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Abstract—We design pilot-symbol-assisted modulation for car-
rier frequency offset (CFO) and channel estimation in orthogonal
frequency-division multiplexing transmissions over multi-input
multi-output frequency-selective fading channels. The CFO and
channel-estimation tasks rely on null-subcarrier and nonzero pilot
symbols that we insert and hop from block to block. Because we
separate CFO and channel estimation from symbol detection,
the novel training patterns lead to further decoupled CFO and
channel estimators. The performance of our algorithms is investi-
gated analytically, and then compared with an existing approach
by simulations.

Index Terms—Carrier frequency offset (CFO), Cramér–Rao
lower bound, frequency-selective channel, multi-input multi-
output (MIMO)-orthogonal frequency-division multiplexing
(OFDM), null subcarriers, pilot symbols.

I. INTRODUCTION

ORTHOGONAL frequency-division multiplexing
(OFDM) has been widely adopted by many stan-

dards (e.g., IEEE802.11a, IEEE802.11g in the U.S., and digital
audio/video broadcasting (DAB/DVB), HiperLAN/2 in Eu-
rope), because it offers the possibility for high data rates at low
decoding complexity [18], [23]. On the other hand, space–time
multiplexing of multiantenna transmissions over multi-input
multi-output (MIMO) channels has well-documented merits
in combating fading, and further enhancing data rates (see,
e.g., [17], [22], and references therein). For these reasons,
MIMO-OFDM has emerged as a strong candidate for next-gen-
eration wireless multiantenna communications.

Implementing MIMO-OFDM however, faces two major
challenges: 1) with the number of antennas increasing, channel
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estimation becomes increasingly challenging as the number of
unknowns increases; and 2) similar to single-antenna OFDM,
MIMO-OFDM exhibits pronounced sensitivity to carrier fre-
quency offset (CFO). A number of approaches have dealt with
CFO and channel estimation in a single-input single-output
(SISO) OFDM setup [1], [6], [10], [13], [15], [16]. Some
rely on training blocks [12], [13], [21], while others just take
advantage of the standardized transmission format; e.g., [6]
and [10] exploit presence of null subcarriers. Recently, optimal
training for MIMO channel estimation has been considered
in [11] and [25], and preamble training for MIMO-OFDM
has been proposed in [5], but CFO estimation was not taken
into account. In the IEEE802.11a and HiperLAN/2 standards,
sparsely placed pilot symbols are present in every OFDM
symbol, and the pilot symbols are placed in the same positions
from block to block. In this paper, we show how to place these
training symbols across the blocks in order to effect estimation
of both CFO and MIMO channels.

Different from the channel estimator in [11] and [25], we
design the training patterns for estimating CFO and MIMO
frequency-selective channels across several blocks. Unlike
the space–time block-code-based iterative decoder for OFDM
systems [7], we do not assume any specific space–time code,
and our CFO-induced phase noise is allowed to change from
symbol to symbol. Specifically, we design training symbols
that enable decoupling of CFO and channel estimation from
symbol decoding, which, in turn, leads to a low-complexity
receiver, compared with blind and semiblind alternatives [3],
[8], [24]. Moreover, our approach guarantees full acquisition
range of the CFO estimator and identifiability of the MIMO
channel estimator. Our scheme is also flexible to accommodate
any space–time coded transmission.

The rest of the paper is organized as follows. In Section II,
we begin with the description of the MIMO-OFDM system
model. The CFO and channel estimators for MIMO-OFDM
transceivers are derived in Section III. The Cramér–Rao lower
bounds and performance analyses are given in Section IV. In
Section V, simulation results demonstrate the potential of the
novel algorithm, and Section VI concludes this paper.

Notation: Upper (lower) boldface letters will indicate ma-
trices (column vectors). Superscript will denote Hermi-
tian, transpose, conjugate, and will stand for the
nearest integer. The real and imaginary parts are denoted as

and will stand for expectation, and for
a diagonal matrix with on its main diagonal. Matrix
with a vector argument will denote an diagonal ma-
trix with . For a vector, denotes the
Euclidean norm. We will use to denote the th
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Fig. 1. Discrete-time-equivalent baseband model of MIMO block-
transmission systems.

entry of a matrix , and for the th entry of the column
vector will denote the identity matrix; the

st column of
the fast Fourier transform (FFT) matrix. We define

.

II. SYSTEM MODEL

Let us consider the discrete-time-equivalent baseband model
of a block-transmission system communicating over MIMO fre-
quency-selective channels in the presence of CFO, shown in
Fig. 1. Suppose that every information symbol is drawn
from a finite alphabet. Collecting information symbols per
information block, we denote the th entry of the th block as

. At the multiantenna transmitter, each
block is first encoded and/or multiplexed in space and time,
to yield blocks of length . Training symbols (ei-
ther zero or nonzero), known to both the transmitter and the re-
ceiver, are then inserted into to form a vector with
length , for the th antenna.

Following the insertion of training symbols, we just im-
plement MIMO-OFDM. Specifically, we implement -point
inverse FFT (IFFT) (via left-multiplication with ) on
each block , and insert the cyclic prefix (CP) (via
left-multiplication with the appropriate matrix operator

, where denotes the last columns
of ). After parallel-to-serial (P/S) conversion, the resulting
blocks of size are trans-
mitted through the transmit antennas.

The th-order frequency-selective channel from the th
transmit antenna to the th receive antenna in discrete-time
baseband-equivalent form is denoted by .
These channels incorporate transmit (receive) filter
( ) and the frequency-selective multipath ; i.e.,

, where denotes convolu-
tion, and is the sampling period which is chosen equal to the
symbol period. Let be the frequency offset (in Hertz), which
could be due to Doppler and/or mismatch between transmit–re-
ceive oscillators. In the presence of CFO, the samples at the th
receive antenna filter output can be written as

(1)

where is the normalized CFO, and is zero-
mean, white, complex Gaussian distributed noise with variance

. The sequence is then serial-to-parallel (S/P) con-
verted into blocks, with entries .
Selection of the block size greater than the channel order
implies that each received block depends only on two
consecutive transmitted blocks, and , which
is referred to as interblock interference (IBI).

In order to remove IBI at the receiver, we discard the CP by
left-multiplying with the matrix . De-
noting the resulting IBI-free block as , we
obtain the following vector-matrix input–output relationship for

:

(2)

where ,
with is a lower triangular Toeplitz
matrix with first column ;
and is a diagonal matrix defined as

.
Based on the structure of the matrices involved, it can

be readily verified that ,
where . Fol-

lowing this identity, let us define ,

where the matrix is circulant with first
column . Letting also

, we can rewrite (2) as

(3)

So far, our receiver-processing steps are the same as
in any MIMO-OFDM system. In the absence of CFO,
taking the FFT of renders the frequency-selective
channel equivalent to a set of flat-fading subchannels, since

is a diagonal matrix , where

, with
denoting

the th channel’s frequency-response values on the FFT
grid. However, in the presence of CFO, the orthogonality
among subcarriers is destroyed. And even if we perform the
FFT at the receiver, the channel cannot be diagonalized. To
simplify our input–output relationship, we insert

between and , and re-express (3) as

(4)

We deduce from (4) that estimating CFO and the multiple
channels based on is a nonlinear problem.
Given , our goal is to design training pi-
lots for estimating the CFO and the channels

in MIMO-OFDM
systems.
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Fig. 2. One example of �uuu (k) structure.

III. CFO AND CHANNEL ESTIMATION FOR MIMO-OFDM

Although contains both information-bearing symbols
and training symbols, their separation is challenging, due to the
presence of CFO. In the following, we specify how to insert pilot
symbols (both zero and nonzero ones), so that CFO estimation
can be separated from MIMO channel estimation. The insertion
of pilot symbols will be performed in two steps.

In the first step, we insert the pilot block into the infor-
mation-bearing block , per transmit antenna, as follows:

(5)

where the two permutation matrices have sizes
and , respectively, and are selected to be mutually

orthogonal: . Note that and
. One example of such matrices is to form with the

last column of , and with the first columns
of for , given as

and

(6)

The structure of in (5) is shown in Fig. 2. When
is left-multiplied by , the permutation matrices in (6) assign
OFDM subcarriers to information and training symbols (pilot
tones). We will specify the structure of the training block
later.

In the second step, we insert zeros per block to
obtain . This insertion can be implemented by left-multi-
plying , with the null-subcarrier insertion matrix defined
as

(7)

where . We call each subcarrier corre-
sponding to a zero symbol a null subcarrier. Dependence of the
null-subcarrier insertion matrix on the block index im-
plies that the position of the inserted zero is changing from block
to block. In other words, (7) implements a null-subcarrier hop-
ping operation from block to block. Plugging (7) and (5) into
(4), we deduce that the resulting signal at the th receive an-
tenna takes the following form:

(8)

We have described the insertion of two types of training sym-
bols: zero and nonzero. We reiterate that the placement of the
null pilot is hopping from block to block. In the following,
we will show that this idea of hopping pilots is instrumental

in establishing identifiability of our CFO estimator, and
achieving the minimum mean-square error of the MIMO
channel estimator.

A. CFO Estimation

If the CFO was absent [ in (8)], then similar to [11]
and [25], we could isolate from the received block the part cor-
responding to the training symbols, and by collecting several
blocks (enough pilots), we could eventually estimate the chan-
nels. However, CFO destroys the orthogonality among subcar-
riers, and the training information is “mingled” with the un-
known symbols and channels. This motivates acquiring the CFO
first, and estimating the channels afterwards.

Our CFO estimation algorithm will rely on a “dehopping” op-
eration, implemented on a per-block basis using the dehopping
matrix

(9)

Because is a permutation matrix and
is a diagonal matrix, it is not difficult to verify that

, where

is formed by permuting the entries of as dictated by
. Using the well-designed “dehopping” matrix in (9), it

is easy to establish the identity

(10)

where is a zero-padding operator.
Multiplying (8) by the dehopping matrix, and using (10), we
obtain

(11)

where , and
. Equation (11) shows that after dehopping, null

subcarriers in different blocks are at the same location, because
does not depend on the block index . The system model

(11), per receive antenna, is similar to the one used in [6] and
[10] for the SISO-OFDM case. This observation suggests that
we can generalize the method of [6] and [10] to estimate the
CFO for MIMO-OFDM systems.

To this end, we consider the covariance matrix of [cf.
(11)]

(12)

where the noise has covariance matrix . In prac-
tice, supposing that the channels remain time-invariant during

blocks, we will replace the ensemble correlation matrix
by its sample estimate, formed by averaging across blocks

(13)

It has been shown in [10] that the column space of con-
sists of two parts, the signal subspace and the null subspace.
In the absence of CFO, if has full rank, the
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null space of is spanned by the missing columns (the lo-
cation of the null subcarriers) of the FFT matrix. The presence
of CFO introduces a shift in the null space. Similar to [10], a
cost function can be built to measure this CFO-induced shift for
our MIMO-OFDM setup. With denoting the candidate CFO,
this cost function can be written as

(14)

where
. Clearly, if , then .

Next, recall that the matrix is orthogonal to
. Hence, if , the cost function

is zero in the absence of noise. However, we have to
confirm that is the unique minimum of . We will show
that if has full rank, then is indeed the
unique zero of . To prove this, we establish the following
proposition.

Proposition 1: If is diagonal,
has full rank, , and

, then
has full rank.

Proof: See Appendix A.
The conditions in Proposition 1 seem unrelated to our es-

timation process and difficult to satisfy. Later, we will show
that our training design for channel estimation satisfies these
conditions. Using the result of Proposition 1, namely that

has full rank, it follows readily that
, where the equality holds if and only if .

Therefore, CFO estimates can be found by minimizing as

(15)

Thanks to subcarrier hopping, has a unique minimum in
, regardless of the position of channel nulls. This estab-

lishes consistency of , and shows that the acquisition range
of our CFO estimator in (15) is , which is the full range.

As the estimator in (15) requires line search, its complexity
depends on the number of points searched over the interval

. Similar to existing CFO estimators that enjoy a full
acquisition range (e.g., the subspace-based ones in [10] and
references therein), it is possible to reduce the complexity of

in (15) in two ways: 1) restrict the full-range search if it is
a priori known that the CFO lies in an interval smaller than

(this is possible if a coarse CFO estimation algorithm
has been applied as a preprocessor); or 2) avoid the search
altogether by invoking a least-mean square (LMS) adaptive
algorithm to search for the maximum of in (15). For
details on the latter, we refer the reader to [10].

As usual, there are tradeoffs emerging among complexity, ac-
quisition range, and variance of the CFO estimator in (15). The
finer the search, the higher the complexity one incurs, but at the
same time, the larger the acquisition range and/or lower esti-
mator variance can be achieved. These tradeoffs are also present
in existing CFO estimators; see, e.g., the one in [15], where ac-
quisition range and variance improve relative to [21] at the price

of increasing complexity. Relative to [21] and [15] that estimate
CFO in a closed form, the estimator in (15) has higher com-
plexity. But as our simulations will also testify, it gains in ac-
quisition range and has lower variance when the same overhead
(rate) is used.

Going beyond the SISO CFO estimation problem, the esti-
mator (15) in this paper will be combined with channel esti-
mation in the ensuing section. More important, the main con-
tributions here pertain to the MIMO and multiuser (broadcast)
OFDM scenarios that have not been considered in, e.g., [10],
[15], [16], or [21].

B. Channel Estimation

Based on the estimated CFO in (15), we can remove the terms
that depend on from , and proceed with channel
estimation. To derive our MIMO channel estimator, we tem-
porarily assume that the CFO estimate is perfect; i.e., .

At the receiver, after removing the CFO-related terms from
(11), we first take the FFT and then remove the null subcarriers
by multiplying the blocks with to obtain [cf. (5) and (11)]

(16)

where . From the

design of and in (6), we infer that
. This allows us to decouple the training-based received

symbols from the information-bearing symbols as

(17)

where , and .
By the definitions of in (6), and the dehopping matrix in
(10), it follows that

(18)

where contains the first entries of ,
the matrix contains the first
columns and -related rows of , and

. Since , we have

(19)

where . Note that unlike [11] and [25],
the training-block length for each block can be smaller than
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, by distributing training symbols across blocks. Col-
lecting blocks , we can write the input–output rela-
tionship based on training symbols and channels as

(20)

where consists of

and

...
. . .

...

(21)

Notice that is the same . Collecting ’s from
all receive antennas into , the linear
minimum mean-square (LMMS) channel estimator is given by

(22)

where with is the channel
covariance matrix, and denotes the noise variance.

Because is unknown in practice, the least-squares (LS)
estimator can be used instead of the LMMS estimator, and with

, the matrix must be selected to have
full rank. The LS channel estimator is given by

(23)

To guarantee that LS estimation can be performed, if the number
of training symbols per block is , we need a minimum
number of blocks, since we have with
entries to be estimated at the th receive antenna.

The choice of ’s satisfying the conditions of Proposition
1 is not unique. One possibility is to select , and design
the training sequences for different transmit antennas as

(24)

Suppose and are integer multiples of . Because our
hopping step size is , it can be verified that is
a block diagonal matrix, given as

The latter implies that increasing the number of blocks im-
proves channel-estimation performance. However, recall that
this holds when the CFO estimator is perfect. Surprisingly, when
CFO estimation is imperfect, the contrary is true. We should not
use many blocks because the residual CFO estimation error de-
grades performance severely when the block index is large. In
the following, we will describe a simple but necessary step to
estimate the residual CFO.

C. Phase Estimation

So far, we have estimated the CFO and the channels.
For most schemes (e.g., [6], [10]), the CFO and channel estima-
tion process ends here. However, this is not the case with our
approach. We will show by simulations that the residual CFO
will degrade the bit-error rate (BER) severely as the number of
blocks increases. Therefore, one additional step is necessary to
deal with the residual CFO. We will see that this step amounts
to nothing but phase estimation.

After CFO compensation using the estimate in (15), the re-
ceived block can be written as [cf. (11)]

(25)

where is the residual CFO, and
. We observe from (25) that when

the CFO estimate is accurate enough, the matrix
can be approximated well by an identity matrix. However, the
phase term becomes increasingly large as
the block index increases. Without mitigating it, the phase
distortion degrades not only the performance of the channel
estimator, but also the BER performance over time.

To enhance BER performance, we will use the nonzero
training symbols to estimate the phase per block, which was
originally designed for channel estimation. Suppose that for
the th block, we obtain the estimated channel from (21). Let
us adopt the training sequence in (24) and suppose that the
channel-estimation step is perfect. After equalizing the channel,
for the th antenna and the th entry of , the equivalent
input–output relationship, provided that ,
becomes

(26)

where , and is the equiv-
alent noise term after removing the channel. Since is known,
the phase can be estimated, based on the
observations from receive antennas on a per-block basis. To
perform this phase-estimation step, we do not need to insert any
additional pilot symbol, and the extra complexity is negligible.
In Section V, we will verify that phase estimation improves per-
formance markedly.

D. Summary and Discussion

We have derived CFO and channel estimators for MIMO-
OFDM systems. After removing the CFO and channels, the in-
formation symbols can be readily detected. In the following,
we summarize our three-stage (CFO–channel–phase) estima-
tion process in these steps.

Step 1) Insert training symbols in the information blocks
corresponding to the transmit an-

tennas, as shown in (24); the structure of is
depicted in Fig. 2.

Step 2) Insert one zero (one null subcarrier) per block
whose position hops from block to block with
hop-step .

Step 3) Perform the standard OFDM operations of IFFT
and CP insertion per transmit antenna.
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Step 4) At the receiver, remove the CP first, and then dehop
the received blocks to estimate as in (15).

Step 5) Compensate for the CFO, perform FFT, and remove
null subcarriers.

Step 6) Collect blocks, and estimate the channel as in
(22).

Step 7) Perform phase estimation to find the residual CFO
per block.

Step 8) Remove the residual CFO, and then detect the in-
formation symbols .1

The major advantages of our scheme are the following.

• Our training pattern matches well with that in
IEEE802.11a and 11g, and the resulting algorithm
has complexity affordable by current OFDM standards.

• Our scheme is flexible to adjust the training sequence, de-
pending on the channel’s coherence time and the pertinent
burst duration; e.g., if the burst is long, we can insert fewer
pilot symbols per block.

• Our transmission enjoys high spectral efficiency. Since
training symbols are inserted every trans-

mitted symbols, our spectral efficiency is
.

• Depending on the complexity that can be afforded, our
estimators can be adjusted by collecting a variable number
of blocks.

• Our CFO estimator has full acquisition range ,
while our channel estimator ensures identifiability at low
complexity.

• Relative to existing alternatives [10], our CFO, channel,
and phase estimators lead to improved BER performance.
This will be confirmed by simulations in Section V.

Three remarks are now in order.
Remark 1: The algorithms we developed for estimating the

single common CFO and the MIMO channel in our single-user
setup, involving transmit and receive antennas, can be
easily modified to estimate CFOs and channels in a multiuser
downlink scenario, where the base station deploys transmit
antennas to broadcast OFDM-based transmissions to mo-
bile stations, each of which is equipped with a single antenna.
In this case, we have distinct CFOs and frequency-se-
lective channels to estimate. However, each mobile station can
still apply the CFO estimator in (15), using the cost function
in (14) with . In addition, it is easy to verify that the
LS channel estimator in (23) can be decoupled to estimate, on
a per-receive-antenna basis, the channel impulse responses
contained in for .

Remark 2: Since it depends on the driving noise, the CFO
generated by an oscillator’s circuit is random in nature (see,
e.g., [4, App. B] and references therein). Furthermore, the power
of the phase noise in an oscillator is inversely proportional to
the CFO range. This implies that a CFO estimation algorithm
offering a larger acquisition range is useful on two counts: the
outage probability of the CFO error is lower; and for the same
oscillator hardware, the phase-noise power is lower.

1To further improve the performance, we can also update the channel estima-
tion for the blocks after the first L + 1 blocks.

Remark 3: Recalling that the null-subcarrier insertion matrix
does not depend on the number of antennas, we deduce that our
CFO estimator for MIMO-OFDM systems applies identically
to a SISO-OFDM setup. This decoupling at the CFO estimation
step can be implemented by training one antenna at a time.
After compensating for the CFO, the same approach can be
followed to estimate the MIMO channel using multiple SISO
channel estimators. However, using existing training-based
SISO CFO and separate SISO channel estimators to realize
this one-antenna-at-a-time approach has the following lim-
itations relative to our MIMO approach. The need emerges
to switch between pilot- and information-transmission modes
per antenna, which is more difficult to implement relative to
our single-mode MIMO transmission format, and available
SISO CFO estimators have a smaller acquisition range and
require a coarse (in addition to a fine) CFO estimation step,
which costs both in terms of complexity and spectral efficiency.
The resultant bandwidth loss becomes severe in high-mobility
applications where training has to be increasingly frequent.
Furthermore, if a coarse estimation module is invoked to
bring the CFO to a range manageable by, e.g., [15], then our
full-range CFO estimator can also benefit from it to reduce
the complexity of our search while still leading to improved
error performance. Both limitations in complexity and spectral
inefficiency are clearly illustrated in the broadcast-OFDM setup
we discussed in Remark 1, where the one-antenna-at-a-time
approach will be evidently inferior to this paper’s approach by
a factor proportional to the number of active users.

IV. PERFORMANCE ANALYSIS

To benchmark the performance of our estimators, we first
derive the Cramér–Rao lower bounds (CRLB) for the CFO.
Starting from the system model in (11), the CRLB for is

(27)

where , and
. It follows from (27) that as the

number of blocks increases, the CRLB for CFO decreases.
Similar comments apply for the signal-to-noise ratio (SNR)
versus CRLB. If , i.e., the number of subcarriers
is much greater than the number of null subcarriers, we have
that . Assuming that , where denotes
the average symbol energy, and are sufficiently large, we
obtain

(28)

As expected, the CRLB of CFO is independent of the channel
and the number of transmit antennas, inversely proportional to
the SNR, the number of receive antennas, and the cube of the
number of space–time data.
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TABLE I
HIPERLAN/2 CHANNEL MODEL B

Assuming the CFO-estimation step is perfect, we can de-
rive the performance of the channel estimator. If the LMMS
channel estimator is adopted as in (22), then the mean-square
error (MSE) of the channel estimator is given as

(29)

Similarly, if the LS estimator (23) is used, the corresponding
MSE is given by

(30)

Both (29) and (30) imply that as the number of channels in-
creases, the channel MSE increases. But this increase can be
mitigated by collecting more blocks (i.e., more training sym-
bols), provided that the CFO-estimation step is sufficiently ac-
curate. Joint performance analysis goes beyond the scope of this
paper.

V. SIMULATIONS

We conduct simulations in various scenarios to verify the per-
formance of our MIMO-OFDM designs. In all examples, the
HiperLAN/2 channel model B is used to generate the channels.
The channel order is , and the taps are independent with
variances given in Table I. Unless otherwise specified, we design
the OFDM block length , carrier frequency 5 GHz, and
OFDM symbol (without CP) period 3.2 s, as in HiperLAN/2.
The noise is additive white Gaussian with zero mean and vari-
ance . We define SNR , with denoting energy per
symbol. The information symbols are drawn from a quaternary
phase-shift keying (QPSK) constellation.

Example 1 (Performance of CFO Estimator): First, we test
the effect of the number of blocks on CFO estimation when

. The CFO is randomly selected in the range
. In each OFDM transmitted block, there are four

nonzero pilot symbols, four zero symbols to remove interfer-
ence from other channels, and one zero symbol serving as a
null subcarrier. The placement of these pilot symbols follows
the construction of Section III. Different numbers of blocks
( , and ) are tested in this example.
In Fig. 3, we depict the CFO normalized mean-square error
(NMSE) defined as versus SNR. We
observe that as the number of OFDM blocks increases,
the NMSE of CFO decreases. However, the improvement is
relatively small, which suggests that using OFDM
blocks suffices to estimate the CFO. The CRLB we derived in
Section IV is also shown as a bench mark in Fig. 3. The gap
between the CFO NMSE and CRLB is indeed large.

We also test the effect of the number of antennas on CFO
estimation. In Fig. 4, we plot the average NMSE of CFO when

Fig. 3. Average CFO NMSE (N ;N ) = (2; 2).

Fig. 4. Average CFO NMSE.

,
and with number of blocks . For

and , we use four nonzero
pilot symbols and one null subcarrier per OFDM block. It is
observed that as the number of receive antennas increases, the
performance of CFO estimation improves, since the receive-di-
versity gain increases accordingly. Furthermore, note that the
performance of CFO estimation does not depend on the number
of transmit antennas. This is consistent with our performance
analysis result.
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Fig. 5. Average CFO NMSE (N ;N ) = (1; 1).

Next, we compare our method with the method in [15] for
. For our method, we use one nonzero pilot

and one zero pilot per block for a total of 64 blocks. To main-
tain the same transmission rate, the training block length of
[15] is 128, with eight identical parts. Two cases are considered
here: uniformly distributed CFO over , and a fixed CFO

. For our method, we search over 2000 points eq-
uispaced within the range for the fixed CFO case, and
over for the random case. From Fig. 5, we deduce that
for a fixed CFO within the acquisition range of [15], our method
outperforms the one in [15]. We also observe from Fig. 5 that
when the CFO is uniformly distributed over , our al-
gorithm still enjoys performance comparable to the fixed CFO
case, thanks to its large identifiability range; while the method
in [15] suffers in performance because its acquisition range is
only .

As we discussed after (15), our CFO approach in the SISO
case incurs higher complexity than the closed-form solution
in [15], but gains in terms of lowering the estimator variance
and enlarging the acquisition range. As we have explained in
Remark 2, full-range CFO estimation is valuable to deal with
outage probability effects of the random CFO [4, App. B].
Albeit more complex in estimating SISO CFO, our training
sequence design has merits not only in combining CFO with
channel estimation, but also in its scope that encompasses
MIMO and multiuser (broadcast) OFDM settings.

Example 2 (Performance of Channel Estimator): In this
example, we test the performance of MIMO channel estimation
with , and CFO being also randomly selected
in the range . By collecting 64 observations which
come from eight OFDM blocks, and using the LS channel
estimator, we can estimate the MIMO channels. Fig. 6 de-
picts channel-estimation performance for MIMO-OFDM with
estimated CFO. To measure channel-estimation quality, we
compute the average channel NMSE as ,
where is obtained using the LS method. We compare with
the “ideal case,” where the CFO is perfectly known. We note
that there is 7-dB loss due to the CFO estimation error. This
large gap suggests as a future topic CFO and MIMO channel
estimation using iterative (a.k.a. turbo) techniques.

Fig. 6. Average channel NMSE (N ;N ) = (2; 2);M = N .

Fig. 7. BER (N ;N ) = (2;2);M = N .

Example 3 (BER Performance): Since BER is the ultimate
performance metric for communication systems, we plot BER
versus SNR in Fig. 7. The simulation parameters are the same
as the ones for Example 2. Zero-forcing equalization is used to
estimate the information symbols. The ideal case corresponding
to perfectly known channels and CFO is also shown as a bench-
mark. As discussed in Section III, BER performance degrades
with the number of blocks due to residual CFO error. Fig. 7
shows the BER performance after mitigating the phase distor-
tion, and corroborates our claim that the phase estimation im-
proves BER performance considerably.

Example 4 (Broadcast-OFDM): Here we test the estimation
of CFOs in the multiuser broadcast-OFDM setup we de-
scribed in Remark 1. In this simulation, we use

, and CFOs randomly selected in the range .
Figs. 8 and 9 show the NMSE of our vector CFO esti-
mator and the resulting BER with phase estimation, which cor-
roborate the merits of our method for broadcast-OFDM systems
involving multiple CFOs.
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Fig. 8. Average CFO NMSE for MIMO-OFDM with N CFOs.

Fig. 9. BER performance with phase estimation with N CFOs.

VI. CONCLUSION

In this paper, we derived algorithms to estimate the CFO and
the channels in multiantenna OFDM transmissions. We have
shown that at least one zero pilot per OFDM block for CFO
estimation, and orthogonal training blocks of size , are suffi-
cient for MIMO channel estimation. Moreover, we proved that
hopping pilots from block to block enlarges the CFO acquisition
range to the full range, while inserting training symbols orthogo-
nally per transmission block leads to low-complexity, high-per-
formance channel estimation. Our training pattern is flexible,
to be adjusted according to different standards, and is capable
of achieving desirable complexity-performance tradeoffs. The
performance of our estimators was benchmarked with CRLBs,
investigated by simulations, and compared favorably with ex-
isting alternatives.

APPENDIX A
PROOF OF PROPOSITION 1

Based on (5) and the design constraint , we obtain

(31)

for .
The expectation in (12) becomes

The matrix has full rank by the
design of our hopping pattern. Without loss of generality, se-
lecting and as in (6), we obtain

Because is diagonal, we can split it in two parts,

and , with sizes and , respectively. To proceed
with the proof, we recall the fact that the matrix is
positive definite, if matrices and are positive definite.
Based on this, and because is positive definite, it follows
that is positive definite.
According to the conditions in Proposition 1, we can verify that

has full rank. It

thus follows that has full rank.

APPENDIX B
CRLB FOR CFO ESTIMATOR

To derive the CRLB for CFO estimator, we start from the
input–output relationship (11)

(32)

Since the noise consists of zero-mean independent
complex Gaussian distributed entries which are also inde-
pendent from , the joint probability density function of

is given as
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where
, and is the variance of one entry of . Since

and are known, for blocks of data, the log-likelihood
function is (see [10] and [14])

(33)

The CRLB for CFO estimator is defined as

(34)

Given as in (33), we obtain

where . Thus, the
Fisher information for the CFO estimator is given by

where . The CFO CRLB is given by the
inverse of the Fisher information.
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