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Abstract allocation pattern of the template can be applied repeatedly
to control the on-line transmission of messages.

In this paper we present a time slot allocation scheme to ko, the periodic scheduling problem, several opti-
support real-time communications with strict rate require- |1 o, single resource scheduling algorithms, suclrads-

ments and flexible distance constraints. We first devise a%onotonic-scheduling[RMS) and theearliest-deadline-
algorithm to _schedule message _streams_on asingle I|nk_. Wei st (EDF) algorithm [8], can be applied to schedule real-
then extend it to schedule real-time traffic on WDM optical time traffic. In some real-time systems, periodic tasks or

star couplers, where the validation requirements of the de- yegsages must satisfy a timing constraint requirement rel-
vice configuration are also taken into consideration in the ative to the finishing time of the previous instance, which

scheduling algorithm. The results show that by decoupling is gefined in [5] as thelistance constrainsystem model.
the rate and distance constraint requirements of the real- g, example, along a network link of bandwidf, an

time streams, high schedulability can be achieved with ai5qchronous video stream may require to transmit data at

relatively small jitter. a rate ofR x B, whereR is specified as a proportion of
the total link bandwidth. So, the average distance between
the transmission of consecutive frames musth&r | time

1. Introduction slots. But in order to maintain the human perception condi-
tion of the video, the time interval between any two consec-
utive video frames must not exceed some maximum value,

There has been an increased need for real-time com-ay, p time slots, which is taken as the distance constraint

such as remote video display in multimedia conference. the scheduling algorithms for the periodic model, EDF or

Predictable and guaranteed service has become one of thRus, are not applicable to the distance constraint model.

critical components of thquality-of-servic€ QoS) require- . ) . _

ments. Real-time messages are to be sent and received The dlstan_ce constraint sched_ullng problemis clqsely re-

within specified timing constraints. For example, in peri- 12t€d to thepinwheel problemwhich is formally defined

odic message models, an isochronous message sftgam 5 follows [2, 6]: Given a multi-set af positive integers

generates; message frames in a certain periBd Inthe 4 = {a1,-ax} (a1 < ... < a,), the problem is to find
k*h period, the ready time for the instance ofM; is an infinite sequence (schedule) of symbols fréi..,2}

(k — 1) x P; and the deadline of that instancekisc P;. In such that there is at least one symbakithin any inter-
order to ensure that each frame meets its deadline, the mosfal of ai SLOtS'] In [2, 6], thedensityof A is def_lned as
common solution is to schedule the transmission of mes-?(:4) = >_i—, 5 and several schedules are devised for the

=0 a; .
sages. In this paper, we consider dividing time into slots pinwheel problem. To guarantee a feasible schedule for a
of equal length, each large enough to transmit a messagé’

inwheel problem, the schedulability condition derived in
frame, and we schedule the real-time traffic withitean-

[6, 2] is p(A) < pmaz, Wherep,,,.. is equal to 1/2, 13/20,
plate, which contains an integer number of time slots. The 2/3; 0.696, or 0.7 depending on a specific specialization op-

eration whose objective is to transforminto another set

*This work was supported in part by DARPA under Contract DABT6 A :_ {_dl 3oy dn} such thati; < a; < 2a; and for alli < Js
96-C-0044, a part of the FORTS project. a; dividesa;.




In the pinwheel problem, for a given streavfy, theaver- 2 Allocation Scheme for a Single Link
age distance between consecutive message framgs; |,
and the maximum distance constralnf are considered to In this section, we consider the problem of assigning
be the same. This characterization fails to represent somgjme siots to a set of message streams on a single link in
real-time applications. The following example shows that point-to-point network. This scheme can also be applied

the scheduler for the pinwheel problem fails to find a sched- scheduling the backbone bus on a broadcast network such
ule even though there exists a feasible schedule with a more,q o1 Ethernet or a DQDB network [4].

relaxed distance constraint requirement decoupled from the Assume that there exists a message 36t of n

rate requirements. isochronous message streams,,, ..., M,,, to be sent along

Example 1: Assume three message streams,, M. a link. Time is divided into time slots, where each slot is
and M3 requiring transmission rates f/2, 1/3 and1/6, long er_10ugh for the transmission of one message frame.
respectively. If this example is translated to a pinwheel Each time slot should be allocated to a unique message
problem of three streams with requireméat3, 6}, all the  Stream. Every isochronous message stream is represented
pinwheel scheduling algorithms fail to find a schedule and @M = {4i, D;}, where both4; and D; are integers rep-
will reject the set of messages. However, Figure 1 showsfesenting numbers of time slots add < D;. A; specifies
that, by relaxing the distance constraint &f, to 4, in- the average distance between consecutive framés oD
stead of 3, there exists a feasible schedule with a templatdS the maximum distance constraint between any two con-
of size 6 which satisfies the rate requirement of all three Secutive frames.
message streams. In Figure; ; means thg'" instance Define thedensityof the streamM; asp(M;) = 1/A;
of the message streafd;. Specifically, the maximum dis- and thetotal density factorof the message sett as
tance between any two consecutive instances is 2oy~ #(M) = Y[ 4-- In order to get a feasible schedule for
6 for M5 and 4 forM,. This can be seen by repeating the the link, the total density factor of the single link cannot
template and observing that the distance betwelgn and ~ exceed 100%. Thatig(M) = 371", - < 1.

M273 is 4. O
2.1 Calculating the Size of the Schedule Template
First Template Second Template The algorithm presented in the next section is a pre-
M1,1|Mz,1 My, |Mas | Mias [May [ M| M2 | Mas [ Mae [ M 26| M 32 allocation based scheme which schedules all the time slots
1 2 3 4 5 & 7 8 9 10 11 12 in a template to message streams. Our objective is to find
the minimum template size which can satisfy the rate re-
Figure 1. A Schedule for Example 1 quirement of all message streams. A small template size

decreases the time complexity of the scheduling algorithm
and simplifies the on-line transmission control.

) ) Assume the template sizes. In order to fulfill the rate
In this paper, we propose a pre-allocation based SChemerequiremenVli of message stread;, [N/A;] time slots

for scheduling» message _strear’er e, Where eagh have to be allocated fat/; within a template ofV slots.
stream); has a rate requiremerit; and a maximum dis-  Gjyen that the total utilization of the link should not exceed

tance constraint requiremen, such thal); > 1/R;. We 1 5 feasible schedule for all the messages in the template
assume that the rate requirementis the critical QoS require-

i ) X .- can be obtained only if
ment that cannot be violated, while the distance constraint

requirement is negotiable. The problem is to find a sched- n N
ule that satisfies both the rate and the distance constraint Zfz] <N (1)
requirements of all message streams. First, a minimum tem- i=0 '

plate size is chosen according to the rate requirements of al
message streams that are to be scheduled. Then a time sl . o

allocation pattern for the template is sought such that for A2’N"]"A”' which we will simply call LCM, then
every message streay;, the obtained rate is greater than %“_ =3, AL Therefore,p(M) < 1 guaran-

or equal toR; and the maximum distance between any two tees that there exists at least one valuéVothat satisfies
consecutive frames af/; is not larger tharD;. If no such condition (1). It is quite possible, however, that the value
schedule can be obtained, then the scheduler may negotiatef LCM is very large and there is a small&f which also
with the application for a more relaxed distance constraint satisfies (1). Aixed pointscheme [7, 1] can be used to iter-
condition and may attempt to schedule the stream againatively find the minimumV that satisfies (1). Specifically,
The system rejects the message stream if negotiation fails. starting from an initial estimat&’?, we can find successive

l . .
(ﬁ N is equal to the least common multiple of
1,



estimates fofV from ) S )
calculate template siZ€ using fixed point method;

N Z” N* ) fori=1tondo{  /*initialization *
o ‘i istance; = A;;
ready; = 0;

The initial estimateN® can be set ta.. The right side of
equation (2) is monotonically non-decreasing\h in the
sense thatv¥*! > N*. The iteration will stop at the first - )

point whereN**1 = N*, which makes the total utilization g fors=71t0N do{ /allocate slots in template */
of the link equal to 1. The iteration is guaranteed to con- g fthere are active messages

deadline; =distance;;
; N7
num_instance; = [4-1;

verge at the first point satisfying condition (1)ifM) < 1 10. choose an active streavh, with earliest deadline;

[7, 1]. 11. ifs > deadline, /* M, misses the deadline */
Example 2: A message stream sgtl = {M,, ..., M5} 12. distance, ++:

needs to be scheduled on a single link, whéfg = 13. }

(4,4), My = (5,6),M3 = (6,6), My = (7,7), M5 = 14. else| /* no stream is ready */

(10,10). The total density of\1 is 0.86. Using the fixed ;5 choose a streai,, to relax distance constraint;

point scheme described above, we beginVat = 5 and 16.
N' = Zle f,&i,-] = 6. Repeating the computation, we ob- 77 }
tain N = N° = 10. Note that the template size for this 1g ifdistance, > D, {/* relaxed too much */

distance, +=ready, — s;

20. D, =D!;
2.2 Scheduling Message Streams Ona Single Link 21, else fails to find a schedule, exit.
22. }

In this section, a time slot allocation algorithm is pro- 23 allocate current slatto streami,,;

posed. The scheme is applied repeatedly to allocate eaclp4.  recordfirst, if s is the first slot allocated td1,,;
time slot in the template to the next instance of a messagezs, num_instance, = num_instance, — 1;

stream according to the priority of the streams. /*compute next instance’s ready time & deadline */
Our allocation algorithm is similar to EDF, in that the 26, ready, =N + first,—
highest priority is assigned to the stream with the earliest num_instance, x distance,;

deadline. The difference is that in the EDF scheme, all in- 27, deadline, =s + distance,;

stances have fixed ready times and deadlines, while in ourzg.} /*for*/

algorithm, the deadline and ready time of each instance are

dynamically calculated based on the allocation of the previ-

ous instances and the distance constraint requirement. The Figure 2. The Algorithm Tpl_Sched

deadline of the next instance is calculated in such a way

that the distance between the current instance and the next

instance does not exceed the distance constraint, which i$€t, and dynamically computes the deadline of the next in-

called the distance constraint concern in ievard direc-  Stance in the stream.

tion. Because the allocation pattern of the template repeats  In the algorithm shown in Figure 2, after calculating the

continuously, the distance between the first instance in theminimum appropriate template siZé (line 1), Tpl_Sched

current template and the last instance in the previous tem-nitializes several variables for each message strédm

plate should also be constrained, which is called the dis-(line 2 to line 7). The variabléistance; is the dynamic

tance constraint concern in thmckwarddirection. The distance constraint condition whose value is in the range of

ready time of each instance is set such that the backward 4, D;]. BecauseD; > A;, if we directly setdistance; =

distance constraint can be satisfied. D;, it is quite possible that the distance between consec-
We define theactive message sat a time slot as the set  utive instances of\/; may vary greatly. In order to pre-

of messages whose ready times are smaller than or equa¥ent this situation and keep the maximum distance as close

to the current time. The pseudo-code of the templateto the average distancé; as possible, we first initialize

scheduling algorithnTpl _Schedis presented in Figure 2. distance; = A; (line 3), then increaséistance; only

The objective of the algorithm is to allocafév/A;] time when the algorithm cannot continue the scheduling process

slots to every stream/; within the template such that the ~anddistance; has not reache®; (line 18, 19).

distance constraint requiremehy is satisfied. Specifically, The algorithm initializes the ready timegady;, and

at each time slot]pl_Schedallocates the slot to the mes- the deadline for the first instance of message strédém

sage stream with the earliest deadline in the active messagdeadline;. The variablenum _instance; denotes the num-



ber of instances that still need to be allocatedfofrom the
current time slot to the end of the template. So it is initial-
ized to the total number of instances &f; in the template
according to the rate requireme (line 6).

From line 8 to line 28Tpl _Schedrepeats the allocation
scheme for every time slot within the template. First, from
the set of active streams it chooses an appropriate messag
M, with the highest priority (line 10). If several streams

have the same deadline, the tie is broken by assigning the

highest priority to the streami/,, with the largest value of
””Stgﬂ, which means that/,, has the least ability to fur-
ther "relaxdistanceu. The algorithm allocates the current
time slots to M, (line 23) and decreases:m_instance,,
indicating that one more instance 8f, has been sched-
uled (line 25). Then the deadline for the next instance of
M, is calculated to béistance, slots away from the cur-
rent completion time (line 27), such that the distance con-
straint in the forward direction is obeyed. The ready time

First Template

M11 | M21 | M12 [ M31 [ Maa [ Msa M23

| | | M4

1 2 3 4 5 6

ready time of pMand M 2

7 12

Ks 9 10 11

deadline of Mand M 2

(a) schedule of the first 6 slots

First Template

(M1 |Ma: [M12 [Mar | Maz [Mss [ Mus [ M22 M 32 [M 42| Mia | M2s

3 4 5 6 7 8

(b) the complete schedule

9 10 11 12

Figure 3. A Scheduling Example

how Tpl_Schedobtains a feasible schedule making good
use of the specificatio, > A,. Following the schedul-
ing scheme infpl_Sched Figure 3a shows the scheduling
of the template up to the sixth time slot. At this point,
distance, = A; = 4, distances = A, = 5, and both

is adjusted according to the distance constraint in the back-}1 and M, need to schedule one more instance. The com-
ward direction. Assume that the total number of instances putation shows that both the ready time and the deadline

of M, is k in a template of sizeV and recall thatV/,, ; is
the j** instance ofM,,. If M, 1 transmits in slotfirst,,
then M, 41 occupies slotV + first,. To guarantee the
distance constraints, the slotg, ,+1 and A, ; must be
separated bylistance,. Thus, the ready time folM,
must be no earlier thatv + first, — distance,. For the
same reasony/,, 1 must have a ready time no earlier than
N + first, — 2 - distance,, and so on. Line 26 computes
the earliest ready time for the next instance whiép still
hasnum_instance, instances left in the template.

The algorithm may fail to schedule an instanig ; in

two cases. In the first case, the message which is chosen ) > )
eslot, the time complexity of the algorithm 8(n.NV) where

to be scheduled at the current slot misses its deadline (lin
11 - line 13). In this caselistance,, is increased by one to

of the next instance af/; are 7. The same results are ob-
tained for the next instance of streavfy,. So, at the begin-
ning of the7t* slot, M, andM, are ready and both should
be scheduled by the end of th&" slot, which causes a
conflict. Note that, at this poinlistance; = D; while
distances = Dy — 1, which means thad/; has a bigger
value of% thanM,. According to the algorithm, slot

7 is allocated taV/;, which makesV/, miss its deadline at
slot 8. Thendistance, is increased by one to reaéh, and

the problem is solved. Figure 3b displays the final template.
O

Since we need to scan the list of streams for each time

n is the number of message streams ands the template

extend the deadline (line 12). In the second case, the active’'?€:
message set may be empty because every stream has a ready

time later than the current time slot (line 14 - line 17). To
solve this problem, the streai,, with the smallest value
of ”“St[“,ﬂ is chosen to reladi stance,, (line 15) such that
M,’s réady time is exactly the current time (line 16). Af-
ter increasingiistance,, we need to check whether it is
relaxed too much that it exceed,. If true, Tpl _Schedne-
gotiates for largeD,, (line 18 - line 22). If the negotiationis
successfulTpl_Schedwill continue to allocate successive
slots using the newistance, value to calculate the ready
time and deadline ol/,,. Otherwise, the algorithm fails to
find a schedule and exits (line 21).

Example 3 Apply Tpl_Schedto Example 2 in Section
2.1. Herep(M) is 0.86, the template size is 10 and every
message stready; except forM, has aD; value equal to
A;. If we cast this example into a pinwheel problem, the
input should bed = {4,5,6,7,10}. No pinwheel algo-
rithm is able to schedule this problem. Figure 3 illustrates

3 Performance Results

In this section, the results of applyifigpl _Schedto an
artificial workload of message streams are presented and
contrasted with the results of the best pinwheel scheduling
algorithm applied to the same inputs.

We generate sets of message streanis= {M; =
(4;,D;)]1 < i < n}. The rate requirements are gener-
ated such that the total density factptM) = >0 AL
is in some rangé;, pr] Wherep, andp,, are the lowest and
highest limit. We define theelative scheduling jitter (RSJ)
of streamM; asRSJ; = (D; — A;)/A;. RSJ; is a mea-
surement of the flexibility allowed for schedulirid; .

In Figure 4, th&” -axis represents treiccess ratewvhich
is the percentage of successfully scheduled stream sets from
an input population of 10,000 random stream sets, and the
X -axis represents maximum limitation &fS.J for all the



<L- T T T T T T T density | [0,0.7] | [0.7,0.8] | [0.8,0.9] | [0.9, 1]
1 . avg RSJ| 0.048%| 0.624% | 2.16% | 11.6%
ST
/
° 08 F T - Table 1. Average RSJ v.s. Total Density
E Tpl_Sched:[0.0, 0.7}— _ .
g 06 Tpl_Sched:[0.7,0.8F--~ 4 Algorithm for WDMA Passive Star coupler
9 : Tpl_Sched:[0.8,0.9} -
> ' Tpl_Sched:[0.9,1.0}----
n 0'4[IT’ Pinwheel:[0.0,0.7]¢& ] In order to further evaluate the performance of our algo-
P!nwﬂee:5[0.7,o.8] + rithm, we adapt the algorithm presented in the previous sec-
02+ E:ﬂahgg;%g:g:(l):g%g - tion to scheduling pass_ive star cou_plers in WDMA opti_cal
networks and compare its results with those of an algorithm
OX ] | | | l l | given in [9] for solving the same problem whéh = A;.
0O 02 04 06 08 1 12 14 In a wavelength division multiple access (WDMA) net-

Max RSJ work, an optical wavelength represents a transmission chan-
nel, and multiple channels can be multiplexed onto a sin-
gle fiber. Stations may transmit/receive packets on differ-
ent channels using a tunable laser transmitter/detector. A
widely used optical network topology is the passive star
topology which uses a broadcast star coupler to transmit
) ) messages. In this configuration, every source station uses
streams. WheS.J = 0, D; is equal tod;, which means 5 yynaple transmitter to send messages on a specific wave-
that this scheduling problem is equ_ivale_nt to a pinwheel length. The star coupler combines the messages from var-
problem. The four points on the vertical line &f5.J = 0 ious source stations and broadcasts the mixed optical in-
represent the success rate of the pinwheel algorithm (theformation to all the destination stations. In order to re-
pinwheel only finds solutions foRS.J = 0). The figure  cejve a message from a certain source, a destination sta-
shows the improvement obtained byl _SchedwhenR.S.J tion needs a tunable receiver to pick up its messages on the
is increased. Whep < 0.7, the algorithm for the pin-  gypected wavelength from the wavelength division multi-
wheel problem is guaranteed to generate a feasible schedyjexed broadcast stream. In the passive star coupler, A valid

ule [2]. However, when the total density factor increases, configuration should satisfy the following two conditions:
the pinwheel algorithm fails to have a high success rate,

while the Tpl _Schedalgorithm can achieve a high success
rate by slightly relaxing the distance constraint requirement.
For example, when the total density factor is in the range
[0.8,0.9] andRS J; = 0.2, that is,D; is 20% more than4;,
the success rate is as high&¥s. In summary, Figure 4
illustrates that, by decoupling the rate requirement and thein ana x b star coupler network witla source stations and
distance constraint requirement, thpl_Schedalgorithm b destination stations, the number of channels is equal to
makes use of the flexibility i, to increase schedulability.  the number of tunable wavelengthg], which is usually
smaller tharb.

Table 1 measures the avera@s.J of all the streams We modified the fixed point method to calculate the min-
when the total density of the stream set is in the following imum template size for multiple channels [3]. Then we
ranges: [0.0, 0.1], [0.1, 0.2], ..., [0.9, 1.0]. For each range, adapted the algorithm for the single link to the star coupler
we generate a group of message streams according to theituation by following the same philosophy of earliest dead-
specified total density range and applgl _Schedwithout line first and the same policies of relaxing and negotiating
limiting the maximumD; value. So, all the streams can the distance constraint. Since we need to schedule the mes-
relax D; as much as needed to get a successful schedulesages o/’ wavelength channels, the algorithm is changed
The measured averadi&s J indicates the level of flexibility ~ to choose the firsti streams without any input or output
needed for a group of streams to obtain a schedule. Fromconflict to fit into a slot [3].
the table, we can see that even when the total density range An algorithm namedinary Splittingwas presented in
of the stream set is [0.9, 1.0] the avera@8.J is less than  [9] for scheduling passive star couplers. This is a time
12%, which means that the algorithm keeps the maximum slot allocation scheme for time-constraint communications
distance between two consecutive frames close to the averbased on the specialization result of the pinwheel problem.
age distance for most of the streams in the set. The algorithm, however, only applies to sets of streams

Figure 4. Success Rate vs. RSJ

1. No input conflict: Multiple inputs cannot be switched
to the same output simultaneously.

2. No output conflict: An input cannot be connected to
multiple outputs simultaneously.



whose specialization is successful and whose utilization sat- We presented algorithms to schedule message streams on
isfies certain validation conditions [9]. In other words, a single links, and on WDMA optical star couplers. The algo-
valid set of streams may still be rejectedBwary Splitting rithm gives higher priority to streams with early deadlines,

after passing the validation conditions in [9]. but differ from "earliest deadline first” algorithms in that the
deadlines as well as the ready times of stream instances are
1 T T 1T T T T 1 modified dynamically according to the distance constraints.
19— Fixed point schemes are used to calculate the minimum size
________ of a scheduling template, according to the rate requirements
08| i — of the streams. In scheduling star couplers, input and out-
2 / put conflicts also have to be taken into consideration in the
9 06k ! Tpl-SEhd:[0.0,0.25] scheduling algorithms. _ . _ _
& 0 ! Tpl_Schd:[0.25,0.5]- - - We compared our scheduling algorithms with the pin-
U%) Tpl_Schd:[0.5,0.75]- - - { wheel scheduling which ties the maximum distance con-
041> _..TplLScnd:[0.75,1.0] = straints to the average transmission rate of the message
Bi_Split:[0.0,0.25] & . o
Bi_Split:[0.25,0.5] + streams. The results show that higher schedulability is
0.2 Bi_Split:[0.5,0.75] LI achieved when the rate and distance constraint requirements
Bi_Split[0.75,1.0] X of the real-time streams are decoupled, especially when the
0 N ST N IS N S I — — load is high.
0 02040608 1 12141618 2
Maximum RSJ
References

Figure 5. Performance of 8x8 WDMA couplers
[1] N. C. Audsley, A. Burns, M. F. Richardson, and A. J.
Wellings. Hard real-time scheduling: The deadline-
Figure 5 presents the performance of our algorithm on monotonic approach.Proc. of the 8th IEEE Workshop on
an8 x 8 star coupler configuration. The four curves corre- Real-Time Operating Systems and Software, Atlaht091.
spond to the success rate of four groups of random inputs,[2] M- Y. Chan and F. Y. Chin. SCheij|erS for larger classes of
each generated based on the specified utilization range for_ Pinwheelinstancesalgorithmica 9:425-462, 1993. .
destinati tati Si th ber of ch | [3] L. Dong, R. Melhem, and D. Mossé. Time slot allocation
every destination station. mc? gnum erorchannelscan- = ¢, roal-time messages with negotiable distance conssrain
not be smalle_r than the total _ut|I|za_t|0n, we (_:_hoo_se the value Technical report TR98-07, Department of Computer Science,
of w according to the possible h|gh_est l_JtlIlzatlon of each University of Pittsburgh12 1997.
station. The four points on the vertical line &SJ = 0 [4] C. C. Han, C. J. Hou, and K. G. Shin. On slot allocation
represent the success rate of the validation test oBihe for time-constrained messages in dual-bus netwdpksc. of
nary Splittingalgorithm on the same input sets. When the INFOCOM pages 1164-1171, 1995. .
utilization is high, most input sets are rejected before ap- [5] C. C. Han, K. J. Lin, and C. J. Hou. Distance-constrained
plying Binary Splittingbecause they violate the validation scheduling and its applications to real-time systertsEE
conditions needed to apply the algorithm. The success rate__ 1ans. on Computergl5(7):814-826, 1996.
. . . . [6] R. Holte, A. Mok, L. Rosier, I. Tulchinsky, and D. Varvel.
of Binary Splittingcannot be higher than the rate shown in ; ; ~
. . . . . A real-time scheduling problemProc. of the 22nd Hawaii
Figure 5. Again, Figure 5 illustrates that the policy of relax-

. . o ) International Conference on System Sciemages 693-702,
ing distance constraintimproves the success rate, especially 4 19g9.

when the network utilization is high. [7] M. Joseph and P. Pandya. Finding response times in a real-
time system. The Computer Journal29(5):390-395, Oct.
5 Conclusion 1986.

[8] C. L. Liu and J. Layland. Scheduling algorithms for multi

In this paper, we consider a real-time message stream programming in a hard real-time environmedburnal of the
’ ACM, 20(1):47—61, 1973.

model with strict rate requirements and flexible distance 9] H. Y. Tyan, C. J. Hou, B. Wang, and C. C. Han. On support-
constraint requirements. In the model, each stream re-" ~ ing time-constrained communications in wdma-based star-
quires that the average distance between any two consecu-  coupled optical networksProc. of the IEEE Real-time Sys-
tive frames of the stream does not exceed a strict predefined  tems Symposiurpages 175-184, 12 1996.

constraint. Each stream also has a maximum distance con-

straint requirement between any two consecutive frames,

but this constraint is relaxable and negotiable. The prob-

lem is to find a schedule that satisfies the rate and distance

constraint requirements of all the streams.



