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Abstract

In this paper we present a time slot allocation scheme to
support real-time communications with strict rate require-
ments and flexible distance constraints. We first devise an
algorithm to schedule message streams on a single link. We
then extend it to schedule real-time traffic on WDM optical
star couplers, where the validation requirements of the de-
vice configuration are also taken into consideration in the
scheduling algorithm. The results show that by decoupling
the rate and distance constraint requirements of the real-
time streams, high schedulability can be achieved with a
relatively small jitter.

1. Introduction

There has been an increased need for real-time com-
puting and communication services in current applications,
such as remote video display in multimedia conference.
Predictable and guaranteed service has become one of the
critical components of thequality-of-service(QoS) require-
ments. Real-time messages are to be sent and received
within specified timing constraints. For example, in peri-
odic message models, an isochronous message streamMi
generatesci message frames in a certain periodPi. In thekth period, the ready time for thekth instance ofMi is(k � 1)� Pi and the deadline of that instance isk � Pi. In
order to ensure that each frame meets its deadline, the most
common solution is to schedule the transmission of mes-
sages. In this paper, we consider dividing time into slots
of equal length, each large enough to transmit a message
frame, and we schedule the real-time traffic within atem-
plate, which contains an integer number of time slots. The�This work was supported in part by DARPA under Contract DABT63-
96-C-0044, a part of the FORTS project.

allocation pattern of the template can be applied repeatedly
to control the on-line transmission of messages.

For the periodic scheduling problem, several opti-
mal single resource scheduling algorithms, such asrate-
monotonic-scheduling(RMS) and theearliest-deadline-
first (EDF) algorithm [8], can be applied to schedule real-
time traffic. In some real-time systems, periodic tasks or
messages must satisfy a timing constraint requirement rel-
ative to the finishing time of the previous instance, which
is defined in [5] as thedistance constraintsystem model.
For example, along a network link of bandwidthB, an
isochronous video stream may require to transmit data at
a rate ofR � B, whereR is specified as a proportion of
the total link bandwidth. So, the average distance between
the transmission of consecutive frames must beb1=Rc time
slots. But in order to maintain the human perception condi-
tion of the video, the time interval between any two consec-
utive video frames must not exceed some maximum value,
say,D time slots, which is taken as the distance constraint
requirement of the message stream. As pointed out in [5],
the scheduling algorithms for the periodic model, EDF or
RMS, are not applicable to the distance constraint model.

The distance constraint scheduling problem is closely re-
lated to thepinwheel problemwhich is formally defined
as follows [2, 6]: Given a multi-set ofn positive integersA = fa1; :::; ang (a1 � ::: � an), the problem is to find
an infinite sequence (schedule) of symbols fromf1,..,ng
such that there is at least one symboli within any inter-
val of ai slots. In [2, 6], thedensityof A is defined as�(A) = Pni=0 1ai and several schedules are devised for the
pinwheel problem. To guarantee a feasible schedule for a
pinwheel problem, the schedulability condition derived in
[6, 2] is �(A) � �max, where�max is equal to 1/2, 13/20,
2/3, 0.696, or 0.7 depending on a specific specialization op-
eration whose objective is to transformA into another set�A = f �a1; :::; �ang such that�ai � ai < 2 �ai and for alli < j,�ai divides �aj .



In the pinwheel problem, for a given streamMi, the aver-
age distance between consecutive message frames,b1=Ric,
and the maximum distance constraintDi are considered to
be the same. This characterization fails to represent some
real-time applications. The following example shows that
the scheduler for the pinwheel problem fails to find a sched-
ule even though there exists a feasible schedule with a more
relaxed distance constraint requirement decoupled from the
rate requirements.

Example 1: Assume three message streams,M1, M2
andM3 requiring transmission rates of1=2, 1=3 and1=6,
respectively. If this example is translated to a pinwheel
problem of three streams with requirementf2; 3; 6g, all the
pinwheel scheduling algorithms fail to find a schedule and
will reject the set of messages. However, Figure 1 shows
that, by relaxing the distance constraint ofM2 to 4, in-
stead of 3, there exists a feasible schedule with a template
of size 6 which satisfies the rate requirement of all three
message streams. In Figure 1,Mi;j means thejth instance
of the message streamMi. Specifically, the maximum dis-
tance between any two consecutive instances is 2 forM1,
6 for M3 and 4 forM2. This can be seen by repeating the
template and observing that the distance betweenM2;2 andM2;3 is 4. 2
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Figure 1. A Schedule for Example 1

In this paper, we propose a pre-allocation based scheme
for schedulingn message streamsM1,...,Mn, where each
streamMi has a rate requirementRi and a maximum dis-
tance constraint requirementDi, such thatDi � 1=Ri. We
assume that the rate requirement is the critical QoS require-
ment that cannot be violated, while the distance constraint
requirement is negotiable. The problem is to find a sched-
ule that satisfies both the rate and the distance constraint
requirements of all message streams. First, a minimum tem-
plate size is chosen according to the rate requirements of all
message streams that are to be scheduled. Then a time slot
allocation pattern for the template is sought such that for
every message stream,Mi, the obtained rate is greater than
or equal toRi and the maximum distance between any two
consecutive frames ofMi is not larger thanDi. If no such
schedule can be obtained, then the scheduler may negotiate
with the application for a more relaxed distance constraint
condition and may attempt to schedule the stream again.
The system rejects the message stream if negotiation fails.

2 Allocation Scheme for a Single Link

In this section, we consider the problem of assigning
time slots to a set of message streams on a single link in
a point-to-point network. This scheme can also be applied
to scheduling the backbone bus on a broadcast network such
as an Ethernet or a DQDB network [4].

Assume that there exists a message setM of n
isochronous message streams ,M1, ...,Mn, to be sent along
a link. Time is divided into time slots, where each slot is
long enough for the transmission of one message frame.
Each time slot should be allocated to a unique message
stream. Every isochronous message stream is represented
asMi = fAi; Dig, where bothAi andDi are integers rep-
resenting numbers of time slots andAi � Di. Ai specifies
the average distance between consecutive frames ofMi. Di
is the maximum distance constraint between any two con-
secutive frames.

Define thedensityof the streamMi as�(Mi) = 1=Ai
and the total density factorof the message setM as�(M) = Pni=0 1Ai . In order to get a feasible schedule for
the link, the total density factor of the single link cannot
exceed 100%. That is,�(M) =Pni=0 1Ai � 1.

2.1 Calculating the Size of the Schedule Template

The algorithm presented in the next section is a pre-
allocation based scheme which schedules all the time slots
in a template to message streams. Our objective is to find
the minimum template size which can satisfy the rate re-
quirement of all message streams. A small template size
decreases the time complexity of the scheduling algorithm
and simplifies the on-line transmission control.

Assume the template size isN . In order to fulfill the rate
requirementAi of message streamMi, dN=Aie time slots
have to be allocated forMi within a template ofN slots.
Given that the total utilization of the link should not exceed
1, a feasible schedule for all the messages in the template
can be obtained only ifnXi=0dNAi e � N (1)

If N is equal to the least common multiple ofA1; A2; :::; An, which we will simply call LCM, thenPni=0d NAi eN = Pni=0 1Ai . Therefore,�(M) � 1 guaran-
tees that there exists at least one value ofN that satisfies
condition (1). It is quite possible, however, that the value
of LCM is very large and there is a smallerN which also
satisfies (1). Afixed pointscheme [7, 1] can be used to iter-
atively find the minimumN that satisfies (1). Specifically,
starting from an initial estimateN0, we can find successive
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estimates forN fromNk+1 = nXi=0dNkAi e (2)

The initial estimateN0 can be set ton. The right side of
equation (2) is monotonically non-decreasing inN , in the
sense thatNk+1 � Nk. The iteration will stop at the first
point whereNk+1 = Nk, which makes the total utilization
of the link equal to 1. The iteration is guaranteed to con-
verge at the first point satisfying condition (1) if�(M) � 1
[7, 1].

Example 2: A message stream setM = fM1; :::;M5g
needs to be scheduled on a single link, whereM1 =(4; 4);M2 = (5; 6);M3 = (6; 6);M4 = (7; 7);M5 =(10; 10). The total density ofM is 0.86. Using the fixed
point scheme described above, we begin atN0 = 5 andN1 =P5i=1d 5Ai e = 6. Repeating the computation, we ob-
tain N = N5 = 10. Note that the template size for this
problem is 10 and the LCM ofAi(1 � i � 5) is 420. 2
2.2 Scheduling Message Streams On a Single Link

In this section, a time slot allocation algorithm is pro-
posed. The scheme is applied repeatedly to allocate each
time slot in the template to the next instance of a message
stream according to the priority of the streams.

Our allocation algorithm is similar to EDF, in that the
highest priority is assigned to the stream with the earliest
deadline. The difference is that in the EDF scheme, all in-
stances have fixed ready times and deadlines, while in our
algorithm, the deadline and ready time of each instance are
dynamically calculated based on the allocation of the previ-
ous instances and the distance constraint requirement. The
deadline of the next instance is calculated in such a way
that the distance between the current instance and the next
instance does not exceed the distance constraint, which is
called the distance constraint concern in theforward direc-
tion. Because the allocation pattern of the template repeats
continuously, the distance between the first instance in the
current template and the last instance in the previous tem-
plate should also be constrained, which is called the dis-
tance constraint concern in thebackwarddirection. The
ready time of each instance is set such that the backward
distance constraint can be satisfied.

We define theactive message setat a time slot as the set
of messages whose ready times are smaller than or equal
to the current time. The pseudo-code of the template
scheduling algorithmTpl Schedis presented in Figure 2.
The objective of the algorithm is to allocatedN=Aie time
slots to every streamMi within the template such that the
distance constraint requirementDi is satisfied. Specifically,
at each time slot,Tpl Schedallocates the slot to the mes-
sage stream with the earliest deadline in the active message

1. calculate template sizeN using fixed point method;
2. for i = 1 ton dof /* initialization */
3. distancei = Ai;
4. readyi = 0;
5. deadlinei = distancei;
6. num instancei = d NAi e;
7. g
8. for s = 1 toN dof /*allocate slots in template */
9. if there are active messagesf
10. choose an active streamMu with earliest deadline;
11. if s > deadlineu /* Mu misses the deadline */
12. distanceu ++;
13. g
14. elsef /* no stream is ready */
15. choose a streamMu to relax distance constraint;
16. distanceu += readyu � s;
17. g
18. if distanceu > Du f/* relaxed too much */
19. if negotiate and get aD0u � distanceu
20. Du = D0u;
21. else fails to find a schedule, exit.
22. g
23. allocate current slots to streamMu;
24. recordfirstu if s is the first slot allocated toMu;
25. num instanceu = num instanceu � 1;

/*compute next instance’s ready time & deadline */
26. readyu = N + firstu�num instanceu � distanceu;
27. deadlineu = s + distanceu;
28.g /* for */

Figure 2. The Algorithm Tpl Sched

set, and dynamically computes the deadline of the next in-
stance in the stream.

In the algorithm shown in Figure 2, after calculating the
minimum appropriate template sizeN (line 1), Tpl Sched
initializes several variables for each message streamMi
(line 2 to line 7). The variabledistancei is the dynamic
distance constraint condition whose value is in the range of[Ai; Di]. BecauseDi � Ai, if we directly setdistancei =Di, it is quite possible that the distance between consec-
utive instances ofMi may vary greatly. In order to pre-
vent this situation and keep the maximum distance as close
to the average distanceAi as possible, we first initializedistancei = Ai (line 3), then increasedistancei only
when the algorithm cannot continue the scheduling process
anddistancei has not reachedDi (line 18, 19).

The algorithm initializes the ready time,readyi, and
the deadline for the first instance of message streamMi,deadlinei. The variablenum instancei denotes the num-
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ber of instances that still need to be allocated toMi from the
current time slot to the end of the template. So it is initial-
ized to the total number of instances ofMi in the template
according to the rate requirementAi (line 6).

From line 8 to line 28,Tpl Schedrepeats the allocation
scheme for every time slot within the template. First, from
the set of active streams it chooses an appropriate message,Mu, with the highest priority (line 10). If several streams
have the same deadline, the tie is broken by assigning the
highest priority to the streamMu with the largest value ofdistanceuDu , which means thatMu has the least ability to fur-
ther relaxdistanceu. The algorithm allocates the current
time slots to Mu (line 23) and decreasesnum instanceu
indicating that one more instance ofMu has been sched-
uled (line 25). Then the deadline for the next instance ofMu is calculated to bedistanceu slots away from the cur-
rent completion time (line 27), such that the distance con-
straint in the forward direction is obeyed. The ready time
is adjusted according to the distance constraint in the back-
ward direction. Assume that the total number of instances
of Mu is k in a template of sizeN and recall thatMu;j is
the jth instance ofMu. If Mu;1 transmits in slotfirstu,
thenMu;k+1 occupies slotN + firstu. To guarantee the
distance constraints, the slotsMu;k+1 andMu;k must be
separated bydistanceu. Thus, the ready time forMu;k
must be no earlier thanN + firstu � distanceu. For the
same reason,Mu;k�1 must have a ready time no earlier thanN + firstu � 2 � distanceu, and so on. Line 26 computes
the earliest ready time for the next instance whenMu still
hasnum instanceu instances left in the template.

The algorithm may fail to schedule an instanceMu;i in
two cases. In the first case, the message which is chosen
to be scheduled at the current slot misses its deadline (line
11 - line 13). In this case,distanceu is increased by one to
extend the deadline (line 12). In the second case, the active
message set may be empty because every stream has a ready
time later than the current time slot (line 14 - line 17). To
solve this problem, the streamMu with the smallest value
of distanceuDu is chosen to relaxdistanceu (line 15) such thatMu’s ready time is exactly the current time (line 16). Af-
ter increasingdistanceu, we need to check whether it is
relaxed too much that it exceedsDu. If true,Tpl Schedne-
gotiates for largerDu (line 18 - line 22). If the negotiation is
successful,Tpl Schedwill continue to allocate successive
slots using the newdistanceu value to calculate the ready
time and deadline ofMu. Otherwise, the algorithm fails to
find a schedule and exits (line 21).

Example 3: Apply Tpl Schedto Example 2 in Section
2.1. Here�(M) is 0.86, the template size is 10 and every
message streamMi except forM2 has aDi value equal toAi. If we cast this example into a pinwheel problem, the
input should beA = f4; 5; 6; 7; 10g. No pinwheel algo-
rithm is able to schedule this problem. Figure 3 illustrates

First Template

MM 2,1 M 1,2 M 3,1 M 4,1 M 5,1 M 1,4 M 2,3
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Figure 3. A Scheduling Example

how Tpl Schedobtains a feasible schedule making good
use of the specificationD2 > A2. Following the schedul-
ing scheme inTpl Sched, Figure 3a shows the scheduling
of the template up to the sixth time slot. At this point,distance1 = A1 = 4, distance2 = A2 = 5, and bothM1 andM2 need to schedule one more instance. The com-
putation shows that both the ready time and the deadline
of the next instance ofM1 are 7. The same results are ob-
tained for the next instance of streamM2. So, at the begin-
ning of the7th slot,M1 andM2 are ready and both should
be scheduled by the end of the7th slot, which causes a
conflict. Note that, at this point,distance1 = D1 whiledistance2 = D2 � 1, which means thatM1 has a bigger
value ofdistanceD thanM2. According to the algorithm, slot
7 is allocated toM1, which makesM2 miss its deadline at
slot 8. Thendistance2 is increased by one to reachD2 and
the problem is solved. Figure 3b displays the final template.2

Since we need to scan the list of streams for each time
slot, the time complexity of the algorithm is�(nN) wheren is the number of message streams andN is the template
size.

3 Performance Results

In this section, the results of applyingTpl Schedto an
artificial workload of message streams are presented and
contrasted with the results of the best pinwheel scheduling
algorithm applied to the same inputs.

We generate sets of message streamsM = fMi =(Ai; Di)j1 � i � ng. The rate requirements are gener-
ated such that the total density factor,�(M) = Pni=0 1Ai ,
is in some range[�l; �h] where�l and�h are the lowest and
highest limit. We define therelative scheduling jitter (RSJ)
of streamMi asRSJi = (Di � Ai)=Ai. RSJi is a mea-
surement of the flexibility allowed for schedulingMi.

In Figure 4, theY -axis represents thesuccess rate, which
is the percentage of successfully scheduled stream sets from
an input population of 10,000 random stream sets, and theX-axis represents maximum limitation ofRSJ for all the
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Figure 4. Success Rate vs. RSJ

streams. WhenRSJ = 0, Di is equal toAi, which means
that this scheduling problem is equivalent to a pinwheel
problem. The four points on the vertical line ofRSJ = 0
represent the success rate of the pinwheel algorithm (the
pinwheel only finds solutions forRSJ = 0). The figure
shows the improvement obtained byTpl SchedwhenRSJ
is increased. When� � 0:7, the algorithm for the pin-
wheel problem is guaranteed to generate a feasible sched-
ule [2]. However, when the total density factor increases,
the pinwheel algorithm fails to have a high success rate,
while theTpl Schedalgorithm can achieve a high success
rate by slightly relaxing the distance constraint requirement.
For example, when the total density factor is in the range[0:8; 0:9] andRSJi = 0:2, that is,Di is 20% more thanAi,
the success rate is as high as80%. In summary, Figure 4
illustrates that, by decoupling the rate requirement and the
distance constraint requirement, theTpl Schedalgorithm
makes use of the flexibility inDi to increase schedulability.

Table 1 measures the averageRSJ of all the streams
when the total density of the stream set is in the following
ranges: [0.0, 0.1], [0.1, 0.2], ..., [0.9, 1.0]. For each range,
we generate a group of message streams according to the
specified total density range and applyTpl Schedwithout
limiting the maximumDi value. So, all the streams can
relaxDi as much as needed to get a successful schedule.
The measured averageRSJ indicates the level of flexibility
needed for a group of streams to obtain a schedule. From
the table, we can see that even when the total density range
of the stream set is [0.9, 1.0] the averageRSJ is less than12%, which means that the algorithm keeps the maximum
distance between two consecutive frames close to the aver-
age distance for most of the streams in the set.

density [0, 0.7] [0.7, 0.8] [0.8, 0.9] [0.9, 1]
avg RSJ 0.048% 0.624% 2.16% 11.6%

Table 1. Average RSJ v.s. Total Density

4 Algorithm for WDMA Passive Star coupler

In order to further evaluate the performance of our algo-
rithm, we adapt the algorithm presented in the previous sec-
tion to scheduling passive star couplers in WDMA optical
networks and compare its results with those of an algorithm
given in [9] for solving the same problem whenDi = Ai.

In a wavelength division multiple access (WDMA) net-
work, an optical wavelength represents a transmission chan-
nel, and multiple channels can be multiplexed onto a sin-
gle fiber. Stations may transmit/receive packets on differ-
ent channels using a tunable laser transmitter/detector. A
widely used optical network topology is the passive star
topology which uses a broadcast star coupler to transmit
messages. In this configuration, every source station uses
a tunable transmitter to send messages on a specific wave-
length. The star coupler combines the messages from var-
ious source stations and broadcasts the mixed optical in-
formation to all the destination stations. In order to re-
ceive a message from a certain source, a destination sta-
tion needs a tunable receiver to pick up its messages on the
expected wavelength from the wavelength division multi-
plexed broadcast stream. In the passive star coupler, A valid
configuration should satisfy the following two conditions:

1. No input conflict: Multiple inputs cannot be switched
to the same output simultaneously.

2. No output conflict: An input cannot be connected to
multiple outputs simultaneously.

In ana� b star coupler network witha source stations andb destination stations, the number of channels is equal to
the number of tunable wavelengths,W , which is usually
smaller thanb.

We modified the fixed point method to calculate the min-
imum template size for multiple channels [3]. Then we
adapted the algorithm for the single link to the star coupler
situation by following the same philosophy of earliest dead-
line first and the same policies of relaxing and negotiating
the distance constraint. Since we need to schedule the mes-
sages onW wavelength channels, the algorithm is changed
to choose the firstW streams without any input or output
conflict to fit into a slot [3].

An algorithm namedBinary Splittingwas presented in
[9] for scheduling passive star couplers. This is a time
slot allocation scheme for time-constraint communications
based on the specialization result of the pinwheel problem.
The algorithm, however, only applies to sets of streams
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whose specialization is successful and whose utilization sat-
isfies certain validation conditions [9]. In other words, a
valid set of streams may still be rejected byBinary Splitting
after passing the validation conditions in [9].
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Figure 5. Performance of 8�8WDMA couplers

Figure 5 presents the performance of our algorithm on
an8� 8 star coupler configuration. The four curves corre-
spond to the success rate of four groups of random inputs,
each generated based on the specified utilization range for
every destination station. Since the number of channels can-
not be smaller than the total utilization, we choose the value
of W according to the possible highest utilization of each
station. The four points on the vertical line ofRSJ = 0
represent the success rate of the validation test of theBi-
nary Splittingalgorithm on the same input sets. When the
utilization is high, most input sets are rejected before ap-
plying Binary Splittingbecause they violate the validation
conditions needed to apply the algorithm. The success rate
of Binary Splittingcannot be higher than the rate shown in
Figure 5. Again, Figure 5 illustrates that the policy of relax-
ing distance constraint improves the success rate, especially
when the network utilization is high.

5 Conclusion

In this paper, we consider a real-time message stream
model with strict rate requirements and flexible distance
constraint requirements. In the model, each stream re-
quires that the average distance between any two consecu-
tive frames of the stream does not exceed a strict predefined
constraint. Each stream also has a maximum distance con-
straint requirement between any two consecutive frames,
but this constraint is relaxable and negotiable. The prob-
lem is to find a schedule that satisfies the rate and distance
constraint requirements of all the streams.

We presented algorithms to schedule message streams on
single links, and on WDMA optical star couplers. The algo-
rithm gives higher priority to streams with early deadlines,
but differ from ”earliest deadline first” algorithms in that the
deadlines as well as the ready times of stream instances are
modified dynamically according to the distance constraints.
Fixed point schemes are used to calculate the minimum size
of a scheduling template, according to the rate requirements
of the streams. In scheduling star couplers, input and out-
put conflicts also have to be taken into consideration in the
scheduling algorithms.

We compared our scheduling algorithms with the pin-
wheel scheduling which ties the maximum distance con-
straints to the average transmission rate of the message
streams. The results show that higher schedulability is
achieved when the rate and distance constraint requirements
of the real-time streams are decoupled, especially when the
load is high.
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