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ABSTRACT

The sophistication of modern audio and music computing
environments has placed new demands on informational
sharing and interchange between computers and users.
Multiple input/output modalities, better use of metaphor,
and implementation of context awareness can smoothen
and enhance a user’s experience. This paper explores how
these changes are being implemented in musical, auditory,
and related fields. A model for interface design is sug-
gested.
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1 INTRODUCTION

The audio and computing industries are offering new
ways for interaction between computing environments
and users. Technological advances have improved the
depth and quality of information that can be conveyed
to computers. Additionally, the informational throughput
(and data rate) between users and computers has greatly
increased. As a system, humans and computers are be-
coming more integrated and sophisticated in the man-
agement of information. Human-Computer Interaction
(HCI) has emerged as one of the defining elements of in-
terface design in the computing industry. As ubiquitous
computing becomes imminent, the human-computer sys-
tem requires further refinement. Computers are increas-
ingly adapting to our language. However, there is still
great room for progress in further facilitating the human-
computer communication channels.

The success of future interface design is dependent on
building transparency and fostering creativity. The cre-
ative use of technology necessitates adaptability even af-
ter an interface is placed in the hands of an operator. Over
time, the usability of a device shifts as a person’s rela-
tionship with that device changes in complex ways [1].
Successful designs anticipate an ever-changing associa-
tion between computers and their human operators.

There are many ways in which interface designs can
be engineered for the increasingly sophisticated comput-
ing resources available. New interfaces should allow
for easy creativity, changing usability, and bidirectional
intelligibility. Section 2 of this paper defines Human-

Computer Interaction (HCI) and discusses HCT’s rele-
vance to good audio and musical interface design. Sec-
tion 3 introduces metaphor as a design tool. In Section
4, modalities of input and output are explored, and imple-
mentations of multimodality are reviewed. Contextually
aware methods are examined in Section 5. In Section 6
some recent, integrative interfaces for audio and music are
canvassed. Finally, a model of interface design is synthe-
sized from the HCI concepts reviewed in the paper.

2 HUMAN-COMPUTER INTERACTION

HCI is a human-centered approach toward computing,
which aims to ease the cognitive load associated with in-
teracting with computers. An unsophisticated example of
HCI is an initiation of a web-based query in natural En-
glish syntax. A computer program is able to parse the
meaningful content in a query from the grammatical con-
necting syntax that forms the query into a complete ques-
tion. Although it is clearly useful for computers to under-
stand natural grammatical English (or other languages),
there are much more powerful channels of communica-
tion to examine. In [2], it is shown that it is insufficient
for computers to merely understand what the content of a
message is. For successful HCI, especially in ubiquitous
computing environments, computers will need to interpret
how a message is being passed on, and what the context
of that message is. Computers, then, need to understand
human behavior, as well as human language.

Behavior awareness is a complex task. A sliver of
human expression can communicate a great deal of in-
formation. The quantization of vocal, facial and bodily
gesture, along with a concept of context is no small un-
dertaking. Complicating the matter is that there is no uni-
versal database of human expressions and gestures [3]. In
fact, collecting an accurate database of such expressions
presents significant problems of its own. Given that suc-
cessful behavior awareness is possible, however, a system
is left with a multitude of input and output modalities to
choose from. Sometimes, the messages a system needs
to communicate are often more appropriately conveyed in
abbreviated or metaphorical terms. Context can often best
dictate modality and metaphor.

As music is a language of expressivity, HCI has di-
rect bearing on the successful design of musical interfaces.
Traditional acoustic instruments act as both interface and



transducer for expressivity. in computer-generated music
and sound, however, the interface can be more ambigu-
ous. Some researchers feel HCI should provide for a dis-
crete mapping between gestural control by a musician and
the expressive output of that instrument. Fels describes
the relationship in terms of intimacy [4]. When the ges-
tural mapping is transparent, a high degree of intimacy
results, allowing a musician to embody his or her instru-
ment, whether it be acoustic or electronic. Sometimes,
though, increased expressivity can be generated out of the
ambiguity and inefficiencies inherent in an interface [5].
Good design should, however, incorporate ambiguity in a
meaningful way. Context may decide which components,
ambiguous or unambiguous, are best for a particular ap-
plication.

3 METAPHOR

Metaphor is a means of describing one idea through an-
other idea. Perhaps the most familiar use of metaphor in
computing is the abstract appropriation of the term “desk-
top” to the graphic work environment of a computer. The
word, generally regarded as a breakthrough in graphical
user interface design [6], carries so much meaning that it
has come to embody the idea that it represents. In terms
of interface design, good use of metaphor can perform a
channel coding function of sorts, especially when consid-
ering the great amount of information that must pass be-
tween human and computer.

Metaphors can be transmitted through any modality.
Like graphic metaphor, sonic metaphors can represent in a
short temporal space an idea that occurs over an extended
period of time, or vice versa. They, similar to lookup ta-
bles utilized for data reduction, can be used as symbols for
frequently occurring events or actions. Expressivity and
creativity can easily be hindered by excess verbiage; good
metaphor in interface design limits the amount of redun-
dant information passing between computer and human.
Additionally, metaphor can be used to transfer data from
one domain (ie visual) to another (auditory). For the pur-
poses of this paper, auditory metaphor will be examined
in terms of auditory icons and data sonification.

3.1 Icon

Auditory icons minimize informational overload in a vi-
sual display by conveying messages that don’t necessarily
need to be seen. An auditory icon (sometimes called an
earcon) describes actions that are occurring in the back-
ground, warns users about events, or alerts a person to
shift their attention from one display to another. Spatial
auditory icons are powerful tools and have shown to be a
good substitute for visual feedback for the visually im-
paired [7]. An auditory icon can be abstract or literal,
depending on its application. In [8], timbral modifica-
tions of a sound were selected as a good indication of tac-
tile roughness (abstract). In another experiment, auditory
icons were used to signify invisible events occurring in a
simulated beverage manufacturing plant (literal). Because
the auditory icons placed the users in the same auditory
space, they were useful for enabling two users to cooper-

ate while occupying independent virtual spaces [9].

3.2 Sonification

Sonification is the representation of a data stream through
sound. Sonification is advantageous in situations where
we may use our ears to detect subtle changes that are oth-
erwise difficult to perceive. Our ears’ temporal acuity and
sensitivity to changes in level and pitch make sonifica-
tion an ideal method for displaying complex data streams.
The real-time characteristics of sonification and the fact
that spatial audio can be localized to almost anywhere
in a space means that information that would otherwise
saturate a visual display can be successfully transmitted
to a human through less restrictive means. Stock mar-
ket, weather, and EEG brain wave data have been soni-
fied for artistic and non-artistic means in non-interactive
ways. That is, the displays are one-way. But interactivity
and manipulation lend themselves to sonification, as well
[10]. For instance, the actions of a human being can be
sonified in such a way as to transmit meaningful informa-
tion about those actions. In ”The Music Without” a violin-
ist’s bowing actions are sonified while playing, resulting
in two sonifications: one of violin music, and another of
violin operation [10]. A challenge of sonification is that it
must successfully coexist with other, uncorrelated, sounds
in an environment.

4 MODALITY

Humans can interface with computers through a variety
of modalities. Traditionally, visual display has been a
favored output device of computing systems, while key-
boards and mice act as common input devices. These are
rather insufficient at communicating complex human in-
formation to a computer. Neither of these modes of com-
munication is similar to communication occurring natu-
rally in the human-to-human world.! These traditional in-
put/output methods encourage a stiff, uncreative relation-
ship between computer and user. Additionally, data trans-
mission between humans and computers can be rather
clumsy, as we have adapted our language and behaviors
to that of machines.? Indeed, not all human signals are vi-
tal to communicating important information, but the great
majority of human communication channels are untapped
when it comes to computers. These include gestures, vo-
calizations, haptic signals, and others. Pantic argues that
computers must learn to interpret a human’s “affective
state”, assimilated from across multiple modalities. Com-
prehension of affective state is described as “’the core of
social and emotional intelligence,” having the capacity to
correlate a discrete emotion or social signal [3]. Currently,
human affective state is poorly taken into account in most
interface design.

"Except when visual displays are used to display human im-
ages on computers.

20f course, with enough practice, we can learn the language
of keyboards, mice, and graphic representations. However, these
devices don’t adequately utilize the communicative channels that
are the most developed for humans.



4.1 Visual

While the visual mode of communication has been ex-
ploited in computers, there is still much content not be-
ing capitalized. On the computer output side, computer
images should sometimes exhibit their displays in their
own, virtual, "affective states”—in terms that humans in-
stantly recognize. Graphic representations of human ges-
ture could go far in communicating important content,
simulating the way humans communicate with one an-
other.

Computer input should likewise have the capacity to
read our gestural communications. Eye and face tracking
will enable us to direct computing environments in more
humanistic ways and overcome mode-specific noise. For
instance, Kauckeénas et al. describe a video system that
detects face and mouth movements. The additional input
modality augments a speech recognition system, as visual
input isn’t subject to acoustic noise and can help clarify
sonically ambiguous consonants [11].

In some instances, visual display must accommodate
environments that are saturated in the audio domain. Zin-
man and Donath [12] describe a visual display that is in-
tended to handle issues of scalability for a persistent au-
dio environment on mobile telephones. The phones use a
platform that supports multiple user chats through audio
voice messaging. The visual display is designed to icon-
ically represent a large community of users and provide
easy navigability through mobile phone chats.

Visual display is taken for granted, yet isn’t always
used economically. There is limited real estate available
when transferring data in the visual domain. Furthermore,
visual displays can place high cognitive load and demand
undue attentional energy from a user. It is important to
be selective in choosing whether visual display is the best
modality for a particular function.

4.2 Haptic

Haptic input is useful to humans, as it allows us to ap-
ply our knowledge of the physical world to a virtual one.
Combined with haptic feedback, haptic input can be a sim-
ple means for users to assign values to a virtual environ-
ment with greater accuracy than is possible with visual
or auditory input. Mild haptic feedback can create con-
straints in a system that add an additional dimension to a
virtual environment. In one study, weak attractive forces
were found to provide substantive information about a vir-
tual spatial enviroment [13].

Indeed, because our understanding of the world is pri-
marily physical, [14] suggest that haptic interface design
should be modeled around a system of constraints and
tokens. That is, interfaces should comprise physical ob-
jects representing digital information within a system of
physical constraints. This methodological approach to-
ward haptic input and feedback, they argue, shifts cogni-
tive load away from objects being manipulated and pro-
vides an increased sense of kinesthetic feedback.

The primary input modality of traditional musical
instruments is, in nearly all cases, haptic. Nontradi-
tional instruments can benefit greatly from including hap-
tic modality, as haptic input is a simple way to capture a

large range of human gestures. Additionally, the feedback
from a haptic output can improve the overall expressivity
of an instrument.

4.3 Auditory

Auditory display is useful in scenarios where visual infor-
mation overload is a problem or in environments where
auditory signals are better understood than visual. Pro-
viding sound as a primary display during teaching exer-
cises for school children has been shown as a successful
teaching aid. The immersive and social characteristics of
auditory display integrated children into exercises at hand
[15].

The music making process can be enhanced when hu-
mans and computers use common auditory signals to com-
municate events or processes to each other. Similar to
common human-to-human communication during musi-
cal performances, musicians can use expressive, contex-
tually appropriate, signals that notify an interface to han-
dle his or her input differently. Likewise, similar auditory
feedback can be output by a system during a performance
to signal background processes. A main advantage of au-
ditory modality over others is that it does not bind a user to
a specific location within a space; a user does not need to
be within sight lines of a computer screen or within reach
of a haptic input device.

As mentioned above, auditory display faces the chal-
lenge that it will almost always have to coexist with am-
bient noise and preexisting sounds. Self-organizing audi-
tory display, however, would intelligently place feedback
within vacant sonic spaces so that it can maximize its use-
fulness within an environment [16].

4.4 Gesture

Gesture may not be considered a discrete input/output
modality, as it relies on all modalities to communicate a
wide breadth of information. Gestural control is, however,
extremely important to modern interface design. Gesture
is one of the basic building blocks of human communi-
cation. Furthermore, it isn’t restricted by the syntax of
spoken language. Gesture is incorporated into nearly ev-
ery human movement or action. Mining useful gestures
from humans is complicated and requires a high level of
intelligence. Ideal computer systems will have the intelli-
gence to observe human gesture and, also, output data in
gesturally significant ways.

Countless methods of gestural control have been im-
plemented or suggested. Examples of direct approaches
include sound sculpting [17] and gestural control of au-
dio effects [18] with the hands. Indirect gestural control
can involve sonification of gesture such as, iterated ear-
lier in this paper, the bowing movements of a violinist
[10] for further manipulation and processing. The success
of gestural control is partly dependent on intuitive map-
ping between control parameters and output parameters.
Good implementation of gestural input and display will,
arguably, close the gap between humans and computers.



4.5 Multimodality

Multimodal inputs and displays combine several channels
of information in ways that exploit the strengths of each.
For instance, the audiovisual integration implemented in
the speech recognition software mentioned earlier in this
paper [11] combines the visual and auditory modalities
to overcome deficiencies in each. Similarly, the virtual
beverage manufacturing experiment [9] proved that selec-
tive use of auditory and visual modalities can improve task
completion in a cooperative challenge. Or, the combina-
tion of haptic and auditory modalities can give more de-
tailed information about a texture than either modality on
it’s own [8]. Magnusson et al. have shown that mild hap-
tic constraints, coupled with spatial auditory icons, can
construct a robust, navigable virtual space [13].

S CONTEXTUAL AWARENESS

Intelligent awareness of a user’s context greatly enhances
the functionality of a computing system. Changing con-
texts can have important effects on a user’s performance of
certain tasks, and multiple contexts can interact with each
other in unpredictable ways [19]. Context can be drawn
from an infinite number of sources; discerning which con-
textual information is pertinent to a task at hand is chal-
lenging. But if context is harvested and filtered properly,
it is an undeniably strong force for good interfacing.

Some researchers believe that context should first be
defined by a specific user; a system can then adapt from
there [20]. They have emphasized that balance must
be maintained between human and software control in
contextually aware applications. End-user programming,
where users ultimately configure a system to be aware and
in control of elements that fit their needs, is advocated.

Contextual awareness is especially popular in the mo-
bile computing fields, as the nature of mobile computing
involves ever-changing contexts. Ma et al. have reported
exciting developments in automatic acoustic environment
classification [21]. Designed for mobile devices, their
software can classify an acoustic environment with sur-
prisingly high accuracy before a human can. Earlier work
[22] reports a device that transmits information about the
weather in a context-sensitive manner using acoustic en-
vironment classification. For music, context can be har-
vested in a number of ways. Information about perfor-
mance space, audience type, time of day, or temporal lo-
cation within a composition can all be used to contribute
to a musical experience.

Context-aware systems must be sensitive to the orien-
tation of focus of its users. Intelligent contextually aware
systems should delicately manage a person’s focus be-
tween informational domains and modalities. Context-
aware audio systems have great applicability in audio sys-
tems, especially for healthy data sonification or auditory
display. An awareness of acoustic environment can help a
system to choose when to use an auditory display, which
metaphors to apply or how that display is utilized, keeping
the acoustical ecology of an environment in balance.

5.1 Focal management

When presented the multiple modalities for information
input and output, it is useful for computing systems to
manage their users’ attention. Information-rich applica-
tions can help to place more important information at
the forefront of a user’s awareness. For instance, in
one study, the differences between the effect of a high-
quality video feed and a low-grade graphical representa-
tion upon task completion were studied [23]. It was found
that video feeds were better at encouraging conversational
turn-taking from the participants. However, graphical rep-
resentations of participants demanded less focal energy
and allowed participants to better complete focus-oriented
tasks during the conference. Contextually aware systems
can determine where a user’s attention should be directed
and manage modal output based upon those decisions.

Sanderson et al. tackle the issue of moving auditory
displays into and out of focal awareness in [24]. They
suggest that if some phases of Cognitive Work Analysis
(CWA) is applied and attentional mapping is added, suc-
cessful management of focal awareness can be achieved.
They comment that once focal awareness is shifted to
a new modality, other modalities are often largely unat-
tended to. They emphasize the necessity of integrating
auditory display from the beginning of interface design,
rather than as an add-on, so that focal management is in-
tegrated into its basic design.

5.2 Ecology

Acoustic ecology in interface design infers humans inter-
acting with each other and with sounds in an acoustic en-
vironment. As mentioned earlier in this paper, the intelli-
gibility of an auditory display will almost always be chal-
lenged by external sounds. Sound can be more meaning-
ful as an information source if it is appropriately placed
within an ecology of sounds. Self-organization is one so-
lution [16].

Auditory display can be placed within the acoustic
ecology of any information-rich environment, such as
a workplace. Scientists in Sweden conducted an ex-
periment on the informational quality of environmental
sounds from a factory [25]. They found that workers in
a factory derive a great deal of auditory information from
their work environment and speculated that similar acous-
tic ecologies with high informational worthiness can be
created in a virtual space.

Similarly, musical performance often incorporates a
highly sophisticated acoustic ecology between sonic lay-
ers, performers, and audience. New, ecologically aware
instrument design can lead to automated placement of
sound performance within congruous pockets of a sonic
texture.

6 MUSICAL AND AUDITORY
APPLICATIONS

New interfaces for musical creativity and auditory display
are increasingly realizing the potential of HCI concepts
outlined in this paper. Just a few examples, with some of
their strengths and shortcomings, are outlined below.



6.1 The ReacTable

The ReacTable [26], a tabletop musical interface for mul-
tiple or solo performers, exhibits a wonderful integration
of multimodality for musical performance. To play the
instrument, objects are moved along a flat, horizontal sur-
face. The objects are in the forms of pucks with simple,
geometric shapes. Each puck shape signifies a unique in-
strument object and performs a discrete process. The sys-
tem software identifies the pucks and tracks their move-
ment across the table. A visual display illuminates the
table from underneath, providing the performers with im-
portant informational feedback about the status of the sys-
tem.

Figure 1: The ReacTable
[26]

Musicians perform through haptic input and respond
to visual, auditory, and passive haptic feedback (Figure
1). Haptic manipulation of the geometric objects allows
for precise positioning upon the table. After a short learn-
ing procedure, users learn to associate objects with their
shapes, introducing metaphor into the system. The musi-
cal interface allows for a high degree of interaction be-
tween users and instrument. Additionally, the physical
constraints of the surface and discrete objects conform
to Ullmer et al.’s theory of constraints [14]. The sys-
tem, however multimodal, doesn’t provide for much ges-
tural control and could perhaps benefit from such input.
In either case, however, the instrument promotes interac-
tion between users and computer and encourages creativ-
ity and expressivity.

6.2 Lady’s Glove

The Lady’s Glove [5], created by Laetitia Sonami (pic-
tured in with the glove in Figure 2), is a musical con-
troller consisting of a glove worn on the left hand and ad-
ditional sensors placed at various places on the body. In-
corporating bend, magnetic, light and sonar sensors, along
with accelerometers, the interface allows excellent gestu-
ral control. Input modalities are haptic and gestural, and
display is auditory. The entire interface can be consid-
ered metaphorical, as hand gestures are translated through
a glove that is worn on the hand. The glove’s mappings to
specific sounds are ambiguous, but the sophistication of
the design leads to some level of control over those ambi-

guities. Creativity is fostered, as the input modalities do
not bind the user in one place.

Figure 2: The Lady’s Glove
Source:
http://emfinstitute.emf.org/exhibits/ladysglove.html

6.3 The MusiCube

The MusiCube [27] is a music player designed to package
haptic, visual, and auditory modalities in a simple music
output interface (Figure 3). Rather than using a display
screen for informational status, flashing colors provide
a metaphor for the functions that the device is perform-
ing, such as system status and volume level. There are
other metaphorical implementations in the device, as well.
Shaking it causes it to enter shuffle mode. Playlists are
color-coded; placing a particular color face up activates
its associated playlist. The texture of the device allows a
user to interact with it in a more tactile way than an ordi-
nary player, augmenting a sense of control for the user. A
synthesized speech generator announces the playlist, song
title, function, and volume level of the device, augmenting
visual feedback with auditory feedback. The design of the
player attempts, at every instant, to facilitate interaction
through feedback and metaphor. In [27], there is no in-
dication, however, as to whether the auditory feedback of
the player fits ecologically with the device’s music output
functions.



Figure 3: The MusiCube
[27]

7 A MODEL FOR INTERFACE DESIGN

Modern interface design for musical and auditory appli-
cations should exhibit current developments in HCI. The
metaphors that are used should be easily recognizable, in-
tuitive, or easily learnable. Channel-coding of redundant
information should be exercised through good metaphor
and sonification. In all parts of the design, a simplifica-
tion of the communicative process between human and
computer should be encouraged.

Multimodality of input and output should be employed
skillfully—to inhibit informational overload, unbind a
user from his or her workstation or device, and to improve
communication channels between humans and computers.
Modalities should make ecological sense and should be
easily adaptable to changing circumstance.

Gestural awareness and intelligence should be a key
component of interface design. Gestural information
should be filtered properly and mapped well to an inter-
face. Mappings may not always be unambiguous, yet they
should leave a user with a strong impression of control.

Interfaces should be aware of context and be able to
apply changing modality and metaphor to changing con-
text. This needs to happen in such a way so as users don’t
become disoriented or feel a loss of control over the inter-
face. Context should be user-definable and re-definable.
Also, focal awareness must be successfully managed, han-
dling modal salience in an intelligent manner.

Interfaces should break down communicative barriers
between humans and machines. They should understand
our behavior, react to changing context, and display infor-
mation in data-reduced, yet meaningful terms. Above all,
interfaces should foster creativity and become an exten-
sion of the human process.

8 CONCLUSION

This paper has shown how metaphor, modality, and con-
text can be applied towards Human-Computer Interaction
and better interface design for musical and auditory appli-
cations. Brief reviews and summaries of HCI, metaphor,
modality, and contextual awareness were given. A few
applications incorporating some of these concepts were
presented, and a model for improved interface design was
suggested.
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