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Abstract: Active, optical range imaging sensors collect 
three-dimensional coordinate data from object surfaces 
and can be useful in a wide variety of automation appli- 
cations, including shape acquisition, bin picking, assem- 
bly, inspection, gaging, robot navigation, medical diagno- 
sis, and cartography. They are unique imaging devices in 
that the image data points explicitly represent scene sur- 
face geometry in a sampled form. At least six different 
optical principles have been used to actively obtain range 
images: (1) radar, (2) triangulation, (3) moire, (4) holo- 
graphic interferometry, (5) focusing, and (6) diffraction. 
In this survey, the relative capabilities of different sen- 
sors and sensing methods are evaluated using a figure of 
merit based on range accuracy, depth of field, and image 
acquisition time. 

Key Words: range image, depth map, optical measure- 
ment, laser radar, active triangulation 

1. Introduct ion 

Range-imaging sensors collect large amounts of 
three-dimensional (3-D) coordinate data from visi- 
ble surfaces in a scene and can be used in a wide 
variety of automation applications, including object 
shape acquisition, bin picking, robotic assembly, in- 
spection, gaging, mobile robot navigation, auto- 
mated cartography, and medical diagnosis (bioste- 
reometrics). They are unique imaging devices in 
that the image data points explicitly represent scene 
surface geometry as sampled points. The inherent 
problems of interpreting 3-D structure in other 
types of imagery are not encountered in range im- 
agery although most low-level problems, such as 
filtering, segmentation, and edge detection, remain. 

Most active optical techniques for obtaining 
range images are based on one of six principles: (1) 
radar, (2) triangulation, (3) moire, (4) holographic 
interferometry, (5) lens focus, and (6) Fresnel dif- 
fraction. This paper  addresses each fundamental 
category by discussing example sensors from that 

class. To make comparisons between different sen- 
sors and sensing techniques, a performance figure 
of merit is defined and computed for each represen- 
tative sensor if information was available. 'This 
measure combines image acquisition speed, depth 
of field, and range accuracy into a single number. 
Other application-specific factors, such as sensor 
cost, field of view, and standoff distance are not 
compared. 

No claims are made regarding the completeness 
of this survey, and the inclusion of commercial sen- 
sors should not be interpreted in any way as an 
endorsement of a vendor's product. Moreover, if 
the figure of merit ranks one sensor better than an- 
other, this does not necessarily mean that it is better 
than the other for any given application. 

Jarvis (1983b) wrote a survey of range-imaging 
methods that has served as a classic reference in 
range imaging for computer vision researchers. An 
earlier survey was done by Kanade and Asada 
(1981). Strand (1983) covered range imaging tech- 
niques from an optical engineering viewpoint. Sev- 
eral other surveys have appeared since then (Kak 
1985, Nitzan et al. 1986, Svetkoff 1986, Wagner 
1987). The goal of this survey is different from pre- 
vious work in that it provides a simple example 
methodology for quantitative performance compar- 
isons between different sensing methods which may 
assist system engineers in performing evaluations. 
In addition, the state of the art in range imaging 
advanced rapidly in the past few years and is not 
adequately documented elsewhere. 

This survey is structured as follows. Definitions 
of range images and range-imaging sensors are 
given first. Different forms of range images and ge- 
neric viewing constraints and motion requirements 
are discussed next followed by an introduction to 
sensor performance parameters, which are then 
used to define a figure of merit. The main body 
sequentially addresses each fundamental ranging 
method. The figure of merit is computed for each 
sensor if possible. The conclusion consists of a sen- 
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sor comparison section and a final summary. An 
introduction to laser eye safety is included in the 
appendix. This paper is an abridged version of Besl 
(1988), which was derived from sections of Besl 
(1987). Tutorial material on range-imaging tech- 
niques may be found in both as well as in the ref- 
erences. 

2. Preliminaries 

A range- imaging  sensor  is any combination of hard- 
ware and software capable of producing a range  
image  of a real-world scene under appropriate op- 
erating conditions. A range image  is a large collec- 
tion of dis tance  m e a s u r e m e n t s  from a known refer- 
ence coordinate  system to s u r f a c e  p o i n t s  on 
object(s) in a scene.  If scenes are defined as collec- 
tions of physical objects and if each objec t  is de- 
fined by its mass density function, then surface 
points are defined as the 3-D points in the half- 
density level set of each object's normalized mass- 
density function as in Koenderink and VanDoorn 
(1986). Range images are known by many other 
names depending on context: range map, depth 
map, depth image, range picture, rangepic, 3-D im- 
age, 2.5-D image, digital terrain map (DTM), topo- 
graphic map, 2.5-D primal sketch, surface profiles, 
xyz  point list, contour map, and surface height map. 

If the distance measurements in a range image 
are listed relative to three orthogonal coordinate 
axes, the range image is in xyz  form. If the distance 
measurements indicate range along 3-D direction 
vectors indexed by two integers (i, J), the range im- 
age is in r~/form. Any range image in r;j form can be 
converted directly to xyz  form, but the converse is 
not true. Since no ordering of points is required in 
the xyz  form, this is the more general form, but it 
can be more difficult to process than the rij form. If 

the sampling intervals are consistent in the x- and 
y-directions of an xyz  range image, it can be repre- 
sented in the form of a large matrix of scaled, quan- 
tized range values r~/where the corresponding x, y, 
z coordinates are determined implicitly by the row 
and column position in the matrix and the range 
value. The term "image" is used because any rii 
range image can be displayed on a video monitor, 
and it is identical in form to a digitized video image 
from a TV camera. The only difference is that pixel 
values represent distance in a range image whereas 
they represent irradiance (brightness) in a video im- 
age. 

The term "large" in the definition above is rela- 
tive, but for this survey, a range image must specify 
more than 100 (x, y, z) sample points. In Figure 1, 
the 20 x 20 matrix of heights of surface points 
above a plane is a small range image. If rij is the 
pixel value at the ith row and the flh column of the 
matrix, then the 3-D coordinates would be given as 

x = ax + Sxi y = ay + Syj Z = az + Szro (1) 

where the Sx, Sy, S z values are scale factors and the 
a x, ay ,  a z values are coordinate offsets. This matrix 
of numbers is plotted as a surface viewed obliquely 
in Figure 2, interpolated and plotted as a contour 
map in Figure 3, and displayed as a black and white 
image in Figure 4. Each representation is an equally 
valid way to look at the data. 

The affine transformation in equation (1) is ap- 
propriate for orthographic  r o. range images where 
depths are measured along parallel rays orthogonal 
to the image plane. Nonaffine transformations of (i, 
j ,  ro. ) coordinates to Cartesian (x, y, z) coordinates 
are more common in active optical range sensors. 
In the spherical coordinate system shown in Figure 
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Figure 1. 20 • 20 matrix of 
range measurements: r~j form 
of range image. 
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Figure 2. Surface plot of range image in Figure 1. 

5, the (i, j) indices correspond to elevation (latitude) 
angles and azimuth (longitude) angles respectively. 
The spherical to Cartesian transformation is 

x = ax + Srro cos(is+)sin(jso) (2) 

y = ay + Srrij sin(is+) 

z = az + Srr O Cos(is+)cos(jso) 

where the st ,  s+, so values are the scale factors in 
range, elevation, and azimuth and the ax, ay, a z val- 
ues are again the offsets. The "orthogonal-axis" 
angular coordinate system, also shown in Figure 5, 
uses an "alternate elevation angle" + with the 

Figure 3. Contour plot of range image in Figure 1. 

spherical azimuth definition 0. The transformation 
to Cartesian coordinates is 

X = ax  + Srr U tan(jso)/~v/1 + tanZ(iso) + tan2(js,) 

y = ay + Srrij tan(is+)/~v/1 + tan2(iso) + tan2(js+) 

z = az + s,.ro'/'~v/1 + tanZ(iso) + tanZ(/s+). 

(3) 

The alternate elevation angle t~ depends only on y 
and z whereas + depends on x, y, and z.  The differ- 
ences in (x, y, z) for equations (2) and (3) for the 
same values of azimuth and elevation are less than 
4% in x and z and less than 11% in y, even when 
both angles are as large as -+30 degrees. 

2.1 Viewing Constraints and 
Motion Requirements 
The first question in range imaging requirements is 
v i e w i n g  c o n s t r a i n t s .  Is a single view sufficient, or 
are multiple views of a scene necessary for the 
given application? What types of sensors are com- 
patible with these needs? For example, a mobile 
robot can acquire data from its on-board sensors 
only at its current location. An automated modeling 
system may acquire multiple views of an object 
with many sensors located at different viewpoints. 
Four basic types of range sensors are distinguished 
based on the viewing constraints, scanning mecha- 
nisms, and object movement possibilities: 

I. A P o i n t  S e n s o r  measures the distance to a single 
visible surface point from a single viewpoint 
along a single ray. A point sensor can create a 
range image if (1) the scene object(s) can be 
physically moved in two directions in front of the 
point-ranging sensor, (2) if the point-ranging sen- 
sor can be scanned in two directions over the 
scene, or (3) the scene object(s) are stepped in 

Figure 4. Gray level representation of range image in Fig- 
ure l. 
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one direction while the point sensor is scanned in 
the other direction. 

2. A Line or Circle Sensor measures the distance to 
visible surface points that lie in a single 3-D 
plane or cone that contains the single viewpoint 
or viewing direction. A line or circle sensor can 
create a range image if (1) the scene object(s) can 
be moved orthogonal to the sensing plane or 
cone or (2) the line or circle sensor can be 
scanned over the scene in the orthogonal direc- 
tion. 

3. A Field o f  View Sensor measures the distance to 
many visible surface points that lie within a 
given field of view relative to a single viewpoint 
or viewing direction. This type of sensor creates 
a range image directly. No scene motion is re- 
quired. 

4. A Multiple View Sensor System locates surface 
points relative to more than one viewpoint or 
viewing direction because all surface points of 
interest are not visible or cannot be adequately 
measured from a single viewpoint or viewing di- 
rection. Scene motion is not required. 

These sensor types form a natural hierarchy: a point 
sensor may be scanned (with respect to one sensor 
axis) to create a line or circle sensor, and a line or 
circle sensor may be scanned (with respect to the 
orthogonal sensor axis) to create a field of view 
sensor. Any combination of point, line/circle, and 
field of view sensors can be used to create a multi- 
ple view sensor by (1) rotating and/or translating the 
scene in front of the sensor(s); (2) maneuvering the 
sensor(s) around the scene with a robot; (3) using 
multiple sensors in different locations to capture the 
appropriate views; or any combination of the 
above. 

Accurate sensor and/or scene object positioning 
is achieved via commercially available translation 
stages, xy(z)-tables, and xy0 tables (translation re- 
peatability in submicron range, angular repeatabil- 

Point 

Alternate 
Elevation ~-/ z /  

Angle ~ ~  Elevation 
/ ~ ~  Azimuth Angle ,~ 

Angle 0 

Sensor 
Origin 

Figure 5. Cartesian, spherical, and orthogonal-axis coor- 
dinates. 

ity in microradians or arc-seconds). Such methods 
are preferred to mirror scanning methods for high 
precision applications because these mechanisms 
can be controlled better than scanning mirrors. 
Controlled 3-D motion of sensor(s) and/or object(s) 
via gantry, slider, and/or revolute joint robot arms 
is also possible, but is generally much more expen- 
sive than table motion for the same accuracy. Scan- 
ning motion internal to sensor housings is usually 
rotational (using a rotating mirror), but may also be 
translational (using a precision translation stage). 
Optical scanning of lasers has been achieved via (1) 
motor-driven rotating polygon mirrors, (2) galva- 
nometer-driven flat mirrors, (3) acoustooptic (AO) 
modulators, (4) rotating holographic scanners, or 
(5) stepper-motor-driven mirrors (Gottlieb 1983, 
Marshall 1985). However,  AO modulators and ho- 
lographic scanners significantly attenuate laser 
power, and AO modulators have a narrow angular 
field of view (~10 ~ x 10~ making them less desir- 
able for many applications. 

2.2 Sensor Performance Parameters 
Any measuring device is characterized by its mea- 
surement resolution or precision, repeatability, and 
accuracy. The following definitions are adopted 
here. Range resolution or range precision is the 
smallest change in range that a sensor can report. 
Range repeatability refers to statistical variations 
as a sensor makes repeated measurements of the 
exact same distance. Range accuracy refers to sta- 
tistical variations as a sensor makes repeated mea- 
surements of a known true value. Accuracy should 
indicate the largest expected deviation of a mea- 
surement from the true value under normal operat- 
ing conditions. Since range sensors can improve ac- 
curacy  by averaging multiple measurements ,  
accuracy should be quoted with measurement time. 
For our comparisons, a range sensor is character- 
ized by its accuracy over a given measurement in- 
terval (the depth of field) and the measurement 
time. If a sensor has good repeatability, we assume 
that it is also calibrated to be accurate. Loss of cali- 
bration over time (drift) is a big problem for poorly 
engineered sensors but is not addressed here. 

A range-imaging sensor measures point positions 
(x, y, z) within a specified accuracy or error toler- 
ance. The method of specifying accuracy varies in 
different applications, but an accuracy specification 
should include one or more of the following for each 
3-D direction given N observations: (1) the mean 
absolute error (MAE) (---~x, ---By, ---8 z) where 8x = 
(1/N)~lx;- ~xl and txx = (1/N)'Zxi (or tx~ = median 
(xi)); (2) RMS (root-mean-square) error (+--tr x, -+try, 
-O'z) where 0 -2 = (N - 1)- l~(x i - i~x) 2 and I~ = 
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(1/N)Exi; or (3) maximum error (___ex, "t-Ey, -----EZ) 
where ex = maxilxi - IXxl. (Regardless of the mea- 
surement error probability distribution, g <~ o" ~< 
for each direction.) Some specify range accuracy 
(o-) with -0. for RMS error as above; others specify 
+-30-; others specify the positive width of the normal 
distribution as 20-; and others do not say, if any of 
the above. Whatever specification is used, the sen- 
sor should ideally meet the specified error tolerance 
for any measured point within the working volume 
V o f s i z e L  x x Ly x L z. 

The foregoing parameters specify the spatial 
properties of the sensor. The pixel dwell time T is 
the time required for a single pixel range measure- 
ment. For points acquired sequentially, the total 
time to take Np points in an image frame is NpT, the 
frame rate is 1/NpT frames/second, and the pixel 
data rate is 1/T pixels/second. If all points are ac- 
quired in parallel in time T, the frame rate is 1/T and 
the pixet rate Np/T. 

A system figure of merit maps several system 
parameters to a single number for comparing differ- 
ent systems. An application independent perfor- 
mance figure of merit M is defined to measure the 
spatial and temporal performance of range imaging 
sensors. For xyz-form range imaging, the figure of 
merit M is defined as 

1 (LxLyLzt'/3 (4) 

For r0-form range imaging, there is usually very lit- 
tle relative uncertainty in the direction of a ray 
specified by the interger i and j  indices compared to 
the uncertainty in the measured range r. Thus, the 
uncertainty in the resulting x, y, z coordinates is 
dominated by the uncertainty in the r~ values. The 
working volume is a portion of a pyramid cut out by 
spherical surfaces with the minimum and maximum 
distance radii. The figure of merit for r0-form range- 
imaging sensors is given by the simpler expression 

The dimensions of M may be thought of roughly 
as the amount of good quality range data per sec- 
ond, and of course, the higher the number the bet- 
ter, other things being equal. A doubling of the 
depth-of-field to range-accuracy ratio is reflected by 
a doubling of the figure of merit. However, a qua- 
drupling of image acquisition speed is required to 
double the figure of merit. This expresses a bias for 
accurate measurement over fast measurement, but 
also maintains an invariant figure of merit under 
internal sensor averaging changes. Suppose a sys- 
tem does internal averaging of normally distributed 
measurement errors during the pixel dwell time T. If 
T is quartered, the g-value should only double. If 
the square root of time T were not used, the figure 
of merit would double as the data became noisier 
and the sensor got faster. This was considered un- 
desirable. 

The figures of merit quoted in this survey should 
be taken as examples of the rough order of magni- 
tude of sensor performance, not exact numbers. 
First, it is difficult to know the actual accuracy for 
a given application without testing a sensor on typ- 
ical scenes. Second, it is difficult to know whether 
quoted accuracy means 1, 2, 3, or 40. or something 
else. Third, even if the quoted figure is a valid test 
result, the surface reflectance, absorption, and 
transmission properties for the test are not always 
stated. Sensor performance is often quoted under 
the most favorable conditions. Fourth, several sen- 
sors, especially sensors from conservative commer- 
cial companies, are underrated because of conser- 
vative accuracy figures. They know about the vast 
difference between measurements in the lab and in 
the customer's plant and about customer disap- 
pointment. In fact, some sensors are conservatively 
rated 10 to 20 times less accurate than they would 
be in the lab. Finally, only resolution is given for 
some sensors and accuracy had to be estimated. 

The sensor cost C can be combined with the per- 
formance figure of merit to create a cost-weighted 

Zr 
M ~ r r  ~--V T (5) 

where Lr is the depth of  field and err is the RMS 
range accuracy. Both quantities are defined along 
rays emanating from the sensor. The factors of 
standoff distance, angular field of view, and field of 
view are other important parameters for range sen- 
sors that do not enter into the figure of merit calcu- 
lations directly, but should be considered for each 
application. These parameters are shown in Fig- 
ure 6. 

Standoff D i s t a n c e .  Depth of Field 

Field 
of 
View 

Figure 6. Range imaging sensor with angular scan. 



132 Besl: Range Imaging Sensors 

figure of merit M' = M / C  where the dimensions are 
roughly range data per second per unit cost. Cost 
estimates are not included here because actual costs 
can vary significantly from year to year depending 
upon technical developments and market forces, 
not to mention customized features that are often 
needed for applications. Cost estimates were also 
not available for many sensors. 

It is likely that these figures of merit M and M' 
may place no importance on factors that dominate 
decisions for a particular application. The figures of 
merit given here are application independent. No 
figure of merit can represent all factors for all ap- 
plications. For example, some triangulation or 
moire range sensors with large source/detector sep- 
arations may have a significant "missing parts" 
problem (shadowing problem) for certain applica- 
tions and not for others. Figures of merit cannot 
easily reflect this limitation. 

Neither can the "scene materials" problem be 
easily factored into a figure of merit. There are ma- 
terials in many scenes that almost completely re- 
flect, absorb, or transmit optical radiation. For ex- 
ample, mirrors and shiny metal or plastic surfaces 
reflect light, black paint may absorb infrared, and 
glass is transparent. These materials cause scene 
geometry interpretation problems for optical sen- 
sors. Hence, the physical/chemical composition of 
matter in a scene determines the quality and the 
meaning of range values. Even though optical range 
sensors are designed for determining scene geome- 
try directly, a priori information about the optical 
properties of scene materials is needed for accurate 
interpretation. 

3. Imaging Radars 

Bats (Griffin 1958) and porpoises (Kellogg 1961) are 
equipped by nature with ultrasonic "radars."  Elec- 
tromagnetic radar dates back to 1903 when Huls- 
meyer (1904) experimented with the detection of 
radio waves reflected from ships. The basic time/ 
range equation for radars is 

w = 2r = round-trip distance (6) 

where v is the speed of signal propagation, r is the 
distance to a reflecting object, and -r is the transit 
time of the signal traveling from the radar transmit- 
ter to the reflecting object and back to the radar 
receiver. For imaging laser radars, the unknown 
scene parameters at a reflecting point are the (1) 
range r, (2) the surface reflection coefficient 

(albedo) p, and (3) the angle 0 = cos-~(r~ �9 i) be- 
tween the visible surface normal fi and the direction 
i of the radar beam. Ignoring atmospheric attenua- 
tion, all other relevant physical parameters can be 
lumped into a single function K(t )  that depends only 
on the radar transceiver hardware. The received 
power P(t )  is 

P(t, O, p, r) = K(t  - r)9 cos0/r 2 (7) 

This laser radar equation tells us that if 10 bits of 
range resolution are required on surfaces that may 
tilt away from the sight line by as much as 60 deg, 
and if surface reflection coefficients from 1 to 0.002 
are possible on scene surfaces, then a radar receiver 
with a dynamic range of 90 dB is required. 

3.1 Time of Flight, Pulse Detection 
In this section, several pulse detection imaging laser 
radars are mentioned. A figure of merit M is as- 
signed to each sensor. 

Lewis and Johnston at JPL built an imaging laser 
radar beginning in 1972 for the Mars rover (Lewis 
and Johnston 1977). Their best range resolution was 
20 mm over a 3-m depth of field and the maximum 
data rate possible was 100 points per second. It took 
about 40 seconds to obtain 64 x 64 range images (M 
= 1520). 

Jarvis (1983a) built a similar sensor capable of 
acquiring a 64 x 64 range image with -+2.5 mm 
range resolution over a 4 m field of view in 40 s (M 
= 16,160). 

Heikkinen et al. (1986) and Ahola et al. (1985) 
developed a pulsed time-of-flight range sensor with 
a depth of field of 1.5 m at a standoff of 2.5 m. The 
range resolution is about 20 mm at its maximum 
data rate (10,000 points/s) at a range of 3.5 m (M = 
7500). 

Ross (1978) patented a novel pulsed, time- 
of-flight imaging laser radar concept that uses sev- 
eral fast camera shutters instead of mechanical 
scanning. For a range sensor with 30 cm resolution 
over a 75-m depth of field, the least significant 
range-bit image is determined by a 2-ns shutter (the 
fastest shutter required). Assuming a conservative 
frame rate of 15 Hz and eight, 512 x 512 cameras, 
M = 500,000 if constructed. 

An imaging laser radar is commercially available 
for airborne hydrographic surveying (Banic et al. 
1987). The system can measure water depths down 
to 40 m with an accuracy of 0.3 m from an aerial 
standoff of 500 m. Two hundred scan lines were 
acquired covering 2000 km 2 with two million 
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"soundings" in 30 h (M = 596). This number is low 
because application specific capabilities (e.g., 
standoff) are not included. 

3.2 Amplitude Modulation 
Rather than sending out a short pulse, waiting for an 
echo, and measuring transit time, a laser beam can 
be amplitude-modulated by varying the drive cur- 
rent of a laser diode at a frequency fAM = C/hAM. 
An electronic phase detector measures the phase 
difference A+ (in radians) between the transmitted 
signal and the received signal to get the range: r(A+) 
= c A + / 4 ~ f A  M = hAMA~/4'rr. Since relative phase 
differences are only determined modulo 2-rr, the 
range to a point is only determined within a range 
ambiguity interval rambig" In the absence of any am- 
biguity-resolving mechanisms, the depth of field of 
an AM laser radar is the ambiguity interval: Lr = 
/'ambig = c/2fAM = hAM/2 which is divided into 2 Nbi'S 
range levels where Nbits is the number of bits of 
quan6zation at the output of the phase detector. 
Finer depth resolution and smaller ambiguity inter- 
vals result from using higher modulating frequen- 
cies. 

The ambiguity interval problem in AM CW ra- 
dars can be resolved either via software or more 
hardware. If the imaged scene is limited in surface 
gradient relative to the sensor, it is possible in soft- 
ware to unwrap phase ambiguities because the 
phase gradient will always exceed the surface gra- 
dient ~imit at phase wraparound pixels. This type of 
processing is done routinely in moire sensors (see 
Halioua and Srinivasan 1987). In hardware, a sys- 
tem could use multiple modulation frequencies si- 
multaneously. In a simple approach, each range am- 
biguity is resolved by checking against lower 
modulation frequency measurements. Other meth- 
ods are possible, but none are commercially avail- 
able at the current time. 

Nitzan et al. (1977) built one of the first nonmil- 
itary AM imaging laser radars. It created high- 
quality registered range and intensity images. With 
a 40-dB signal-to-noise ratio (SNR), a range accu- 
racy of 4 cm in an ambiguity interval of 16.6 m was 
obtained. With a 67 dB SNR, the accuracy im- 
proved to 2 mm. The pixel dwell time was variable: 
500 ms per pixel dwell times were common and 
more than 2 h was needed for a full 128 x 128 image 
(M = 3770 at 67 dB). The system insured image 
quality by averaging the received signal until the 
SNR was high enough. 

The Environmental Research Institute of Michi- 
gan (ERIM) developed three AM imaging laser ra- 
dars: (1) the Adaptive Suspension Vehicle (ASV) 

system, (2) the Autonomous Land Vehicle (ALV) 
system, and (3) the Intelligent Task Automation 
(ITA) system. Zuk and Dell'Eva (1983) described 
the ASV sensor. The range accuracy is about 61 
mm over 9.75 m at a frame rate of two 128 x 128 
images per second (M = 28,930). The ALV sensor 
generates two 256 z 64 image frames per second. 
The ambiguity interval was increased to 19.5 m, but 
M = 28930 is identical to the ASV sensor since 
pixel dwell time and depth of field to range accuracy 
ratios stayed the same. The new ERIM navigation 
sensor (Sampson 1987) uses lasers with three differ- 
ent frequencies and has 2-cm range resolution (M = 
353,000 assuming depth of field is doubled). The 
ERIM ITA sensor is programmable for up to 512 z 
512 range images (Svetkoff et al. 1984). The depth 
of field canchange from 150 mm to 900 mm. As an 
inspection sensor, the laser diode is modulated at 
720 MHz. The sensor then has a range accuracy of 
100 ~z at a standoff of 230 mm in a 76-mm x 76-mm 
field of view over a depth of field of 200 mm. The 
latest system of this type claims a 100-kHz pixel 
rate (M = 632,500). 

A commercially available AM imaging laser ra- 
dar is built by Odetics (Binger and Harris 1987). 
Their sensor has a 9.4-m ambiguity interval with 
9-bit range resolution of 18 mm per depth level. The 
pixel dwell time is 32 ~sec (M = 71,720). This sen- 
sor features an auto-calibration feature that cali- 
brates the system every frame avoiding thermal 
drift problems encountered in other sensors of this 
type. It is currently the smallest (9 x 9 x 9 in.), 
lightest weight (33 lbs.), and least power hu~ngry (42 
W) sensor in its class. Class I CDRH eye safety 
requirements (see the appendix) are met except 
within a 0.4 m radius of the aperture. 

Another commercially available AM imaging la- 
ser radar is built by Boulder Electro-Optics (1986). 
The ambiguity interval is 43 m with 8-bit resolution 
(about 170 mm). The frame rate was 1.4 256 x 256 
frames/sec (M = 27,360). 

Perceptron (1987) reports they are developing an 
AM imaging laser radar with a 360-kHz data rate, a 
1.87-m ambiguity interval, a 3-m standoff, and 0.45- 
mm (12-bit) range resolution (M = 153,600 assum- 
ing 8-bit accuracy). 

Cathey and Davis (1986) designed a system using 
multiple laser diodes, one for each pixel, to avoid 
scanning. They obtained a 15-cm range accuracy at 
a range of 13 m with a 2-diode system. For N "2 laser 
diodes fired four times a second, M = 512N. If the 
sensor cost is dominated by N 2 laser diode cost, the 
cost-weighted figure of merit M' would decrease as 
1IN. A full imaging system has not been built. 
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Miller and Wagner (1987) built an AM radar unit 
using a modulated infrared LED. The system scans 
360 deg in azimuth, digitizing about 1000 points in a 
second. The depth of field is about 6 m with a range 
accuracy of about 25 mm (M = 7590). This system 
is very inexpensive to build and is designed for mo- 
bile robot navigation. 

The Perkin-Elmer imaging airborne laser radar 
(Keyes I986) scans 2790 pixels per scan line in 2 ms 
(M = 302,360 assuming 8-bit range accuracy). Air- 
craft motion provides the necessary scanning mo- 
tion in the flight direction of the aircraft. 

Wang et al. (1984) and Terras (1986) discussed 
the imaging laser radar developed at General Dy- 
namics. The 12 x 12-deg angular field of view is 
scanned by dual galvanometers. It ranges out to 350 
m, but the ambiguity interval is 10 m yielding lots of 
phase transition stripes in uncorrected range im- 
ages. 

Other work in AM imaging laser radars has been 
done at Hughes Aircraft, MIT Lincoln Labs (Quist 
et al. 1978), Raytheon (Jelalian and McManus 
1977), as well as United Technologies and other de- 
fense contractors. 

3.3 Frequency Modulation, Heterodyne Detection 
The optical frequency of a laser diode can also be 
tuned thermally by modulating the laser diode drive 
current (Dandridge 1982). If the transmitted optical 
frequency is repetitively swept linearly between v - 
Av/2 to create a total frequency deviation of Av dur- 
ing the period 1/fm Oem is the linear sweep modula- 
tion frequency), the reflected return signal can be 
mixed coherently with a reference signal at the de- 
tector (Teich 1968) to create a beat frequency fo 
signal that depends on the range to the object r 
(Skolnick 1962). This detection process is known as 
FM coherent heterodyne detection. Range is pro- 
portional to the beat frequency in an FM CW radar: 
r( fb)  = c f b / 4 f m A v .  One method for measuring the 
beat frequency is counting the number of zero- 
crossings Nb of the beat signal during a ramp of the 
linear sweep frequency modulation. This zero- 
crossing count must satisfy the relationship 2Nb = 
lfb/fmL which yields the range equation r ( N b )  = 
cNb/2Av. The range values in this method are de- 
termined to within ~r = +_c/4Av since Nb must be an 
integer. The maximum range should satisfy the con- 
straint that rm~x < C/fm. Since it is difficult to ensure 
the exac t  optical  f r equency  deviat ion Av of 
a laser diode, it is possible to measure range indi- 
rectly by comparing the Nb value with a known ref- 
erence count Nre f for an accurately known refer- 
ence distance /'re f using the relationship r ( N b )  = 
Nbrret4Nrcf. Hersman et al. (1987) reported results 

for two commercially available FM imaging laser 
radars: a vision system and a metrology system 
(Digital Optronics 1986). The vision system mea- 
sures a 1-m depth of field with 8-bit resolution at 
four 256 x 256 frames/second (M = 3770 using a 
quoted value of 12 mm for RMS depth accuracy 
after averaging 128 frames in 32 s). A new receiver 
is being developed to obtain similar performance in 
0.25 s. The metrology system measures to an accu- 
racy of 50 Ix in 0.1 s over a depth of field of 2.5 m (M 
= 30,430). Better performance is expected when 
electronically tunable laser diodes are available. 

Beheim and Fritsch (1986) reported results with 
an in-house sensor. Points were acquired at a rate of 
29.3/s. The range accuracy varied with target to 
source distance. From 50 to 500 mm, the range ac- 
curacy was 2.7 mm; from 600 to 1000 mm, o- z = 7.4 
mm; and from 1100 to 1500 mm, o" z --- 15 mm (ap- 
proximately M = 1080). 

4. Act ive  Triangulat ion  

Triangulation based on the law of sines is certainly 
the oldest method for measuring range to remote 
points and is also the most common. A simple ge- 
ometry for an active triangulation system is shown 
in Figure 7. A single camera is aligned along the 
z-axis with the center of the lens located at (0, 0, 0). 
At a baseline distance b to the left of the camera 
(along the negative x-axis) is a light projector send- 
ing out a beam or plane of light at a variable angle 0 
relative to the x-axis baseline. The point (x, y, z) is 
projected into the digitized image at the pixel (u, v) 
so uz = xfand vz = y f b y  similar triangles w h e r e f  
is the focal length of the camera in pixels. The mea- 
sured quantities (u, v, 0) are used to compute the (x, 
y, z) coordinates: 

b 
- [u v f] (8) Ix y z] fcot0 - u 

Y-axis and 3D point 
v-axis out ' (x,y,z) 
of paper 

~ " X 2 i  _ A i f  = ~ X-axis Fooa[ Length 
ght 

v Projector u-axis 
Camera 

Figure 7. Camera-centered active triangulation geome- 
try. 
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4.1 Structured Light: Point 
It is commonly believed that a large baseline dis- 
tance b separating the light source and the detector 
is necessary for accurate ranging. However,  for any 
fixed focal length f and baseline distance b, the 
range resolution of a triangulation system is only 
limited by the ability to accurately measure the an- 
gle 0 and the horizontal position u. 

Rioux (1984) has patented a synchronized scan- 
ner concept for active triangulation in which the 
horizontal position detector and the beam projector 
a r e  b o t h  scanned. The angle 0 is coupled with the u 
measurement yielding high-range resolution with a 
small baseline by making more efficient use of the 
finite resolution of the horizontal position detector. 
The basic concept is that if one uses the available 
resolution to measure differences from the mean 
rather than absolute quantities, the effective reso- 
lution can be much greater. As shown in Figure 8, 
the beam leaves the source, hits the mirror cur- 
rently rotated at a position 0, bounces off a fixed 
(source) mirror and impinges on an object surface. 
The illuminated bright spot is viewed via the oppo- 
site side of the mirror (and a symmetrically posi- 
tioned fixed detector mirror). The average range is 
determined by the angular positioning of the fixed 
mirrors. The sensor creates a 128 x 256 range image 
in less than a second. The angular separation of the 
fixed mirrors is only 10 deg. For a total working 
volume of 250 mm x 250 mm x 100 mm, the x, y, z 
resolutions are 1, 2, and 0.4 mm, respectively (M = 
45,255). 

Servo-Robot (1987) manufactures the Saturn and 
the Jupiter line scan range sensors. Both are based 
on synchronous scanning. The Saturn system mea- 
sures a 60 mm x 60 mm x 60 mm working volume 
from a standoff of 80 mm. The volume-center res- 
olution is 0.06 mm in x and 0.05 mm in z (M = 
32,860 for 3000 points/s). The Jupiter system mea- 

3D point 

'~ )  Y-axis out 
of paper 

Vertical 
Nodding 
Mirror, i 0 
Axis ~ I 

~ ~ Two-Sided Horizontal 
L ~ J ~  Scanning Mirror 

/ 
I ' \ / F i x e d  ii! de I I  \ /  Detector 

M r  or 

Figure 8. Synchronous scanning of source and detector. 

sures a 1 m x 1 m x 1 m volume from a standoff of 
0.1 m. The volume-center resolution is 1 mm in x 
and 0.3 mm in z (M = 91,290 for 3000 points/s). 

Hymarc (1987) also makes a line scan sensor 
based on synchronous scanning. The sensor is ac- 
curate to 0.25 mm in a 500 mm x 500 mm x 500 mm 
working volume at a 600-mm standoff with a 3000 
point per second data rate (M = 109,540). 

Photonic Automation, Inc. (I987) is developing a 
commercially available sensor for fast ranging in a 
shallow depth of field. They claim a range accuracy 
of 25 tx over a depth of field of 6.25 mm at a speed 
of 10 million pixels per second (M = 790,570). The 
angular separation between source and detector is 
about 5 deg. Synthetic Vision Systems of Ann Ar- 
bor, Michigan has a competing unit. 

Bickel et al. (1984) independently developed a 
mechanically coupled deflector arrangement for 
spot scanners similar in concept to the Rioux (1984) 
design. Bickel et al. (1985) addressed depth of focus 
problems inherent in triangulation systems for both 
illumination and detection. They suggest a tele- 
axicon lens and a laser source can provide a 25-1~ 
spot that is in focus over a 100-mm range at a 500- 
mm standoff. Detection optics should be configured 
to satisfy the Scheimpflug (tilted detector p lane)  
condition (Slevogt 1974) shown in Figure 9: tan 0ill t 
= 1 / M  tan 0sep where 0sep is the separation angle of 
the illumination direction and the detector's view- 
ing direction, 0tj~t is the tilt angle of the photosensi- 
tive surface in the focusing region of the lens rela- 
tive to the viewing direction, and M = ( w  c - r  c 

is the on-axis magnification of the lens where we is 
the distance from the center of the lens to the center 
of the detector plane a n d f i s  the focal length of the 
lens. All points in the illumination plane are in exact 
focus in the detector plane. Using a 4000-element 
linear array detector, they get 25-1~ range resolu- 
tion, B-Ix lateral resolution, over a depth of field of 
80 mm (M = 17,530 assuming 30 points/s rate). 
Tilted detector planes are used by some commercial 

Any points on Light Ray I Projector ~ J  
a r e  in focus on the I J , ~  I Tilted Detector. Plane I 

Light Ray from Pro jec t~  

Source-Detector 
S e p a r a t i o n ~  

l/z + 1/w = 1If 

T i ~ l t  PTilted Detector 
lane 

f=Focal Length 

Figure 9. Scheimpflug condition: tilted detector to main- 
tain focus for all depths. 
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vendors. Hausler and Maul (1985) examined the use 
of telecentric scanning configurations for point 
scanners. A telecentric system positions optical 
components at the focal length of the lens (or mir- 
ror). 

Faugeras and Hebert (1986) used an in-house la- 
ser scanner. Their sensor uses a laser spot projector 
and two horizontal position detectors. Objects are 
placed on a turntable, and points are digitized as the 
object rotates. Scans are taken at several different 
heights to define object shape. No numbers were 
available to compute the figure of merit. 

CyberOptics Corp. (1987) manufactures a series 
of point range sensors. For example, the PRS-30 
measures a 300 IX depth of field from a standoff of 5 
mm with 0.75-1z accuracy (1 part in 400). A preci- 
sion xy-table (0.25 Ix) provides object scanning un- 
der a stationary sensor at a rate of 15 points/s (M = 
1550). 

Diffracto, Ltd. (1987) also makes a series of point 
range sensors. Their Model 300 LaserProbe mea- 
sures a depth of field of 2 mm from a standoff of 50 
mm with an accuracy of 2.5 Ix in 5 ms (M = 11,300). 
The detector handles a 50,000:1 dynamic range of 
reflected light intensities and works well for a vari- 
ety of surfaces. 

Kern Instruments (1987) has developed the Sys- 
tem for Positioning and Automated Coordinate 
Evaluation (SPACE) using two automated Kern 
theodolites. This system measures points in a 3 m x 
3 m x 3 m working volume to an accuracy of 50 p~ 
(1 part in 60,000) at a rate of about 7.5 s per point 
(M = 21,910). 

Lorenz (1984, 1986) has designed an optical 
probe to measure range with a repeatability of 2.5 Ix 
over a depth of field of 100 mm (1 part in 40,000). 
He uses split-beam illumination and optimal estima- 
tion theory. The probe was tested on the z-axis of a 
CNC machining center. Even at one point per sec- 
ond, M = 40000. 

The Selcom Opticator (1987) series are among 
the highest performance commercially available 
ranging point probes. They measure with one part 
in 4000 resolution at 16,000 points/s (M = 126,490 
for 1 part in 1000 accuracy). The resolution of dif- 
ferent models ranges from 2 to 128 Ix in powers of 
two. 

Pipitone and Marshall (1983) documented their 
experience in building a point scanning system. 
They measured with an accuracy of about 1 part in 
400 over a depth of field of about 7.6 m (M = 8940 
for 500 pts/s). 

Haggren and Leikas (1987) have developed a 
four-camera photogrammetric machine-vision sys- 
tem with accuracy of better than 1 part in 10,000. 

The system generates one 3-D point every 1.5 s 
(M = 8160). Earlier similar photogrammetry work 
is found in Pinckney (1978) and Kratky (1979). 

4.2 Structured Light: Line 
Passing a laser beam through a cylindrical lens cre- 
ates a line of light. Shirai (1972) and Will and Pen- 
nington (1972) were some of the first researchers to 
use light striping for computer vision. Nevatia and 
Binford (1973), Rocker (1974), and Popplestone et 
al. (1975) also used light striping. The General Mo- 
tors Consight System (Holland et al. 1979) was one 
of the first industrial systems to use light stripe prin- 
ciples. 

Technical Arts Corp. (1987) produces the 100X 
White Scanner. The camera and laser are typically 
separated by 45 deg 
sure up to a range 
about 0.5 mm (M = 
racy of 1.5 mm). 

or more. The system can mea- 
of 2.4 m with a resolution of 
87,640 for 3000 pts/s and accu- 

The IMAGE Lab at ENST in France developed 
a light stripe laser ranging system (Schmitt et al. 
1985), commercially available from Studec. Schmitt 
et al. (1986) show a range image of a human head 
sculpture obtained with this sensor. 

Cotter and Batchelor (1986) describe a depth map 
module (DMM) based on light striping techniques 
that produces 128 x 128 range images in about 4 s 
(M = 8192 assuming 7-bit resolution). 

Silvaggi et al. (1986) describe a very inexpensive 
triangulation system (less than $1000 in component 
cost) that is accurate to 0.25 mm over a 50-mm 
depth of field at a standoff of 100 mm. A photo- 
sensitive RAM chip is used as the camera. 

CyberOptics Corp. (1987) also manufactures a 
series of line range sensors. The LRS-30-500 mea- 
sures a 300 tx depth of field and an 800-Ix field of 
view from a standoff of 15 mm with 0.75 Ix range 
accuracy (1 part in 400). A precision xy-table (0.25 
ix) provides object scanning under the stationary 
sensor head at a rate of 5 lines/s (M = 7155 assum- 
ing only 64 points per line). 

Perceptron (1987) makes a contour sensor that 
uses light striping and the Scheimpflug condition to 
obtain 25-1z accuracy over a 45-mm depth of field at 
a rate of 15 points/s (M = 6970). 

Diffracto, Ltd. (1987) manufactures a Z-Sensor 
series of light stripe range sensors. Their Z-750 can 
measure a 19 mm depth of field with an accuracy of 
50 tz from a standoff of 762 mm (M = 6100 assuming 
one 256 point line/s). 

Landman and Robertson (1986) describe the ca- 
pabilities of the Eyecrometer system available from 
Octek. This system is capable of 25 Ix 3or accuracy 
in the narrow view mode with a 12.7 mm depth 
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of field. The time for a high-accuracy scan is 9.2 s 
(M = 2680 assuming 256 pixels/scan). 

Harding and Goodson (1986) implemented a pro- 
totype optical guillotine system that uses a high- 
precision translation stage with 2-IX resolution to 
obtain an accuracy of 1 part in 16,000 over a range 
of 150 mm. The system generates a scan in about 1 
s (M = 256,000 assuming a 256-point scan). 

The APOMS (Automated Propeller Optical Mea- 
surement System) built by RVSI (Robotic Vision 
Systems, Inc.) (1987) uses a high precision point 
range sensor mounted on the arm of a 5-axis inspec- 
tion robot arm. The large working volume is 3.2 m 
x 3.5 m x 4.2 m. The accuracy of the optical sensor 
(x, y, z) coordinates is 64 tx in an 81 mm x 81 mm 
field of view. The linear axes of the robot are accu- 
rate to 2.5 IX, and the pitch and roll axes are accu- 
rate to 2 arc-seconds. The system covers 60 square 
feet per hour. Assuming 4 points per square milli- 
meter, the data rate is about 6000 points/s (M = 
3,485,700). The RVSI Ship Surface Scanner is a 
portable tripod mounted unit that has a maximum 
70 deg x 70 deg field of view. The line scanner 
scans at an azimuthal rate of 8 deg/s. The range 
accuracy is about 1 part in 600 or about 5.7 mm at 
3.66 m. The RVSI RoboLocator sensor can mea- 
sure depths to an accuracy of 50 IX in a 25 m m x  25 
mm field of view and a 50 mm depth of field. The 
RVSI RoboSensor measures about 1 part in 1000 
over up to a 1-m depth of field in a 500 mm x 500 
mm field of view. Assuming 3000 points/s, M = 
54,000. 

4.3 Structured Light: Miscellaneous 
Kanade and Fuhrman (1987) developed an 18 LED 
light-source optical proximity sensor that computes 
200 local surface points in 1 s with a precision of 0.1 
mm over a depth of field of 100 mm (M = 14,140). 
Damm (1987) has developed a similar but smaller 
proximity sensor using optical fibers. 

Labuz and McVey (1986) developed a ranging 
method based on tracking the multiple points of a 
moving grid over a scene. Lewis and Sopwith (1986) 
used the multiple-point-projection approach with a 
static stereo pair of images. 

Jalkio et al. (1985) use multiple light stripes to 
obtain range images. The field of view is 60 mm x 
60 mm with at least a 25-mm depth of field. The 
range resolution is about 0.25 mm with a lateral 
sampling interval of 0.5 mm. The image acquisition 
time was dominated by software processing of 2 
rain (M = 1170). 

Mundy and Porter (1987) describe a system de- 
signed to yield 25-IX range resolution within 50 ix x 
50 IX pixels at a pixel rate of 1 MHz while tolerating 

a 10 to 1 change in surface reflectance. The goals 
were met except the data acquisition speed is about 
16 kHz (M = 32,380 assuming 8-bit accuracy). 

Range measurements can be extracted from a 
single projected grid image, but if no constraints are 
imposed on the surface shapes in the scene, ambi- 
guities may arise. Will and Pennington (I972) dis- 
cussed grid-coding methods for isolating planar sur- 
faces in scenes based on vertical and horizontal 
spatial frequency analysis. Hall et al. (1982) de- 
scribed a grid-pattern method for obtaining sparse 
range images of simple objects. Potmesil (1983) 
used a projected grid method to obtain range data 
for automatically generating surface models of solid 
objects. Stockman and Hu (1986) examined the am- 
biguity problem using relaxation labeling. Wang et 
al. (1985) used projected grids to obtain local sur- 
face orientation. 

Wei and Gini (1983) proposed a structured light 
method using circles. They propose a spinning mir- 
ror assembly to create a converging cone of light 
that projects to a circle on a flat surface and an 
ellipse on a sloped surface. Ellipse parameters de- 
termine the distance to the surface as well as the 
surface normal (within a sign ambiguity). 

If the light source projects two intersecting lines 
(X), it is easier to achieve subpixel accuracy at the 
point. The cross is created by a laser by using a 
beamsplitter and two cylindrical lenses. Pelowski 
(1986) discusses a commercially available Percep- 
tron sensor that guarantees a -+3tr accuracy in (x, y, 
z) of 0.1 mm over a depth of field of 45 mm in less 
than 0.25 s. Nakagawa and Ninomiya (1987) also 
uses the cross structure. 

Asada et al. (1986) project thick stripes to obtain 
from a single image a denser map of surface normals 
than is possible using grid projection. The thickness 
of the stripes limits ambiguity somewhat because of 
the signed brightness transitions at thick stripe 
edges. 

4.4 Structured Light: Coded Binary Patterns 
Rather than scan a light stripe over a scene and 
process N separate images or deal with the ambi- 
guities possible in processing a single gray scale 
multistripe image, it is possible to compute a range 
image using N' = Tlog 2 NT images where the 
scene is illuminated with binary stripe patterns. In 
an appropriate configuration, a range image can be 
computed from intensity images using lookup ta- 
bles. This method is fast and relatively inexpensive. 

Solid Photography, Inc. (1977) made the first use 
of gray-coded binary patterns for range imaging. A 
gantry mounted system of several range cameras 
acquired range data from a 2rr solid angle around an 
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object. The system was equipped with a milling ma- 
chine so that if a person had his or her range picture 
taken, a 3-D bust could be machined in a matter of 
minutes. The point accuracy of the multisensor 
system was about 0.75 mm in a 300 mm • 300 
mm • 300 mm volume (M = 100,000 assuming 64K 
points/s). 

Altschuler et al. (1981) and Potsdamer and Alt- 
schuler (1983) developed a numerical stereo camera 
consisting of a laser and an electrooptic shutter syn- 
chronized to a video camera. They used standard 
binary patterns and also performed experiments us- 
ing two c rossed  e lec t roopt ic  shut ters  (grid- 
patterns). 

Inokuchi et al. (I984) and Sato and Inokuchi 
(1985) showed results from their system based on 
the gray-code binary pattern concept. More re- 
cently, Yamamoto et al. (1986) reported another ap- 
proach based on binary image accumulation. A 
variation on the binary pattern scheme is given in 
Yeung and Lawrence (1986). 

Rosenfeld and Tsikos (1986) built a range camera 
using 10 gray-code patterns on a 6-in. dia disk that 
rotates at 5 revolutions per second. Their system 
creates a 256 • 256 8-bit range image with 2-mm 
resolution in about 0.7 s (M = 78,330). 

Vuylsteke and Oosterlinck (1986) developed an- 
other binary coding scheme. They use a projection 
of a specially formulated binary mask where each 
local neighborhood of the mask has its own signa- 
ture. A 64 • 64 range image was computed from a 
604 • 576 resolution intensity image in about 70 
CPU s (VAX 11/750) (M = 1260 assuming 7-bit ac- 
curacy). 

4.5 Structured Light: Color Coded Stripes 
Boyer and Kak (1987) developed a real-time light 
striping concept that requires only one image frame 
from a color camera (no mechanical operations). If 
many stripes are used to illuminate a scene and only 
one monochrome image is used, ambiguities arise at 
depth discontinuities because it is not clear which 
image stripe corresponds to which projected stripe. 
However,  when stripes are color coded, unique 
color subsequences can be used to establish the cor- 
rect correspondence for all stripes. Although no fig- 
ures are given, 128 x 128 images with 8-bit accura- 
cy at a 7.5-Hz frame rate would yield M = 89,000. 

4.6 Structured Light: Intensity Ratio Sensor 
The intensity ratio method, invented by Schwartz 
(1983), prototyped by Bastuschek and Schwartz 
(1984), researched by Carrihill (1986), and docu- 
mented by Carrihill and Hummel (1985), determines 
range unambiguously using the digitization and 

analysis of only three images: an ambient image, a 
projector-illuminated image, and a projected lateral 
attenuation filter image. The depth of field was 860 
mm with a range resolution of 12 bits at a standoff of 
80 cm, but an overall range repeatability of 2 mm. 
The total acquisition and computation time for a 512 
x 480 image with a Vicom processor was about 40 
s (M = 33,700). 

4.7 Structured Light: Random Texture 
Schewe and Forstner (1986) developed a precision 
photogrammetry system based on random texture 
projection. A scene is illuminated by a texture pro- 
jector and photographed with stereo metric cameras 
onto high-resolution glass plates. Registered pairs 
of subimages are digitized from the plates, and a 
manually selected starting point initializes auto- 
mated processing. The range accuracy of the points 
is about 0.1 mm over about a 1-m depth of field and 
a several-meter field of view. A complete wireframe 
model is created requiring a few seconds per point 
on a microcomputer (M = 10,000). 

5. Moire Techniques 

A moire pattern is a low spatial frequency interfer- 
ence pattern created when two gratings with regu- 
larly spaced patterns of higher spatial frequency are 
superimposed on one another. Mathematically, the 
interference pattern A(x) from two patterns A~, A2 is 

A(x) = Al{1 + ml  cos[o~lx + (hi(x)]} 

�9 a2{1 + m2 cos[tozx + qbz(x)]} (9) 

where the A i are amplitudes, the mi are modulation 
indices, the toi are spatial frequencies, and the +i(x) 
are spatial phases. When this signal is low-pass fil- 
tered (LPF) (blurred), only the difference frequency 
and constant terms are passed: 

a ' (x)  = LPF[A(x)] 

A1A2(1 + mlm2 cos{[o~l - oJ2)x + Cbl(X) - -  q b 2 ( x ) ] }  �9 

(1o) 

For equal spatial frequencies, only the phase differ- 
ence term remains. In moire range-imaging sensors, 
surface depth information is encoded in and recov- 
ered from the phase difference term. Reviews and 
bibliographies of moire methods may be found in 
Pirodda (1982), Sciammarella (1982), and Oster 
(1965). Theocaris (1969) provides some history of 
moire techniques (e.g., Lord Rayleigh 1874). 

Moire range-imaging methods are useful for mea- 
suring the relative distance to surface points on a 
smooth surface z(x, y) that does not exhibit depth 
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discontinuities. The magnitude of surface slope as 
viewed from the sensor  direct ion should be 
bounded IlVzll < g.  Under such constraints, abso- 
lute range for an entire moire image can be deter- 
mined if the distance to one reference image point is 
known. 

Moire methods for surface measurement use line 
gratings of alternating opaque and transparent bars 
of equal width (Ronchi gratings). The pitch P of a 
grating is the number of opaque/transparent line- 
pairs per millimeter (LP/mm). The period p = 1/P 
of the grating is the distance between the centers of 
two opaque lines. 

5.1 Projection Moire 
Khetan (1975) gives a theoretical analysis of pro- 
jection moire. In a projection moire system, a pre- 
cisely matched pair of gratings is required. The pro- 
jector grating is placed in front of the projector and 
the camera grating is placed in front of the camera 
as shown in Figure 10. The projector is located at an 
angle 0l and the camera is located at an angle 0v 
relative to the z-axis. The projected light is spatially 
amplitude modulated by the pitch of the projector 
grating, creating a spatial "carrier" image. When 
the projected beam falls on the smooth surface, the 
surface shape modulates the phase of the spatial 
carrier. By viewing these stripes through the cam- 
era grating, interference fringes are created at the 
camera. The camera grating "demodulates" the 
modulated carrier yielding a "baseband" image sig- 
nal whose fringes carry information about surface 
shape, ffPo is the period of the projected fringes at 
the object surface, then the change in z between the 
centers of the interference fringes viewed by the 
camera is given by 

Po 
Az = tan(0t) + tan(%) " (11) 

The angular separation of source and detector is 

Projector t Grating ~]]  ~ C rat ,erg 
[~ Light Projector [~ Camera 

Z-axis 
Figure 10. Projection moire configuration, 

critical to range measurement and thus, moire may 
be considered a triangulation method (Perrin and 
Thomas 1979). 

It is relatively inexpensive to set up a moire sys- 
tem using commercially available moire projectors, 
moire viewers, matched gratings, and video cam- 
eras (Newport Corp. 1987). The problem is accurate 
calibration and automated analysis of moire fringe 
images. Automated fringe analysis systems are sur- 
veyed in Reid (1986). The limitations of projection 
moire automated by digital image processing algo- 
rithms are addressed by Gasvik (1983). The main 
goal of such algorithms is to track the ridges or 
valleys of the fringes in the intensity surface to cre- 
ate 1-pixel wide contours. Phase unwrapping tech- 
niques are used to order the contours in depth as- 
suming adequate spacing between the contours. It 
is not possible to correctly interpolate the phase 
(depth) between the fringes because between-fringe 
gray level variations are a function of local contrast, 
local surface reflectance, and phase change due to 
distance. 

5.2 Shadow Moire 
If a surface is relatively flat, shadow moire can be 
used. A single grating of large extent is positioned 
near the object surface. The surface is illuminated 
through the grating and viewed from another direc- 
tion. Everything is the same as projection moire 
except that two matched gratings are not needed. 
Cline et al. (1982, 1984) show experimental results 
where 512 • 512 range images of several different 
surfaces were obtained automatically using shadow 
moire methods. 

5.3 Single frame moire with reference 
The projected grating on a surface can be imaged 
directly by a camera without a camera grating, dig- 
itized, and "demodulated" via computer software 
provided that a reference image of a fiat plane is 
also digitized. As a general rule of thumb, single 
frame systems of this type are able to resolve range 
proportional to about 1/2o of a fringe spacing. Ide- 
sawa et al. (1977, 1980) did early work in automated 
moire surface measurement. 

Electro-Optical Information Systems, Inc. (1987) 
has a commercially available range-imaging sensor 
of this type. On appropriate surfaces, the system 
creates a 480 • 512 range image in about 2 s using 
two array processors and has 1 part in 4000 resolu- 
tion (M = 350,540 assuming accuracy of 1 part in 
1000). 

5.4 Multiple-frame phase-shifted moire 
Multiple-flame (N-flame) phase-shifted moire is 
similar to single-flame moire except that after the 



140 Besl: Range Imaging Sensors 

first frame of image data is acquired, the projector 
grating is precisely shifted laterally in front of the 
projector by a small distance increment that corre- 
sponds to a phase shift of 360/N degrees and sub- 
sequent image frames are acquired. This method, 
similar to quasi-heterodyne holographic interferom- 
etry, allows for an order of magnitude increase in 
range accuracy compared to conventional methods. 
Halioua and Srinivasan (1987) present a detailed de- 
scription of the general moire concept. Srinivasan 
et al. (1985) show experimental results for a man- 
nequin head using N = 3. They obtained 0.1-mm 
range accuracy over a 100-mm depth of field (M = 
46,740 assuming 2 min. computation time for 512 x 
512 images). Other research in this area has been 
reported by Andersen (1986). 

Boehnlein and Harding (1986) implemented this 
approach on special hardware. The computations 
take less than 3.5 s for a 256 x 256 image, but the 
high-accuracy phase-shifting translation device (ac- 
curate to 0.1 ~) limited them to about 10 s for com- 
plete range image acquisition. The range resolution 
of the system is 11 p~ over a 64-mm depth of field 
(M = 121,430 assuming 1 part in 1500 accuracy). 

6. Holographic Interferometry 

Holography was introduced in 1961 by Leith and 
Upatnieks (1962). The principles of holographic in- 
terferometry were discovered soon after (see Vest 
1979, Schuman and Dubas 1979). Holographic in- 
terferometers use coherent light from laser sources 
to produce interference patterns due to the optical- 
frequency phase differences in different optical 
paths. If two laser beams (same polarization) meet 
at a surface point x, then the electric fields add to 
create the net electric field: 

E ( x ,  t )  = E1  c o s ( c o l t  - k l  " x + ~bl(x))  

+ E 2  cos(~o2t - k2  �9 x 4- (b2(x))  (12) 

where the ki are 3-D wave vectors pointing in the 
propagation directions with magnitude Ilkill = 2v/Xi, 
the to i = Ilkillc are the radial optical frequencies, and 
+i(x) are the optical phases. Since photodetectors 
respond to the square of the electric field, the de- 
tectable irradiance (intensity) is I(x, t) = E2(x, t). 
Photodetectors themselves act as low-pass filters of 
the irradiance function I to yield the detectable in- 
terference signal I'(x, t) = LPF[I(x, t)], or 

I'(x, t) = Ea{1 + EbCOS[Acot + Ak �9 X + Aqb(x)]} (13) 
where 

Ea = E 2 + E22/2 and 

E~ = 2EI~Z2/m 2 + ~ ) ,  

Ao~ = co t -- co z is the difference frequency, Ak = k2 
- k 1 is the difference wave vector, and A+(x) = ~)1 

- +2 is the phase difference. This equation is of the 
exact same form as the moire equation (10) above 
for A'(x) except that a time-varying term is in- 
cluded. Since phase changes are proportional to op- 
tical path differences in holographic interferometry, 
fraction of a wavelength distances can be measured. 
For equal optical frequencies and equal (wave vec- 
tor) spatial frequencies, only the phase difference 
term remains. In holographic interferometric range 
sensors, surface depth information is encoded in 
and recovered from the phase difference term. Just 
as the z-depth spacing of moire fringes is propor- 
tional to the period of grating lines, the z-depth 
spacing of holographic interference fringes is pro- 
portional to the wavelength of the light. Measured 
object surfaces must be very flat and smooth. 

6.1 Conventional Holography 
Conventional interferometry is somewhat like con- 
ventional projection moire in that the frequencies of 
the interfering beams are equal and between-fringe 
ranging is not possible. There are three types of 
conventional holographic interferometry used in in- 
dustrial applications: (1) real-time holography, 
which allows observers to see instantaneous micro- 
scopic changes in surface shape,  (2) double-  
exposure holographic systems, which provide per- 
manent records of surface shape changes, (3) time- 
average holography, which produces vibration 
mode maps useful for verifying finite element anal- 
yses. 

Conventional holographic interferometry is used 
to visualize stress, thermal strains, pressure effects, 
erosion, microscopic cracks, fluid flow, and other 
physical effects in nondestructive testing. Tozer et 
al. (1985), Mader (1985), Wuerker and Hill (1985), 
and Church et al. (1985) provide a sampling of in- 
dustrial uses of holographic interferometry. The 
Holomatic 8000 (Laser Technology 1986) and the 
HC1000 Instant Holographic Camera (10-s develop- 
ment time on erasable thermoplastic film) (Newport 
Corp. 1987) are commercially available holographic 
camera systems. 

6.2 Heterodyne Holography 
Heterodyne holographic interferometers cause two 
coherent beams of slightly different optical frequen- 
cies (less than 100 MHz generates RF beat frequen- 
cies) to interfere creating time-varying holographic 
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fringes in the image plane. Optical frequency shifts 
are achieved by acoustooptic modulators, rotating 
quarter wave plates, rotating gratings, and other 
methods. Optical phase measurements correspond- 
ing to optical path differences are made at each 
point by electronically measuring the phase of the 
beat frequency signal relative to a reference using a 
phasemeter. The time-varying interference fringe 
image is mechanically scanned with a high-speed 
detector to obtain a range image. Heterodyne holo- 
graphic interferometers can make out-of-plane sur- 
face measurements with nanometer resolution over 
several microns, but they are typically slow. The 
general rule of thumb is that M1000 resolution is 
possible using heterodyne methods. 

Pantzer et al. (1986) built a heterodyne profi- 
lometer that has a mechanical-vibration-limited 
range resolution of 5 nm and a lateral resolution of 
3 Ix. The theoretical resolution of this method is 0.4 
nm if mechanical instabilities were removed. It took 
about 20 s to linearly scan 1 mm to get 330 points. 
(M = 2450 assuming a 3-Ix depth of field). 

Dandliker and Thalman (1985) obtained 0.2-nm 
range resolution over a depth of field of 3 Ix at a rate 
of 1 point per second over a lateral range of 120 mm 
using a double-exposure heterodyne interferometer 
(M = 7500 assuming 0.4 nm accuracy). 

Pryl?utniewicz (1985) used heterodyne interfer- 
ometry to study the load-deformation characteris- 
tics of surface mount components on a printed cir- 
cuit board. The reported 3o" range accuracy was 
2 nm. 

Sasaki and Okazaki (1986) developed a variation 
on frequency-shift heterodyne methods. The refer- 
ence path mirror is mounted on a piezoelectric 
transducer (PZT) modulated at about 220 Hz. This 
phase modulation provides the needed small fie- 
quency shift for heterodyne accuracy. This is slow 
enough that image sensors can be used to collect the 
video signals. They obtained repeatable range mea- 
surements at less than 1 nm resolution. Over a 
250 x 250 Ix field of view, the lateral resolution is 
about :5 Ix. 

6.3 Quasi-Heterodyne (Phase-Shifted) Methods 
Phase-shifted holographic interferometers are re- 
ferred to as quasi-heterodyne since their k/100 
range resolution is not quite heterodyne perfor- 
mance,  but is much better  than conventional.  
Quasi-heterodyne systems can be much simpler, 
much cheaper, and much faster than heterodyne 
systems by trading off some range resolution. Stan- 
dard video cameras can be used to image several 
frames of holographic fringes. Phase-shifts can be 
achieved at every pixel in parallel in real-time using 

a piezoelectric translator to move a mirror. (Com- 
pare this to the lateral shifting of a grating in front of 
a projector in phase-shifted moire.) Other phase- 
shifting methods are possible. The computations 
are very similar to those described in the previous 
section on multiple frame phase-shifted moire. 

Hariharan (1985) used a 100 x 100 camera to 
digitize the holographic fringes needed to compute 
the range image. The measurement cycle for each 
fringe image was about 150 ms, and the total com- 
putation time was 10 s using a machine-language 
program.  They  used  the same fo rmulas  as 
Boehnlein and Harding (1986) discussed above. Re- 
sults are shown for a large 50 mm x 100 mm field of 
view (M = 8095 assuming 8-bit accuracy). 

Thalman and Dandliker (1985) and Dandliker and 
Thalmann (1985) examine two-reference beam in- 
terferometry and two-wavelength contouring for 
quasi-heterodyne and heterodyne systems. 

Chang et al. (1985) did experiments in digital 
phase-shifted holographic interferometry to elimi- 
nate the need to calibrate the phase shifter as in 
Hariharan et al. (1983). They claim an accuracy of 2 
nm over a 300-nm depth of field. 

6.4 Microscopic Interferometry 
Peterson et al. (1984) measured VHS video tape 
surfaces with an interferometer obtaining 1 Ix lateral 
resolution and 1 nm range repeatability. 

Matthews et al. (1986) describe a phase-locked 
loop interferometric method where the two arms of 
a confocal interference microscope are maintained 
in quadrature by using an electrooptic phase mod- 
ulator. Resul ts  are shown where  the sys tem 
scanned a 3-ix • 3-IX field of view over a depth of 
field of 300 nm in 2 s with a range accuracy of 1 nm 
(M = 27,150). 

7. Focusing 

Horn (1968), Tenenbaum (1970), Jarvis (1976), and 
Krotkov (1986) have discussed focusing for range 
determination. Figure 11 shows basic focusing rela- 
tionships. Pentland (1987), Grossman (1987), Krot- 
kov and Martin (1986), Schlag et al. (1983), Jarvis 
(1976), and Harvey et al. (1985) discuss passive 
methods to determine range from focus. 

The autofocus mechanisms in cameras act as 
range sensors (Denstman 1980, Goldberg 1982), but 
most commercially available units do not use focus- 
ing principles to determine range. The Canon 
"Sure-Shot" autofocusing mechanism is an active 
triangulation system using a frequency modulated 
infrared beam. Jarvis (1982) used this Canon sensor 
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Figure 11: Thin lens relationships. 

module to create a 64 x 64 range image in 50 min. 
The Honeywell Visitronic module for Konica, Mi- 
nolta, and Yashica cameras is a passive triangula- 
tion system that correlates photocell readouts to 
achieve a binocular stereomatch and the corre- 
sponding distance. The Polaroid autofocusing 
mechanism is a broad beam sonar unit. 

Rioux and Blais (1986) developed two techniques 
based on lens focusing properties. In the first tech- 
nique, a grid of point sources is projected onto a 
scene. The range to each point is determined by the 
radius of the blur in the focal plane of the camera. 
The system was capable of measuring depths to 144 
points with 1-mm resolution over a 100-mm depth of 
field. The second technique uses a multistripe illu- 
minator. If a stripe is not in focus, the camera sees 
split lines where the splitting distance between the 
lines is related to the distance to the illuminated 
surface. Special purpose electronics process the 
video signal (Blais and Rioux 1986) and detect 
peaks to obtain line splitting distances on each scan 
line and hence range. The system creates a 256 x 
240 range image in less than 1 s by analyzing 10 
projected lines in each of 24 frames. The projected 
lines are shifted between each frame. A resolution 
of 1 mm over a depth of 250 mm is quoted at a 1-m 
standoff for a small robot-mountable unit (M = 
63,450). 

Kinoshita et al. (1986) developed a point range 
sensor based on a projected conical ring of light and 
focusing principles. A lens is mechanically focused 
to optimize the energy density at a photodiode. The 
prototype system measured range with a repeatabil- 
ity of 0.3 mm over a depth of field of 150 mm (9 bits) 
with a standoff distance of 430 ram. 

Corle et al. (1987) measured distances with accu- 
racies as small as 40 nm over a 4-tx depth of field 
using a type II confocal scanning optical micro- 
scope. 

8. Fresnel Diffraction 

Talbot (1836) first observed that if a line grating 
T(x, y) = T(x + p,  y) with period p is illuminated 
with coherent light, exact in-focus images of the 
grating are formed at regular periodic (Talbot) in- 
tervals D. This is the self-imaging property of a grat- 
ing. Lord Rayleigh (1881) first deduced that D = 
2p2/h when p >> X. The Talbot effect has been ana- 
lyzed more recently by Cowley and Moodie (1957) 
and Winthrop and Worthington (1965). For cosine 
gratings, grating images are also reproduced at D/2 
intervals with a 180-deg phase shift. Thus, the am- 
biguity interval for such a range sensor is given by 
I r = p2/2h = D/4. Ambiguity resolving techniques 
are needed for larger depths of field. The important 
fact is that the grating images are out of focus in a 
predictable manner in the ambiguity interval such 
that local contrast depends on the depth z. Figure 12 
shows the basic configuration for measuring dis- 
tance with the Talbot effect. 

The Chavel and Strand (1984) method illuminates 
an object with laser light that has passed through a 
cosine grating, A camera views the object through a 
beam-splitter so that the grating image is superim- 
posed on the returned object image that is modulat- 
ed by (1) the distance to object surface points and 
by (2) the object surface reflectivity. The contrast 
ratio of the power in the fundamental frequency p -  1 
to the average (dc)power  is proportional to depth 
and can be determined in real-time by analog video 
electronics. The analog range-image signal was dig- 
itized to create an 8-bit 512 x 512 image represent- 
ing a 20 mm x 20 mm field of view approximately. 
The ambiguity interval was 38 mm. The digitizer 
averaged 16 frames so that the frame time is about 
0.5 s (M = 92,680 assuming 7-bit accuracy). 

Leger and Snyder (1984) developed two tech- 
niques for range imaging using the Talbot effect. 

Diffraction 
Grating 

Light 

Positive Talbot Images 

No Contrast 
I ~lmages ~1 Talbot Period 

I Contrast J 
Level to I 
Determine I 
Range t 

Source 180 Phase Shift UnamNguous 
Talbot- Images Ranging 

Interval 

Figure 12. Talbot effect or self-imaging property of grat- 
ings for ranging. 
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The first method used two gratings crossed at right ..... - -  

angles to provide two independent channels for 
depth measurement. The second method uses a 
modulated grating created by performing optical 
spatial filtering operations on the original signal em- 
anating from a standard grating. Two prototype sen- 
sors were built to demonstrate these methods. The ~, 
ambiguily intervals were 7.3 mm and 4.6 mm. The N ~ 
figure of merit is similar to the Chavel and Strand ~ "~.~ 
sensor, Speckle noise (Goodman 1986, Leader ~_~ 
1986) is a problem with coherent light in these meth- 
ods, and good range resolution is difficult to obtain 
from local contrast measures. Other research in this 
area has been pursued by Hane and Grover (1985). 

9. Sensor Comparisons 

The key performance factors of any range-imaging 
sensor are listed in the following lane: 

Depth of field L, 
Range accuracy cr, 
Pixel dwell time T 

Pixel rate 1/T 
Range resolution Nbits 

Image size N~ x Ny 
Angular field of view 0~ x 0y 

Lateral resolution Ox/N~ x Oy/Ny 
Standoff distance L, 

Nominal field of view (L~ + L]2)0~, x 
(L, + Lfl2)0~ 

Frame t/me T x N ~  x N s 
Frame rate lifT x N~ x Ny) 

The figure of merit M used to evaluate sensors in 
this survey only uses the first three values. A full 
evaluation for a given application should consider 
all sensor parameters. 

Different types of range imaging sensors are 
compared by showing the rated sensors in the sur- 
vey in two scatterplots. In Figure 13, range-imaging 
sensors are shown at the appropriate locations in a 
plot of (log) figure of merit M versus (log) range 
accuracy ~r. In Figure 14, range imaging sensors are 
shown at the appropriate locations in a plot of (log) 
depth-of-field to range-accuracy ratio (number of 
accurate range bits) as a function of the (log) pixel 
dwell time. The two plots in Figures 13 and 14 dis- 
play the quantitative comparisons of rated sensors 
and show the wide range of possible sensor perfor- 
mance. 

9.1 General Method Comparisons 
The six optical ranging principles are briefly sum- 
marized betowo imaging laser radars are capaNe of 
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Figure 13, Figure of merit vs. range accuracy. 

range accuracies from about 50 ~ to 5 m over depths 
of field 250 to 25,000 times larger. They benefit from 
having very small source to detector separations 
and operate at higher speeds than many other types 
of range-imaging sensors because range is deter- 
mined electronically. They are usually quite expen- 
sive, with commercially available units starting at 
around $100,000. Existing laser radars are sequen- 
tial in data acquisition (they acquire one point at a 
time) although parallel designs have been sug- 
gested. 

Triangulation sensors are capable of range accu- 
racies beginning at about I ~ over depths of field 
from 250 to 60,000 times larger. In the past, some 
have considered triangulation systems to be inaccu- 
rate or slow. Many believe that large baselines are 
required for reasonable accuracy. However, trian- 
gulation systems have shown themselves to be ac- 
curate, fast, and compact mainly owing to the ad- 
vent of synchronous scanning approaches, Simple 
triang~tatEon systems start between $t000 and 
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Figure 14. Depth-of-field/range-accuracy ratio versus 
pixel dwell time. 

$10,000 depending on how much you put together 
yourself and how much needed equipment you al- 
ready have, Commercially available turnkey sys- 
tems can easily run upwards of $50,000, and fancier 
systems can run into the hundreds of thousands if 
there are requirements for fine accuracy over large 
working volumes. Triangulation systems go from 
totally sequential as in point scanners to almost par- 
allel as in the intensity ratio scheme or the color 
encoded stripe scheme. Triangulation systems have 
been the mainstay of range imaging and promise to 
remain so. 

Moire systems are limited to about the same ac- 
curacies as triangulation sensors (a few microns) 
and are not applicable unless surface slope con- 
straints are satisfied. The depth of field of a moire 
system depends on the camera resolution and the 
object grating period Po. For a 512 x 512 camera 
and a minimum of about 5 pixels per fringe, 100 
phase transitions can be unwrapped yielding a 
depth of field on the order of 100 Po. Optical moire 

components are a small part of the total system cost 
if fast computer hardware is used to carry out the 
necessary computations. Image array processors 
vary in cost, but a complete moire system with rea- 
sonable speed will probably run more than $50,000. 
Moire techniques are inherently parallel and will 
benefit from the development of parallel computing 
hardware. 

Holographic interferometer systems can measure 
with accuracies of less than half a nanometer over 
as many wavelengths of light as can be disambigu- 
ated. Surface slope and smoothness constraints 
must be met before holographic methods are valid. 
The most accurate heterodyne methods are also the 
s lowest  and the most  expens ive .  The quasi- 
heterodyne methods are faster and cheaper, but 
give up about an order of magnitude in accuracy 
compared to heterodyne. Holographic techniques 
are also inherently parallel and should benefit from 
the development of parallel computing hardware. 
Holographic systems are generally much more spe- 
cialized than other optical techniques, and are ap- 
plicable to fine grain surface inspection and nonde- 
structive testing. 

The Fresnel diffraction techniques based on the 
Talbot effect offer video frame rate range images 
using special-purpose analog video electronics. The 
range resolution of these systems is limited by the 
resolution of local contrast measures; it appears to 
be difficult to get more than seven or eight bits of 
range. Diffraction ranging is also inherently paral- 
lel. 

Active focusing methods have great potential for 
compact, inexpensive range-imaging sensors, but 
high-precision systems are not likely. 

Tactile methods still dominate many potential 
range-imaging applications where industry needs to 
exactly specify the shape of a prototype object. The 
reliability and accuracy of coordinate measuring 
machines (CMM's) over very large working vol- 
umes are hard to beat, but they are inherently slow 
and very expensive. If flexible noncontact optical 
methods can provide similar performance with reli- 
ability and ease of use, then a significant cost sav- 
ings will be realized in applications currently requir- 
ing CMM's. At very fine scales, the (nonoptical) 
scanning tunneling microscope (Binnig and Rohrer 
1985) is the state-of-the-art in very accurate (0.01 
nm) surface studies. It is clear that active, optical 
ranging sensors have competition from other tech- 
niques. 

Comments from this section and the survey are 
summarized in Figure 15. The first range value for 
each method in this table (ACC) is a good nominal 
accuracy rounded to the nearest  power of ten 
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Category ACC/DOF 
Radar 0.1 mm 
(Pdise,AM,FM) tO0 m 

Trianguiatlon ] 1 #m 
100m 

Moire l pm 
Techuique~l 10m 

Holographic 0.1 nm 
Intederometry 100/~m 

Focusing l mm 
t o m  

I~esnel 0.1 nm~ 
Diffraction tO m 
{Talbot 
E/lecQ 

Notes 
Detect Time, Phale, or Frequency Differences 
Signai Depends on Range, Surface Normal, Reflectance 
Beam Scnnning Ueuuily Required, No Computation 
ttietory: 8inc~ 1903, Well known .into 48'., LuerB lines 70's 
Coat: Inexpensive to Extremely ExpenJive 
1 or More CemaeraB, 1 or more Projectors 
gc~ned Point~ Scanned Stripe~ Multi-Stripe, Grid 
Binary Pattern~ Color, Texture: Intensity ttatio 
Terms: Synekronoua Scna~ Scheimpflug Condition 
ltisto~y: Since 200 B.C. Most Popular Method 
Cost: Inexpensive to Very Expensive 

, Projector, Crating(s), Camera, Computer 
Fringe Tracking: Projection, Shadow 
Reference: Single*Frame, Multi-Frame (Phitae-Sldfted) 
Surface Slop�9 Constraint, Non-coherent Light 
Computation Requlred~ No Scanning 
History: Since 1859, U~ed Since 1950's in Mech.En_g. 
Corot: Inexpensive {excluding Computer} 
Detector, La~er, Optics, Eleetrouicl, Computer 
Conventional: Real-Time, 2-Exposure, Time-Avg. 
Quasi-Iieterodyne (Ph~e-Sldfted), lleterodyne 
Surface Slope Constraint, Coherent Light 
Computation/Electronics Required, No Scanning 
ltiaiory: Not Practical tmtit L~aet 1961, Big in NDT 
Cost: Inexpensive to Expensive 
Measure Loom Contr~t, Blur, Displacement 
Limited Depth-of-Field to Accuracy Ratio 
History: Since lttO0'•, Gaunn tldn lens law 
Computation/Electronics Required, No gemming 
Potential for Inexpensive Systems 
La~er, Grating, Camera / Not Explored by Many 
Video Rates, Limited Accuracy, UaeJ Local Contrast 
Electronica Required, No Scanning 
IIistory: Discovered 1836, Used 1983 
Potential for Inexpenaive Syeteu~ 

Figure 15. General comments on fundamental categories. 

whereas the second value is the maximum nominal 
depth of field. Figure 16 indicates in a brief format 
the types of applications where the different ranging 
methods are being used or might be used. 

10. Emerging Themes 

As in any field, people always want equipment to be 
faster, more accurate, more reliable, easier to use, 
and less expensive. Range-imaging sensors are no 
exception. But compared to the state of the art l0 
years ago, range imaging has come a long way. An 
image that took hours to acquire now takes less 
than a second. However,  the sensors are only one 
part of the technology needed for practical auto- 
mated systems. Algorithms and software play an 
even bigger role, and although research in range- 
image analysis and object recognition using range 
images (Besl and Jain 1985) has come a long way in 
recent years, there is still much to be done to 
achieve desired levels of performance for many ap- 
plications. 

Application Radar Tries Moire Holog Focus Diffr 
Cartography X X 
Navigation X X X 
Medical X X X 
Shape Definition X X X X 
Bin Picking X X X X 
Assembly X X X X X X 
Inspection X X X X X 
Gauging X X X X X 

Figure 16. Methods and 
sensors. 

applications of range-imaging 

Image acquisition speed is a critical issue. Since 
photons are quantized, the speed of data acquisition 
is limited by the number of photons that can be 
gathered by a pixel's effective photon collecting 
area during the pixel dwell time. Greater accuracy 
or faster frame times are possible using higher en- 
ergy lasers since more photons can be collected re- 
ducing shot noise and improving signal-to-noise ra- 
tio. But today 's  higher-power laser diodes are 
difficult to focus to a small point size because of 
irregularities in the beam shapes. Moreover, higher- 
power lasers are a greater threat to eye safety if 
people will be working close to the range-imaging 
sensors (see appendix). Longer wavelengths (1.3- 
1.55 ~L) are desirable for better eye safety, but not 
enough power is available from today's laser diodes 
at these wavelengths to obtain reasonable quality 
range images. The fiber optics communications in- 
dustry is driving the development of longer wave- 
length laser diodes, and hopefully this situation will 
soon be remedied. 

Another issue in the speed of data acquisition is 
scanning mechanisms. Many sensors are limited by 
the time for a moving part to move from point A to 
point B. Image dissector cameras are being ex- 
plored by several investigators to avoid mechanical 
scanning. Mechanical scanning is a calibration and 
a reliability problem because moving parts do even- 
tually wear out or break. However,  today's me- 
chanical scanners can offer years of reliable ser- 
vice. 

Once considered state-of-the-art, 8-bit resolution 
sensors are giving way to sensors with 10 to 12 bits 
or more of resolution and possibly accuracy. Pro- 
cessing this information with inexpensive image 
processing hardware designed for 8-bit images is 
inappropriate. A few commercial vendors provide 
16-bit and floating point image processing hard- 
ware, but it is generally more expensive. 

Rel iable  subpixe l  image loca t ion  is being 
achieved in many single light stripe triangulation 
sensors. It is commonly accepted that a fourth, a 
fifth, an eighth, or a tenth of a pixel accuracy can 
realistically be obtained with intensity weighted av- 
eraging techniques. Moreover, Kalman filtering (re- 
cursive least squares) algorithms (see e.g. Smith 
and Cheeseman 1987) are beginning to be used in 
vision algorithms for optimally combining geomet- 
ric information from different sensing viewpoints or 
different range sensors. Such efforts will continue 
to increase the  accuracy of sensors and systems. 

Although not specifically mentioned, many range 
sensors also acquire registered intensity images at 
the same time. Although there is little 3-D metrol- 
ogy information in these images, there is a great 
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deal of other useful information that is important for 
automated systems. A few researchers have ad- 
dressed methods for using this additional informa- 
tion, but commercially available software solutions 
are more than several years away. 

Range-imaging sensors are the data-gathering 
components of range-imaging systems, and ranging 
imaging systems are machine perception compo- 
nents of application systems. Algorithms, software, 
and hardware are typically developed in isolation 
and brought together later, but there are trends to- 
ward developing hardware that can incorporate pro- 
grammability features that expedite operations 
common to many applications. 
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Appendix: Eye Safety 

Lasers are used in all types of active optical range 
imaging sensors. When people are exposed to laser 
radiation, eye safety is critical. An understanding of 
eye safety issues is important to the range imaging 
applications engineer. 

Concerning the sale o f  laser products across 

state lines in the United States, vendors of end-user 
equipment containing lasers must comply with the 
requirements of the Food and Drug Administra- 
tion's Center for Devices and Radiological Health 
(CDRH). Concerning the use o f  laser products, 
most organizations follow the ANSI Z136.1 Stan- 
dard regulations. The ANSI and CDRH regulations 
are essentially the same except for some fine points. 
A simplified version of  the regulations is given be- 
low. The applications engineer should consult the 
CDRH (1985) regulations or the ANSI (1986) regu- 
lations for complete details. 

Lasers emit electromagnetic radiation that is ei- 
ther visible (light) or invisible (infrared or ultravio- 
let). When laser radiation is received by the human 
eye, damage may occur in the retina or the cornea 
depending upon the wavelength if the radiation lev- 
els exceed the maximum permissible exposure. Vis- 
ible light regulations are different from invisible reg- 
ulations because of the aversion response. People 
will blink or look away in less than 0.25 s when 
exposed to intense visible radiation. With invisible 
radiation, no such aversion response occurs al- 
though broad spectrum near-infrared laser diodes 
are visible to many people. Although not listed sep- 
arately in official documents, the regulations may 
be viewed as two distinct sets of safety classes, one 
set for visible and another set for invisible. Within 
each class, two requirements must be met: (1) the 
average power through a standard aperture (usually 
7-ram dia) must be less than the maximum average 
power for that class laser at every point in the field 
of view of the laser, and (2) the energy in any pulse 
received by the standard aperture must be less than 
the maximum energy level for that class. One sub- 
tlety important to range-imaging sensors is that the 
pulse repetition frequency (PRF) factor is included 
in ANSI regulations, but not in CDRH regulations. 

For visible light (400-700 nm wavelengths), there 
are really five classes of lasers. Actual ratings are 
wavelength dependent, but the following list gives a 
reasonable indication of allowable average powers 
through the standard 7 mm diameter aperture with a 
5 diopter lens. 

�9 Class I (No Risk, Eye Safe) 
Average Power < 0.4 ~W. 

�9 Class II (Low Power, Caution) 
0.4 IxW < Average Power < 1 mW 

�9 Class IIIa (Medium Low Power, Caution) 
lmW < Average Power < 5mW 

�9 Class IIIb (Medium Power, Danger) 
5 mW < Average Power < 500 mW 

�9 Class IV (High Power, Danger) 
Average Power > 500 mW 



152 Besl: Range Imaging Sensors 

Pulse requirements are more complicated and must 
be computed from equations and tables listed in 
CDRH and ANSI regulations based on wavelength. 

For invisible lasers (UV:200-400 nm, IR:700 nm- 
1 mm wavelengths), there are three classes: 

�9 Class I (No Risk, Eye Safe) 
Wavelength-Dependent Regulations 

�9 Class IIIb (Medium Power, Danger) 
Average Power < 500 mW, Not Class I 

�9 Class IV (High Power, Danger) 
Average Power > 500 mW 

Again, pulse requirements must be computed from 
equations and tables listed in CDRH and ANSI reg- 
ulations based on wavelength. There are no low or 
medium low power  categories here. However ,  
ANSI regulations vary slightly from CDRH regula- 
tions in that they allow a Class IIIa (Caution) for 
infrared lasers with powers that exceed the Class I 
limit by less than a factor of five (Sec. 3.3.3.2, 
ANZI Z136.1, 1986). 


