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Abstract
This paper announces the release of the Ontologies of Linguistic Annotation (OLiA). The OLiA ontologies represent a repository of
annotation terminology for various linguistic phenomena on a great band-width of languages. This paper summarizes the results of five
years of research, it describes recent developments and directions for further research.
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1. Background
The heterogeneity of linguistic annotations has been rec-
ognized as a key problem limiting the interoperability and
reusability of NLP tools and linguistic data collections.
In Natural Language Processing, standard architectures
such as UiMA (Egner et al., 2007) and GATE (Cun-
ningham, 2002) address the interoperability of linguistic
data structures by providing wrappers around existing NLP
components that make use of formalisms that represent in-
put and output of these modules in a tool-independent way.
While this approach indeed yields interoperable data struc-
tures, and thereby establishes structural interoperability,
it is limited insofar as the annotations itself, their content
and their meaning, are not standardized in the same way.
This problem, the establishment of conceptual interop-
erability between different linguistic annotations, is ad-
dressed here.
This problem has long been recognized and numerous ini-
tiatives have addressed the problem to represent linguistic
annotations in an interoperable way. By now, it is gen-
erally agreed upon that repositories of linguistic anno-
tation terminology represent a key element in the estab-
lishment of conceptual interoperability. With a termino-
logical reference repository, it is possible to abstract from
the heterogeneity of annotation schemes: Reference defi-
nitions provide an interlingua that allows to map linguis-
tic annotations from annotation scheme A to annotations
in accordance with scheme B. Several repositories of lin-
guistic annotation terminology have been developed by the
NLP/computational linguistics community (Aguado de Cea
et al., 2004) as well as in the field of language documenta-
tion/typology (Saulwick et al., 2005), and their continuous
application is expected to enhance the consistency of lin-
guistic metadata and annotations. The General Ontology
of Linguistic Description (Farrar and Langendoen, 2010,
GOLD) and the ISO TC37/SC4 Data Category Registry
(Kemps-Snijders et al., 2009, ISOcat) address both com-
munities.
At the moment, however, two problems for the practical
application of any of these terminology repositories persist:

• Different communities develop and maintain indepen-
dent terminology repositories (e.g., GOLD and ISO-
cat), and these repositories are not always compatible
with respect to the definitions they provide, with re-

spect to the technologies employed, or with respect
to the underlying philosophy. These problems are
actively addressed by the GOLD and ISOcat com-
munities, e.g., in the context of the RELISH project
(Kemps-Snijders, 2010). The possible integration be-
tween GOLD and ISOcat is, however, expected to by
a longer process.

• There is no commonly agreed formalism to link lin-
guistic annotations to terminology repositories. For
GOLD, concrete annotations are linked to reference
concepts by means of hand-crafted mapping scripts
(Simons et al., 2004). For ISOcat, RDF has been sug-
gested as a means of addressing data categories only
recently (Windhouwer and Wright, 2012).

The Ontologies of Linguistic Annotation (OLiA) have been
developed to address both problems in order to facilitate
the development of applications that take benefit of a well-
defined terminological backbone even before the GOLD
and ISOcat repositories have converged into a generally ac-
cepted reference terminology. The OLiA ontologies intro-
duce an intermediate level of representation between ISO-
cat, GOLD and other repositories of linguistic reference ter-
minology and are interconnected with these resources, and
they provide not only means to formalize reference cate-
gories, but also annotation schemes, and the way that these
are linked with reference categories.

2. The Ontologies of Linguistic Annotation
2.1. Linking Annotations with Reference Categories
The classic approach to link annotations with reference
concepts is to specify rules that define a direct mapping
(Teufel, 1995). It is, however, not always possible to find a
1:1 mapping.
One problem is conceptual overlap: A common noun may
occur as a part of a proper name, e.g., German Palais
‘baroque-style palace’ in Neues Palais lit. ‘new palace’,
a Prussian royal palace in Potsdam/Germany. Palais is thus
both a proper noun (in its function), and a common noun
(in its form). Such conceptual overlap is sometimes repre-
sented with a specialized tag, e.g., in the TIGER scheme
(Brants et al., 2004). ISOcat does currently not provide the
corresponding hybrid category, so that Palais is to be linked
to both properNoun/DC-1371 and commonNoun/DC-1256



if the information carried by the original annotation is to be
preserved. Cliticization and fusion are similar in that mul-
tiple word classes can be assigned to (different parts of) one
token as represented, for example, by the English gonna,
that can be annotated in the PennTreebank tagset as both
VBG (gerund, going) and TO (to) (Santorini, 1990).
A somewhat different problem is the representation of
ambiguity: The SUSANNE (Sampson, 1995) tag ICSt

applies to English after both as a preposition and as
a subordinating conjunction. The corresponding ISO-
cat category is thus either preposition/DC-1366 or
subordinatingConjunction/DC-1393. Without addi-
tional disambiguation, ICSt is to be linked to both data
categories.
Technically, such problems can be solved with a 1:n map-
ping between annotations and reference concepts. Yet,
overlap/contraction and ambiguity differ in their underly-
ing meaning: While overlapping/contracted categories are
in the intersection (u) of reference categories, ambiguous
categories are are in their join (t). This difference is rele-
vant for subsequent processing, e.g., to decide whether dis-
ambiguation is necessary. A standard mapping approach,
however, fails to distinguish u or t.
Being based on a decidable fragment of first-order pred-
icate logic, OWL/DL represents a formalism that sup-
ports the necessary operators and flexibility: With refer-
ence concepts and annotation concepts are formalized as
OWL classes, the linking between them can be represented
by rdfs:subClassOf (v). OWL/DL provides operators
such as owl:intersectionOf (u), owl:unionOf (t)
and owl:complementOf (¬), and it allows to define prop-
erties and restrictions on the respective concepts.
An OWL/DL-based formalization has the additional advan-
tage that it can employ existing terminological reposito-
ries, e.g., GOLD (native OWL/DL) and ISOcat (with an
OWL/DL conversion as described by (Chiarcos, 2010a)).
GOLD and ISOcat are, however, under development. The
efforts to maintain the linking between annotations and the
terminological repository can be reduced if another on-
tology is introduced that mediates between terminological
repositories and annotation schemes: If a major revision of
the repository occurs, only the linking between the inter-
mediate ontology and the repository is to be revised, but
the linking with not every single tagset.
Moreover, this intermediate ontology allows linking anno-
tations to multiple terminological repositories at the same
time. The OLiA ontologies implement the idea of an archi-
tecture of modular OWL/DL ontologies with an ontology
mediating between terminological repositories and annota-
tion schemes.

2.2. A Modular Architecture of OWL/DL Ontologies
The Ontologies of Linguistic Annotations (Chiarcos,
2008) represent a modular architecture of OWL/DL ontolo-
gies that formalize several intermediate steps of the map-
ping between annotations, a ‘Reference Model’ and ex-
isting terminology repositories (‘External Reference Mod-
els’).
The OLiA ontologies were developed as part of an in-
frastructure for the sustainable maintenance of linguis-

tic resources (Schmidt et al., 2006), and their primary
fields of application include the formalization of annota-
tion schemes and concept-based querying over heteroge-
neously annotated corpora (Rehm et al., 2007; Chiarcos et
al., 2008).
In the OLiA architecture, four different types of ontologies
are distinguished:

• The OLIA REFERENCE MODEL specifies the com-
mon terminology that different annotation schemes
can refer to. It is derived from existing repositories
of annotation terminology and extended in accordance
with the annotation schemes that it was applied to.

• Multiple OLIA ANNOTATION MODELs formalize an-
notation schemes and tagsets. Annotation Models are
based on the original documentation, so that they pro-
vide an interpretation-independent representation of
the annotation scheme.

• For every Annotation Model, a LINKING MODEL de-
fines v relationships between concepts/properties in
the respective Annotation Model and the Reference
Model. Linking Models are interpretations of Anno-
tation Model concepts and properties in terms of the
Reference Model.

• Existing terminology repositories can be integrated as
EXTERNAL REFERENCE MODELs, if they are repre-
sented in OWL/DL. Then, Linking Models specify v
relationships between Reference Model concepts and
External Reference Model concepts.

The OLiA Reference Model specifies classes for linguis-
tic categories (e.g., olia:Determiner) and grammatical
features (e.g., olia:Accusative), as well as properties
that define relations between these (e.g., olia:hasCase).
Far from being yet another annotation terminology ontol-
ogy, the OLiA Reference Model does not introduce its own
view on the linguistic world, but rather, it is a derivative of
EAGLES (Leech and Wilson, 1996), MULTEXT/East (Er-
javec, 2004), and GOLD (Farrar and Langendoen, 2010)
that was introduced as a technical means to interpret lin-
guistic annotations with respect to these terminological
repositories, and further enriched with information drawn
from the annotation schemes it was applied to.
Conceptually, Annotation Models differ from the Refer-
ence Model in that they include not only concepts and prop-
erties, but also individuals: Individuals represent concrete
tags, while classes represent abstract concepts similar to
those of the Reference Model.

2.3. Current Status
The OLiA ontologies are available from http://purl.
org/olia under a Creative Commons Attribution license
(CC-BY).
The OLiA ontologies cover different grammatical phe-
nomena, including inflectional morphology, word classes,
phrase and edge labels of different syntax annotations,
as well as prototypes for discourse annotations (corefer-
ence, discourse relations, discourse structure and informa-
tion structure). Annotations for lexical semantics are only



covered to the extent that they are encoded in syntactic and
morphosyntactic annotation schemes. For lexical semantic
annotations in general, a number of reference resources is
already available, including RDF versions of WordNet and
FrameNet.
In recent years, the OLiA ontologies have been substan-
tially extended. At the time of writing, the OLiA Refer-
ence Model distinguishes 14 MorphologicalCategorys
(morphemes), 263 MorphosyntacticCategorys (word
classes), 83 SyntacticCategorys (phrase labels), and
326 different values for 16 MorphosyntacticFeatures,
4 MorphologicalFeatures, 4 SyntacticFeatures
and 4 SemanticFeatures (for glosses, part-of-speech an-
notation and for edge labels in syntax annotation).
As for morphological, morphosyntactic and syntactic anno-
tations, the OLiA ontologies include 32 Annotation Mod-
els for about 70 different languages, including several
multi-lingual annotation schemes, e.g., EAGLES (Chiar-
cos, 2008) for 11 Western European languages, and MUL-
TEXT/East (Chiarcos and Erjavec, 2011) for 15 (mostly)
Eastern European languages. As for non-(Indo-)European
languages, the OLiA ontologies include morphosyntactic
annotation schemes for languages of the Indian subcon-
tinent, for Arabic, Basque, Chinese, Estonian, Finnish,
Hausa, Hungarian and Turkish. Other languages, including
languages of Africa, the Americas, the Pacific and Australia
are covered by Annotation Models developed for typology
and language documentation. The OLiA ontologies also
cover historical language stages, including Old High Ger-
man, Old Norse and Old/Classical Tibetan. Additionally,
7 Annotation Models for different resources with discourse
annotations have been developed.
External reference models currently linked to the OLiA
Reference Model include GOLD (Chiarcos, 2008), the On-
toTag ontologies (Buyko et al., 2008), and ISOcat (Chiar-
cos, 2010a). Thereby, the OLiA Reference Model provides
a stable intermediate representation between existing termi-
nology repositories and ontological models of annotation
schemes. This allows any concept that can be expressed in
terms of the OLiA Reference Model also to be interpreted
in the context of ISOcat or GOLD. Using the OLiA Ref-
erence Model, it is thus possible to develop applications
that are interoperable in terms of GOLD and ISOcat even
though both are still under development and both differ in
their conceptualizations. Such applications are briefly de-
scribed in the following section.

3. Fields of Application
3.1. Corpus Linguistics
Initially, the OLiA ontologies have been intended to serve a
documentation function, i.e., as a formal means to specify
the semantics of annotation schemes (Schmidt et al., 2006).
From the ontologies, dynamic HTML can be generated,1

and tags in the annotation can be represented as hyperlinks
pointing to the corresponding definition (Chiarcos et al.,
2008). Figure 1 shows a screenshot of the HTML version of

1http://code.google.com/p/
co-ode-owl-plugins/wiki/OWLDoc

Figure 1: HTML version of the OLiA Annotation Model
for the MULTEXT/East morphosyntactic specifications for
English, http://purl.org/olia/mte.

the OLiA Annotation Models of the MULTEXT/East mor-
phosyntactic specifications (Chiarcos and Erjavec, 2011).
OLiA has been integrated in corpus query systems, e.g.,
ANNIS (Chiarcos and Götze, 2007), and SPLICR (Rehm
et al., 2007), so that corpus queries could be formulated on
the basis of Reference Model concepts. It is thus possible
to explore corpora with unfamiliar tagsets, e.g., to reduce
the initial bias to evaluate their appropriateness for a given
problem. Moreover, ontology-based corpus queries allow
to abstract from individual annotation schemes and make
it possible to query across heterogeneously annotated cor-
pora. Technically, this was implemented as a query prepro-
cessor: Instead of querying for cat="NX" to retrieve noun
phrases from the TüBa-D/Z corpus (Telljohann et al., 2003)
or cat="NP" on the NEGRA corpus (Skut et al., 1998,
both are corpora of German newspaper text), we can just
query for cat in {olia:NounPhrase} and this is then
expanded into a disjunction of possible tags (Chiarcos and
Götze, 2007). Due to the possibility to create extremely
large disjunctions (by just querying for top-level concepts),
this approach was relatively inefficient and hence not in-
corporated in the release versions of the systems mentioned
above.
One alternative would be linking OLiA Annotation Mod-
els and annotations in a corpus directly. For reasons of in-
teroperability, this approach should respect existing stan-
dards to implement such a linking. Despite on-going ef-
forts of the linguistics and NLP communities to develop
such formalisms (Nancy Ide, p.c.), I am not aware of any
existing recommendation to interlink corpora in traditional
NLP formats directly with terminology repository. How-
ever, such a possibility is provided by Semantic Web for-
malisms, namely RDF/OWL. In recent years, several re-
searchers have developed schemes to convert specific cor-
pora (Burchardt et al., 2008), specific types of annotation
(Hellmann, 2010; Rubiera et al., accepted), or generic cor-
pus representation formalisms (Cassidy, 2010; Chiarcos,
this vol) to RDF/OWL. With both corpora and terminology
repositories represented in RDF, linking them is reduced
to an application of the Linked Data Paradigm (Berners-
Lee, 2006), i.e., the main function of RDF in the Seman-
tic Web context, and hence, well-supported by RDF-based
technologies.



As a first example application, Hellmann et al. (2010) de-
veloped the TIGER Corpus Navigator, a tool to explore
the RDF representation of the TIGER corpus (Brants et
al., 2004). Given a user’s input, a query is automatically
generated and run against the repository. Query generation
was performed using ontology-based learning techniques
(Lehmann et al., 2011); to represent linguistic annotations,
the OLiA ontologies were employed.
The TIGER Corpus Navigator was an experimental pilot
study focusing on one particular corpus. More recently,
OLiA was combined with POWLA (Chiarcos, 2012), a
generic formalism to represent corpora in RDF. So far, two
corpora have been converted to POWLA, the MASC cor-
pus (Ide et al., 2008), a genre-balanced multi-layer cor-
pus for American English, and the NEGRA corpus (Skut
et al., 1998), a German newspaper corpus,2 and their mor-
phosyntactic and syntactic annotations have been converted
to links to the corresponding OLiA Annotation Models. It
is thus possible to query these corpora and the OLiA on-
tologies using the RDF query language SPARQL.

3.2. Interoperability
Linking annotations to terminology repositories is also es-
sential in terms of interoperability of NLP resources. In-
teroperability involves two core aspects (Ide and Puste-
jovsky, 2010), structural (‘syntactic’) interoperability (dif-
ferent resources make use of the same representation for-
malism), and conceptual (‘semantic’) interoperability (re-
sources make use of a shared, well-defined vocabulary).
OLiA can be used to establish conceptual interoperability
between linguistic corpora, in that the same queries can be
applied to corpora with different annotation schemes. In
a similar vein, Buyko et al. (2008) suggested to employ
OLiA in UiMA (Ferrucci and Lally, 2004), a pipeline ar-
chitecture for NLP. However, similar problems with the in-
tegration between different formalisms persist as observed
above for corpus queries, e.g., directly integrating ontolo-
gies led to a drop in performance because optimizations
based on the use of annotation type system cannot be ap-
plied any more (but cf. Verspoor et al., 2009).
More recently, it has been suggested to develop NLP
pipeline systems using Semantic Web technologies, with
the objective to integrate the output of NLP tools in
ontology-based machine learning algorithms (Hellmann,
2010). Along with other ontologies, that specify units of
analysis (NLP Interchange Format, NIF),3 the OLiA on-
tologies represent one fundamental part of this framework:
Using RDF as a representation format, and RDF-based
wrappers around existing NLP components, linguistic an-
notations are formalized as direct links to the corresponding
OLiA Annotation Models. Subsequent processing mod-
ules can make use of this information, and also chose the
appropriate level of abstraction by working either directly
with the Annotation Models (that precisely reflect the infor-
mation found in the original annotation and its documen-
tation), with the OLiA Reference Model (that involves an
interpretation of the original descriptions as defined in the

2For details and links, see http://purl.org/powla.
3http://nlp2rdf.org/nif-1-0

Figure 2: Interpreting annotations in terms of the OLiA
Reference Model

Linking Model), or with one or several External Reference
Models (that involve another step in interpretation).
Figure 2 illustrates how annotations can be mapped onto
Reference Model concepts for the German phrase Diese
nicht neue Erkenntnis ‘this well-known (lit. not new) in-
sight’ from the Potsdam Commentary Corpus (Stede, 2004,
file 4794), with part-of-speech annotations according to
the STTS scheme (Schiller et al., 1999): The tag PDAT

matches the surface string of the individual stts:PDAT
from the STTS Annotation Model.4 The superconcept
stts:AttributiveDemonstrativePronoun is a sub-
concept of olia:DemonstrativeDeterminer (STTS
Linking Model).5 The word diese ‘this’ from the exam-
ple can thus be described in terms of the OLiA Reference
Model as olia:DemonstrativeDeterminer, etc.
These ontology-based descriptions are comparable across
different corpora and/or NLP tools, across different lan-
guages, and even across different types of language re-
sources: McCrae et al. (2011) describe the application
of the OLiA ontologies to represent grammatical specifi-
cations of machine-readable dictionaries, that are thus in-
teroperable with OLiA-linked corpora. Moreover, through
the linking with External Reference Models like GOLD and
ISOcat, OLiA-linked resources are also conceptually inter-
operable with resources directly grounded in either GOLD
or ISOcat.

3.3. Ontology-Based NLP
Using Semantic Web formalisms to represent corpora and
annotations also provides us with the possibility to develop
novel NLP algorithms. RDF/OWL as common representa-
tion formalism allows, for example, to integrate analyses of
different levels of description, say, syntax and semantics,
in order to disambiguate each other (Cimiano and Reyle,
2003).
But even within traditional fields of NLP, possible appli-
cations can be found, e.g., in ensemble combination archi-
tectures: Ensemble combination means that different NLP

4http://purl.org/olia/stts.owl
5http://purl.org/olia/stts-link.rdf



modules (say, part-of-speech taggers) are applied in paral-
lel, that they produce annotations for one particular phe-
nomenon, and that these annotations are then integrated,
e.g., by choosing one possible analysis based on the eval-
uation of the agreement between the different modules.
If modules are combined that use different approaches,
e.g., different machine learning paradigms, it has been fre-
quently observed that the combination of tools yields an
increase in accuracy and robustness (Brill and Wu, 1998;
Halteren et al., 2001).
So far, however, these approaches were limited to com-
bine tools trained on the same tagset. If tools with dif-
ferent tagsets are combined, we should not only expect an
increase in accuracy and robustness, but also an increase in
the level of detail: If the ensemble combination has decided
to adopt one particular analysis, then, information from an-
other module with more detailed analyses can be merged
with this candidate if it is compatible with the favored
analysis. Chiarcos (2010b) described such an architecture
and tested it with 7 tools for the morphosyntactic analy-
sis of German that used 4 different annotation schemes.
Figure 2 shows how the original morphosyntactic annota-
tions were translated into ontological descriptions for the
word diese, and Fig. 3 for the corresponding annotations
created by the Connexor dependency parser (Tapanainen
and Järvinen, 1997) and the RFTagger (Schmid and Laws,
2008). Both analyses in Fig. 3 vary with respect to case
and with respect to the part-of-speech (olia:Pronoun or
olia:Determiner). These conjunctions are transformed
into multisets of conjuncts, and conjunct frequencies es-
tablish a simple confidence ranking among these. To this
ranking, a pruning routine was applied that filtered out ev-
ery conjunct that was inconsistent with a higher-ranked
conjunct. Consistency can be defined within the ontol-
ogy. The resulting set of conjuncts was then compared
against manual annotations. For evaluation, data from three
German newspaper corpora was considered, the NEGRA
corpus (Skut et al., 1998), the TIGER corpus (Brants et
al., 2004) and the Potsdam Commentary Corpus (Stede,
2004): It could be shown that recall6 monotonically in-
creased with the number of tools combined. Combining
part-of-speech annotations from all (7) tools outperformed
the best-performing individual tool.7

This experiment serves as a proof-of-concept implementa-
tion for ontology-based ensemble combination approaches;
with more elaborate voting techniques, more significant
improvements can be expected. Comparable results have
been reported for the analysis of an ambiguous parti-
cle in Spanish (Pareja-Lora and Aguado de Cea, 2010).
Taken together, both studies support our observation that
the ontology-based integration of morphosyntactic analy-
ses enhances both the robustness and the level of detail of
morphosyntactic and morphological analyses.

6An evaluation in terms of precision would be inappropriate,
because some NLP annotations are more fine-grained than the
original manual annotation.

7The only exception was RFTagger on the NEGRA corpus,
albeit only due to the fact that it was trained on NEGRA.

Figure 3: Ontology-based ensemble combination

4. Discussion and Outlook
This paper summarized the development of the OLiA on-
tologies since 2006, their current status, and a number of
applications that have been developed on this basis.
The fundamental idea of the OLiA architecture is that
annotation schemes are linked to community-maintained
terminology repositories through an intermediate ‘Refer-
ence Model’, thereby minimizing the number of map-
pings necessary establish interoperability of one annota-
tion scheme with multiple terminology repositories. Fur-
ther, annotation schemes and their linking to the Reference
Model are formalized as separate OWL/DL ontologies, so
that interpretation-independent conceptualization (annota-
tion documentation) and its interpretation in terms of the
Reference Model (linking) are properly distinguished.
The OLiA ontologies differ from related approaches in that
they take a focus on modeling annotation schemes and their
linking with reference categories rather than merely provid-
ing reference categories. The differentiation of Annotation
Models, the OLiA Reference Model and External Refer-
ence Models (community-maintained terminology reposi-
tories) represents increasing levels of abstraction, and, pos-
sibly, loss of information. However, no information about
the original annotation is lost, and tools may chose the ap-
propriate level of abstraction. Unlike a direct mapping ap-
proach, OLiA allows to recover information about sources
of mismatches between Reference Model concepts and An-
notation Model concepts, because a declarative linking is
provided that allows inspection and refinement using stan-
dard RDF/OWL tools.
The relationship between annotations and reference con-
cept is not only represented in a transparent way, but
also, conceptual mismatches can be represented. Many
tagsets for part-of-speech annotation, for example, intro-
duce hybrid categories to represent either conceptual over-
lap/fusion or ambiguity using OWL/DL constructs to rep-
resent conjunction (u) or disjunction (t). As compared
to tagset-specific solutions (Santorini, 1990, | for ambi-
guities, and + for cliticization/fusion), OWL/DL provides
a W3C-standardized vocabulary to express these relation-
ships, that also extends beyond individual tagsets. An-
other difference is that negation (owl:complementOf)
is available in the linking. This is of particular impor-



tance for the linking between External Reference Mod-
els and the OLiA Reference Model. For example, an
olia:ProQuantifier (pronominal quantifier, can substi-
tute for an independent noun phrase, e.g., someone) can be
defined as subclass of gold:Quantifier. According to
its definition, however, gold:Quantifier primarily per-
tains to determiners, so that a more appropriate superclass
would be gold:Quantifier u ¬gold:Determiner.
The physical separation of Linking Models from Annota-
tion Models and Reference Model introduces a clear dis-
tinction between externally provided information and the
ontology engineer’s interpretation. Annotation Models for-
malize annotation documentation, and the Reference Model
is based on a generalization of a broad band-width of
resources. However, there may be different terminolog-
ical traditions involved, so that apparently similar con-
cepts found in Reference Model and Annotation Model
are in fact unrelated. If nevertheless an incorrect identi-
fication takes place, the linking can be inspected by stan-
dard ontology browsers, and corrected independently from
the interpretation-invariant Annotation Model and Refer-
ence Model. Furthermore, multiple linkings between an
Annotation Model and the Reference Model can be imple-
mented, e.g., to accommodate for systematic tagger errors
(i.e., more extensive usage of owl:join), or for multiple
dialects of the same tagset (e.g., the STTS tagset distin-
guishes indefinite attributive pronouns in indefinite noun
phrases [PIAT] and in definite noun phrases [PIDAT], but in
the TüBa-D/Z corpus (Telljohann et al., 2003), PIAT covers
both uses).
In ISOcat, the problem of conflicting interpretations of data
categories is currently not addressed. There are definitions
provided, but they may not be sufficient to distinguish dif-
ferent classes, e.g., the category definite/DC-2004 is de-
fined as ‘value referring to the capacity of identification of
an entity’. The concept is (at least partially) grounded in
the MULTEXT/East morphosyntactic specifications (Fran-
copoulo et al., 2008), but there, different uses of ‘defi-
nite’ were conflated: (1) postfixed determiner in Roma-
nian, Bulgarian and Persian nouns or adjectives, (2) differ-
ence between ‘full’ and ‘reduced’ adjectives in Slavic lan-
guages (diachronically, full forms reflect cliticization with
pronominal elements), (3) a specific pattern of quantifier
agreement in Slavic, and (4) the so-called ‘definite con-
junction’ of Hungarian verbs (indicating the presence of a
definite object argument). These definitions are (mostly)
compatible with the generic definition, but they are not
necessarily compatible with each other; linking such dif-
ferent conceptions to the same reference category provides
little improvement in terms of conceptual interoperabil-
ity. However, without modeling relations between different
language-specific annotation schemes and a data category
registry from a global perspective, it is possible that such
ill-defined data categories and/or links remain undetected.
Within MULTEXT/East, for example, only the ontological
modeling of language-specific annotation schemes and the
common morphosyntactic specifications led to the proper
differentiation between these different conceptions of ‘def-
inite’ (Chiarcos and Erjavec, 2011).
The OLiA Reference Model provides such a fully devel-

oped taxonomy of linguistic categories rather than a semi-
structured set, whereas, ISOcat lacks a comparable global,
or top-down perspective at the moment. Recent activities to
develop a relation category registry (Schuurman and Wind-
houwer, 2011) on top of ISOcat may eventually provide
such a perspective and the problem of conflicting inter-
pretations of data categories may become more obvious to
ISOcat developers, but still, no standard way to represent
interpretations of annotation concepts in terms of data cat-
egories has been established.
In comparison to GOLD, OLiA is more focused on NLP
and corpus interoperability, whereas GOLD originates from
the language documentation community. Therefore, a
number of data categories commonly assumed in NLP
were not originally represented in GOLD. For example,
gold:CommonNoun was added only recently (between
2006 and 2008), following a suggestion by the author.
While the GOLD community process will eventually lead
to a compensation of such coverage issues, a more funda-
mental problem is that the views of academic linguists and
NLP engineers may deviate with respect to the overarch-
ing taxonomy of concepts. GOLD, for example, seems to
conflate both semantic roles (‘case’ in the sense of (Fill-
more, 1968), e.g., gold:BenefactiveCase) and syntac-
tic roles under gold:CaseProperty. Therefore, OLiA
adopts a relatively agnostic view on the taxonomical order
of concepts. While the taxonomy is modeled in a specific
way (mostly following established annotation schemes), it
is not assumed that this way of modeling is the only possi-
bility. In fact, alternative taxonomies can be formulated as
External Reference Models, and OWL/DL-based allows to
formulate specific conditions for the linking, including the
use of negation and disjunction. Consequently, mismatches
can be represented. (As opposed to this, GOLD Commu-
nity of Practice Extensions are assumed to adopt the GOLD
hierarchy and only to extend it, not to redefine it.)
Conceptually, the OLiA ontologies are closer related to
the OntoTag ontologies (Aguado de Cea et al., 2004), that
were also applied to develop NLP applications on the ba-
sis of ontological representations of linguistic annotations
(Pareja-Lora and Aguado de Cea, 2010). One important
difference is that the OntoTag ontologies are considering
only the languages of the Iberian peninsula (in particular
Spanish), that they are partially designed with a top-down
perspective (whereas the development of the OLiA Refer-
ence Model is guided by the annotation schemes it is ap-
plied to) and are thus richer in consistency constraints (that
are, however, often language-specific), and that the Onto-
Tag ontologies are not publicly available at the moment.
Within the OLiA architecture, the morphosyntactic layer of
the OntoTag ontologies is integrated as an External Refer-
ence Model (Buyko et al., 2008).
It should be noted, however, that OLiA is not intended to
serve as an alternative to either GOLD, ISOcat or the On-
toTag ontologies. In fact, it is linked to (and, partially,
derived from) all of them and helps establishing interop-
erability between GOLD-linked resources, ISOcat-linked
resources, etc. In parts, integration efforts between these
resources have already begun, as manifested, for example,
in the RELISH project (Kemps-Snijders, 2010), but until



concrete results in this direction have been achieved, the
OLiA ontologies already bridge between these repositories
and concrete annotations with a level of detail and informa-
tion that renders them useful for the development of vari-
ous applications. In fact, the linking between the External
Terminology Repositories that was developed as part of the
OLiA ontologies may represent a seed for links between
GOLD and ISOcat as currently envisioned in the relation
category registry (Schuurman and Windhouwer, 2011).
The OLiA ontologies may play an important role in NLP,
corpus and annotation interoperability in that they relate
these activities to initiatives in different linguistic commu-
nities to establish reference repositories for linguistic anno-
tation terminology, e.g., recent developments towards the
creation of a Linguistic Linked Open Data cloud (Chiarcos
et al., this vol).
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