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Abstract—As a promising network-based mobility manage-
ment method that does not require active participation of mobile
nodes (MNs), Proxy Mobile IPv6 (PMIPv6) is attracting con-
siderable attention among the telecommunication and Internet
communities. It remains an open issue how to build a scalable
PMIPv6 domain that is able to support a large number of MNs
while keeping handover delays low. In this paper, we propose
an approach for building Scalable And Robust PMIPv6 (SARP)
domains. We propose that every mobility access gateway (MAG)
in a SARP domain also functions as a local mobility anchor
(LMA), and is organized into a virtual ring with all other MAGs.
Consistent hashing is used to efficiently distribute the mapping
between each MN and its LMA to all MAGs. A MAG finds an
MN’s LMA by sending a query message to the virtual ring. Our
analysis verifies the robustness and scalability of SARP. We also
propose two handover procedures for SARP and show that they
achieve low handover delays.

Index Terms—Mobility management, Proxy Mobile IPv6
(PMIPv6), scalability, robustness, distributed hash table.

I. INTRODUCTION

THE success of mobile wireless networks and the rapid
growth in the number of mobile subscribers and mobile

devices such as cellular phones, personal digital assistants,
and laptop computers lead to an increasing demand for mobile
wireless access to Internet applications [1], [2]. Different wire-
less access network technologies such as IEEE 802.11a/b/g
Wireless-Fidelity (WiFi), 802.16 World Interoperability for
Microwave Access (WiMAX), and General Packet Radio
Service employ specific methods to support inter-technology
handover with fairly low latency. Since these diverse wireless
access networks are converging in terms of their universal
support of the Internet protocol (IP) suite and the use of IP
in their core infrastructures, it is increasingly important to
enable mobile nodes (MNs) with multiple-technology access
capabilities to seamlessly roam across heterogeneous networks
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while enjoying the plethora of “all-IP-based” services. To
address the challenges arising from inter-technology “vertical”
handovers, mobile Internet protocols (MIPs) [4] - [9] have
been proposed and standardized by the Internet Engineering
Task Force (IETF).

In general, these protocols can be classified into two cat-
egories: host-based protocols and network-based protocols.
Host-based protocols require protocol stack modifications of
MNs. This requirement not only causes increased complexity
in MNs but also is considered as one of the primary reasons
that host-based protocols have not been widely deployed in
the past years [1], [10], [11]. On the contrary, in network-
based approaches, the serving network performs the mobility
management on behalf of MNs so that they are not required
to participate in any mobility-related signaling. As a result,
network-based approaches do not require any modification
of MNs, which facilitates network service providers to offer
services to as many customers as possible [11]. In addition,
compared to host-based mobility management approaches,
network-based approaches improve resource utilization and
reduce handover latency since MNs do not participate in
mobility-related signaling [1]. Because of these salient fea-
tures, network-based mobility management approaches are
attracting considerable attention among the telecommunication
and Internet communities.

Proxy mobile IPv6 (PMIPv6) is a network-based mobility
management approach that was standardized by the IETF
network-based localized mobility management (NETLMM)
working group and specified in Request for Comments (RFC)
5213 [9]. With PMIPv6, an unmodified IP node may change
access router without changing the IP address on an interface,
within a given administrative IP domain. While such an IP
domain may be as small as a localized company/campus
network, it may also cover a large area with plenty of users,
such as a metropolis or even a country. For example, China
Mobile has more than ten million users in Beijing and may
wish to cover the whole Beijing city with one PMIPv6 domain.

To cover such a large area, one approach is to use a PMIPv6
domain that maintains a single local mobility anchor (LMA).
Since this LMA needs to intercept packets to all MNs in the
PMIPv6 domain, the computation load to process intercepted
packets and proxy binding update messages limits the size of
the PMIPv6 domain served by this single LMA. For example,
it is unlikely that China Mobile can use a single LMA to
effectively serve its huge number of MNs in Beijing. As a
result, a PMIPv6 domain cannot scale well with this approach.
Another approach is to cover such an area by using a PMIPv6
domain that maintains multiple LMAs and letting each LMA
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manage a subset of all MNs in the domain [12]. This approach,
however, entails careful assignment of MNs to LMAs so that
an LMA will not be overloaded. A third approach is to cover
such an area by using multiple smaller PMIPv6 domains that
each uses a single LMA. In reality, however, we daily roam
from place to place. For instance, many people in Beijing live
in the outskirts but work in the city center, and most of them
roam from home to office in the morning and go back home
in the evening. Thus with the third approach, it is possible for
an MN to move across different PMIPv6 domains during a
movement. Indeed, in our analysis shown in Section IV.C, it
is possible that, in big cites, an MN moves across more than
ten smaller PMIPv6 domains during a trip. In practice, MIPv6
is generally used to deal with handovers of these inter-domain
movements. As is well known, however, the handover delay
of inter-domain movements is significantly longer than that
of an intra-domain movement in PMIPv6 and is unacceptable
for many applications. It is therefore preferable that a single
PMIPv6 domain can cover the area over which most MNs
roam on a daily basis, e.g., the metropolitan area of Beijing.

Therefore, it is of great importance to address the problem
of building scalable PMIPv6 domains that can serve a large
number of MNs over a large area, while keeping handover
delays very small. While research on PMIPv6 [13] - [18] is
gaining interest in recent years, to our knowledge, the above
problem is still open. In this paper, we present a novel solution
that solves this problem. We make two main contributions.

First, we propose an approach for building Scalable And
Robust PMIPv6 (SARP) domains. SARP has four main merits.
1) It is scalable. For the first time in the literature, we propose
that every mobile access gateway (MAG) behaves as both a
MAG and an LMA. All MAGs in a PMIPv6 domain are then
organized into a virtual ring by using Chord [19] and (key
= the hash of an MN-identifier, value = the IPv6 address of
MN’s LMA) pairs are distributed to all MAGs using consistent
hashing. In order to query the LMA of an MN, a MAG
only needs to send query messages to the MAG that stores
the MN’s LMA address. Notice that, while Chord is a well-
known distributed hash table (DHT) protocol, the application
of Chord in the context of this paper is novel. 2) SARP
provides a mechanism for enhancing the security of a PMIPv6
domain. 3) By using a fast handover procedure, SARP keeps
the handover delay very low. 4) SARP makes it easier to
realize load balancing. While the binding update messages
and data packets are sent to one or more dedicated LMAs in
existing approaches, a MAG in SARP only receives a small
fraction of these messages and packets.

Second, we analyze the performance of SARP in depth and
show that, with SARP, a single PMIPv6 domain is able to
support more than 108 MNs, which is significantly larger than
the population of most big cities. By contrast, if we use many
small PMIPv6 domains to cover a big city, a single movement
incurs multiple inter-domain handovers with handover delays
that are significantly longer than the handover delays of intra-
domain handovers in PMIPv6.

The rest of this paper is organized as follows. Section
II presents related work. Section III describes the proposed
SARP scheme in detail. Section IV presents analytical and
numerical results. Section V concludes the paper.

MN

MN

movement

MAG

MAG

LMA

MAG

IP tunnel
IP-in-IP tunnel between LMA and MAG

Proxy care-of-address (Proxy-CoA)
The address of MAG.

This will be the tunnel end point.

LMA address
This will be the 

tunnel entry point

PMIPv6 mobility domain

MN’s home address
MN continues to use it as long as 
it roams within the same domain.

Fig. 1. Overview of PMIPv6.

II. RELATED WORK

In this section, we first give a brief introduction on PMIPv6,
focusing on its handover procedure. Since we use Chord
[19] to logically organize MAGs in SARP, we then give an
overview of Chord.

A. Proxy Mobile IPv6

PMIPv6 enables IP mobility for an MN without requiring its
participation in any mobility-related signaling [9]. Instead, two
network entities, i.e., MAG and LMA, are used for managing
IP mobility on behalf of the MN in a PMIPv6 domain. Each
MN is served by a pre-configured LMA within the domain.
The MAG detects the MN’s movement and initiates signaling
with the MN’s LMA to update the route to the MN’s home
address (HoA), emulates the MN’s home link on the access
link, and sets up a tunnel between it and the MN’s LMA
so that the MN can use its HoA for communications over the
access link. Behaving as a home agent as defined in [6], LMA
processes Proxy Binding Updates (PBU) and Proxy Binding
Acknowledgement (PBA) messages. The LMA also intercepts
packets enroute to MNs it is serving, processes and tunnels
intercepted packets to the appropriate MAGs, and supports
additional capabilities required by PMIPv6 [9].

Figure 1 illustrates mobility support within a PMIPv6
domain. In particular, the PMIPv6 domain learns the MN’s
HoA and assigns a corresponding home network prefix that
conceptually follows the MN wherever it moves within the
PMIPv6 domain. Whenever a MAG detects the MN’s attach-
ment, it provides the MN’s home network prefix on the access
link. Thus from the perspective of the MN, the entire PMIPv6
domain appears as its home network and the MN does not need
to configure care-of-address (CoA) when it roams within the
PMIPv6 domain.

When an MN roams from the previous MAG (pMAG) to
a new MAG (nMAG) in a PMIPv6 domain, the handover
procedure illustrated in Figure 2 is executed.

Step 1) When the MN attaches to nMAG, an access authen-
tication procedure is performed using the MN’s identity (i.e.,
MN-identifier). Upon successful access authentication, nMAG
knows the MN’s identity.

Step 2) The nMAG sends a query message to the pol-
icy store (e.g., authentication, authorization, and accounting
(AAA) server) to obtain the MN’s configuration profile.
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Fig. 2. Handover operations of PMIPv6.

Step 3) The policy store sends the MN’s profile including
the MN’s MN-identifier, LMA address, and supported address
configuration mode to nMAG.

Step 4) The nMAG then sends a PBU message including
the MN-identifier to the MN’s LMA on behalf of the MN.

Step 5) When it receives the PBU message, the LMA checks
the policy store to ensure that the sender is authorized to send
the PBU message.

Step 6) The policy store sends a reply to the LMA to
indicate whether or not the sender is authorized.

Step 7) If the sender is authorized, the LMA sends a proxy
binding acknowledgment (PBA) message including the MN’s
home network prefix option, and sets up a route for the MN’s
home network prefix over a tunnel to nMAG. The two tunnel
end points include the LMA address and the nMAG’s address,
as illustrated in Figure 1. The LMA should also update its
binding cache.

Once the nMAG receives the PBA message, it has ob-
tained all the required information to emulate the MN’s home
network on the access network. It then sends to the MN a
router advertisement (RA) message that contains the MN’s
home network prefix and sets up a tunnel to the LMA. Then
the LMA tunnels subsequent packets from any corresponding
node (CN) to the nMAG for delivery to the MN.

In this paper, we propose an approach for building SARP
domains. Notice that our approach does not conflict with the
proposals developed in the IETF NETLMM working group.
On the other hand, it naturally complements those proposals.

B. Chord

Chord is a distributed protocol used for locating nodes based
on keys in a scalable manner. In an N-node Chord system,
each node only needs to maintain information about O(logN)
other nodes, and resolves all lookups via O(logN) messages
to other nodes. In addition, the average lookup time in an
N-node Chord system is (1/2) logN [19].

For this purpose, Chord assigns keys to nodes with con-
sistent hashing [20], which assigns an m-bit identifier using
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Fig. 3. Illustration for Chord when m = 6 [19].

SHA-1 [21] to every node and key. In particular, the identifier
of a node is obtained by hashing the node’s IP address, and that
of a key is obtained by hashing the key. In order to make the
probability of two nodes or keys hashing to the same identifier
negligible, the identifier length m must be large enough.

Identifiers are ordered on a Chord circle modulo 2m [19],
as illustrated in Figure 3. Let the successor of a key k be the
node whose identifier is equal to or follows (the identifier
of) k in the identifier space. For ease of presentation, we
denote the successor of a key k by successor(k). Accordingly,
successor(k) is the first node clockwise from k if identifiers
are represented as a circle of numbers from 0 to 2m−1. Given
a key k, it is assigned to successor(k). For example, key 46
in Figure 3 is assigned to node N48 since node N48 is its
successor.

In Chord, nodes can enter and leave the network with
minimal disruption. In particular, when a node n joins the
network, some keys previously assigned to n’s successor
are assigned to n. On the other hand, when node n leaves
the network, all of its assigned keys are reassigned to n’s
successor. Assignments of keys to other nodes need not be
changed. In Figure 3, the node with identifier 26 obtains
keys with identifiers between 22 and 26 from the node with
identifier 32 when it joins.

For efficient lookup, every Chord node maintains a finger
table that stores at most m entries. Each entry includes both
the Chord identifier and the IP address (and port number) of
the relevant node. In addition, for a node n, the ith entry in
its finger table contains the identity of the first node s that
succeeds n by at least 2i−1 on the Chord circle. That is, the
ith finger of node n is s = successor(n+ 2i−1), where 1 ≤
i ≤ m. The finger table of node 8 is shown in Figure 3. As
shown, node 8’s first finger points to node 14 since node 14 is
the first node that succeeds (8+ 20) mod 26 = 9, where mod
denotes modulo. Similarly, node 8’s last finger points to node
42 because node 42 is the first node that succeeds (8+ 25)
mod 26 = 40.

To look up the value for a key k, a node n only needs to look
up its finger table and sends the lookup request to the Chord
node whose identifier is the largest finger (of Chord node n)
that precedes k. Suppose node N8 in Figure 3 wants to find
the value for key 54. Since the largest finger of node N8 that
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precedes 54 is node N42, node N8 sends the lookup request
to node N42. In turn, node N42 determines the largest finger
in its finger table that precedes 54, i.e., node N51. Finally, the
lookup request will be forwarded to Chord node N56, which
stores the value for key 54.

III. THE PROPOSED APPROACH FOR SARP

In this section, we describe our proposed approach in detail.
We begin with the basic design of SARP, which is followed
by a description of security considerations, how SARP realizes
robustness, and handover operations in SARP.

A. Basic Design

The goal of SARP is to provide scalable and robust PMIPv6.
For this purpose, we assume that there are many MAGs in a
PMIPv6 domain and that every MAG has a MAG identifier
that is similar to an MN-identifier specified in [22]. In addition,
all MAGs in a PMIPv6 domain are organized into a Chord
circle using consistent hashing over MAG identifiers. Most
importantly, every MAG in SARP functions as both an LMA
for those MNs that it is pre-configured to serve, and a MAG for
those MNs that are attached to it over some access links. For a
given MN, its LMA in a PMIPv6 domain is configured by the
network administrator of the domain or by some algorithm and
does not change as long as the MN roams within the PMIPv6
domain. In practice, an MN is often located at specific areas
since most of us work daily for about eight hours at the office
during the day and go back home in the evening. That is, an
MN is often attached to a MAG covering the location of its
owner’s home or work place. If we choose such a MAG as
the LMA for the MN, with high probability, the LMA/MAG
can directly send packets to the MN without tunneling them
to another MAG; i.e., the MN’s LMA needs to tunnel packets
to another MAG only when the MN is not attached to its
LMA. In contrast, packets sent to an MN in a typical PMIPv6
domain are always intercepted by the LMA serving the MN,
which in turn tunnels the packets to the MAG that the MN
attaches to, even if the MN rarely moves away from the MAG.
As a result, our approach to collocate the LMA with the MAG
most often covering the MN significantly improves resource
efficiency since the tunneling overheads are reduced.

As stated above, the LMA of an MN may be configured
by the network administrator and is not well-known. As a
result, when a MAG detects the attachment of an MN, it may
not know which MAG is the MN’s LMA. In order to deal
with this issue, we store (key, value) pairs at the MAGs via a
simple hashing mechanism. Here the key is the hash value of
an MN-identifier and the value is the IPv6 address of the LMA
serving the corresponding MN. For an MN with a given MN-
identifier, the IPv6 address of its LMA should be stored at the
MAG that is the successor of the MN-identifier. In the example
shown in Figure 3, if an MN’s MN-identifier corresponds to
key 24, the (key, value) pair for the MN would be stored at the
MAG corresponding to node N32. For ease of presentation, we
denote the MAG that stores the (key, value) pair for an MN as
QServer(MN) since other MAGs sends query messages to it in
order to find the MN’s LMA when they detect the attachment
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Fig. 4. Illustration for a Chord system with a PKI server in SARP.

of the MN. With this notation, the QServer for key 24 in
Figure 3 would be node N32. That is, QServer(24) = 32.

Whenever a new MAG detects the attachment of an MN, it
may not know the MN’s LMA. In this case, it sends a query
message to the Chord system in order to find the MN’s LMA.
The query message should include the MN-identifier, the new
MAG’s identifier and IPv6 address. The Chord nodes forward
the query message until it reaches QServer(MN). For efficient
forwarding, as stated above, every MAG should maintain a
finger table that maps hash values of MN-identifiers onto IPv6
addresses. When the MAG that serves as the QServer of the
MN receives the query message, it sends the IPv6 address of
the LMA serving the MN to the new MAG. When the new
MAG receives the IPv6 address of the MN’s LMA, it stores
the LMA’s IPv6 address locally. For this purpose, the new
MAG needs to maintain a table that records the IPv6 address
of the LMA serving each attached MN.

Note that the query message may be forwarded over mul-
tiple hops in the Chord ring, leading to a long lookup delay.
From this perspective, it may be better to organize MAGs
into a one-hop DHT [23]. However, since our goal is to
build scalable large PMIPv6 domains, a large PMIPv6 domain
may be partitioned into multiple routing domains in order
to simplify network management and troubleshooting. In that
case, a MAG in a PMIPv6 domain may not know the routes
to the other MAGs in the PMIPv6 domain and one-hop DHTs
may not be applicable.

B. Security Considerations

An important issue in using DHT-based protocols such as
Chord is that a node may not trust other nodes. Fortunately,
the MAGs in the Chord system described above are located
in a common PMIPv6 domain, which is typically managed
by a single network provider. As a result, there is no need to
protect a MAG from being attacked by other MAGs. However,
it is still necessary to protect MAGs from being spoofed by
mobile hosts.

For this purpose, we propose to utilize the public key
infrastructure (PKI), by setting a PKI server in a SARP domain
as illustrated in Figure 4. The PKI server is used to assign
public/private key pairs to the MAGs in the same SARP
domain. The public key assigned to a MAG is known by all
MAGs in the same SARP domain. On the other hand, the
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private key assigned to a MAG is only known by the MAG
and the PKI server. When a MAG sends messages to other
MAGs in the same SARP domain, it signs them by using its
private key. When other MAGs receives these messages, they
verify the authenticity of the messages by using the public key
of the MAG.

When a new MAG joins the Chord system, it first obtains a
public/private key pair from the PKI server in the same SARP
domain. The new MAG then uses the obtained public/private
key pair to verify its identity to its successor in the Chord
system. The successor can verify the new MAG’s authenticity
by communicating with the PKI server. Only when the new
MAG’s identity has been authenticated, would the successor
send to the new MAG the (key, value) pairs of those MNs
whose MN-identifiers hash to the new MAG.

Before a MAG sends a query message to the Chord system,
it should sign the message using its private key. When other
MAGs receive this query message, they can verify its authen-
ticity using the MAG’s public key. When the MN’s QServer
sends a reply message to the MAG, it should also sign the
reply message so that the MAG can verify the authenticity
of the reply message. Similarly, the MAGs should sign the
PBU messages before they send these PBU messages to the
corresponding LMAs, and the LMAs should sign the PBA
messages that are returned to the requesting MAGs.

Note that the PKI server is only responsible for issuing
public/private key pairs to MAGs and does not provide AAA
services to MNs. Instead, if a MAG is chosen as the LMA of
an MN, it would provide the AAA service for the MN. That
is, AAA service in SARP is also distributed to all MAGs.
Because of the use of PKI in the Chord system, the AAA
service provided by MAGs could be trusted. By doing this, not
only can we avoid using high performance servers to provide
AAA service, but we can also reduce handover latency since
there is no need for the MAG and the LMA to communicate
with AAA servers in order to verify the identity of an MN and
that of the MAG. Furthermore, it is reported that, on average
more than 30% source-destination pairs in Global System
for Mobile communications (GSM) networks are attached to
common base station controllers [24]. In some areas, e.g.,
some developing countries, this fraction could be as high as
60% [24]. With the fast development of data centers and nano
data centers [25] - [27], it is anticipated that MNs would obtain
most of their desired data from (nano) data centers that are
attached to a common MAG with the MN. As a result, letting
the MN’s LMA (instead of a AAA server) store the MN’s
profile significantly reduces the number of AAA queries.

It is worth noting that the network operator of a SARP
domain needs to maintain a subscriber information database.
This database stores the complete subscription information of
all MNs in the domain and can reside in the PKI server of
the domain. In order to achieve the distributed AAA service
described above, it is only required to distribute, for a given
MN, the MN’s subscription information to the MN’s LMA.
Once a new MN subscribes to the SARP domain and is
assigned an LMA, the subscription information of the MN
is sent to the MN’s LMA. We notice that the number of new
subscribers is very small when compared with the processing
capability of modern routers. For example, on average, the

number of new subscribers of China Mobile in Beijing is less
than 5,000 per day. This way, it is not necessary to synchronize
multiple databases and the AAA service is distributed to all
MAGs in a SARP domain.

C. Robustness

Robustness is another issue worthy of particular attention.
As stated above, the Chord system is robust since the failure
of a MAG only affects a very limited number of MAGs
in the Chord system. In addition, unlike general networking
situations in which nodes may join and/or depart frequently,
MAGs in a PMIPv6 domain rarely depart once they are put
into use. While some new MAGs may join the system when
the network size increases, the joining of new MAGs does not
cause data loss, although this may lead to the change of some
MNs’ QServers.

However, it is possible that a MAG stops working, e.g.,
during maintenance or due to failure. Should this happen in
a SARP domain, the (key, value) pairs stored at the MAG
would be lost and the system cannot find the LMAs for the
MNs whose QServer is the failed MAG. In order to address
this issue, we assume that the MAGs periodically (e.g., once
several minutes) send their (key, value) pairs to the PKI server,
which would store all (key, value) pairs in the SARP domain.
Notice that there is no need for the MAGs to frequently send
their (key, value) pairs to the PKI server since the LMA of an
MN does not change frequently. While one may say that the
MAG of an MN may change frequently, this change does not
affect the (key, value) pairs stored at a MAG.

When a MAG fails, the PKI server sends all (key, value)
pairs that should be stored at the failed MAG to its successor.
Therefore, the successor of the failed MAG is able to answer
the query messages for the MNs whose (key, value) pairs had
been stored at the failed MAG. As a result, the failure of a
MAG would not affect the operation of the PMIPv6 system
since the living MAGs would cover for the failed MAGs.

Notice that, like the standard PMIPv6, the failure of a MAG
would lead to the MNs attached to the MAG being unable to
access the Internet. Since MNs communicate with their MAGs
through access points (APs), this can be dealt with by letting
an AP communicate with two MAGs: one for normal use and
the other for use when the first one fails.

Finally, the failure of a MAG may cause the MNs whose
LMA are the failed MAG to be unable to receive packets
from their CNs. Given the fact that these packets have been
routed to the SARP domain, they may be intercepted by the
network routers and then directed to some other MAGs (e.g.,
the successor of the failed MAG) or the PKI server, which
would then tunnel them to the alternate MAGs replacing the
failed MAGs.

While one may argue that it would be better to use a
distributed mechanism to guarantee the robustness in the case
that the PKI server fails, we note that both MAGs and the PKI
server are highly reliable equipment with built-in redundancy
deployed for carrier-grade service. Therefore, we feel that it
is sufficient to use a single working PKI server protected by
a backup PKI server.



LUO: AN APPROACH FOR BUILDING SCALABLE PROXY MOBILE IPV6 DOMAINS 181

MN nMAG LMAQServer

MN attachment
Query with MN’ID

Reply with LMA address

Router 
advertisement

PBU with MN’ID

PBA with MN’ID, home network prefix option

Tunneled data packets

(1)
(2)

(3)

(4)

(5)

Bidirectional tunnel setup

Data packets

Fig. 5. Illustration for a basic handover procedure in SARP.

D. Handover in SARP

When an MN roams to a new MAG (nMAG) while com-
municating with a CN, nMAG would initiate a handover
procedure in order to maintain communications with the CN.
In this section, we first propose a basic handover procedure,
which is illustrated in Figure 5 and comprises the following
steps.

Step 1) When MN attaches to nMAG, an access authentica-
tion procedure is performed by using the MN’s identity (i.e.,
the MN-identifier). Upon successful access authentication,
nMAG knows the MN’s identity.

Step 2) The nMAG sends a query message to the Chord
system in order to obtain the IPv6 address of the MN’s LMA.
The query message would be routed by the Chord nodes
until it reaches the MN’s QServer. As stated above, the query
message should be signed by nMAG using its private key.

Step 3) The MN’s QServer sends the IPv6 address of the
MN’s LMA to n MAG. For security, the QServer should also
sign its message sent to nMAG.

Step 4) The nMAG then sends a PBU message including
the MN’s identifier to the MN’s LMA on behalf of the MN.
Again, nMAG should sign the PBU message so that the MN’s
LMA can verify its authenticity.

Step 5) The LMA checks the authenticity of the PBU
message by using nMAG’s public key when it receives the
PBU message. If nMAG is authenticated, the LMA signs and
returns a PBA message including the MN’s identifier, the
MN’s supported address configuration mode, and the MN’s
home network prefix option to nMAG. It also sets up a route
for the MN’s home network prefix over the tunnel to nMAG.

Once nMAG receives the PBA message, the following steps
are like those specified in standard PMIPv6 [9]. From the
above procedure, one can see that the biggest difference is
that nMAG and the LMA of the MN do not need to query the
AAA server. On the other hand, nMAG should first send a
message into the Chord system in order to obtain the IPv6
address of the MN’s LMA. Furthermore, all messages are
signed by the senders using their private keys. As a result,
their authenticity would be guaranteed. Therefore, in contrast
to standard PMIPv6, it is not necessary in SARP to query a
AAA server since an MN’s profile is stored in its LMA.

However, the above presented handover procedure may
incur long handover delays since a query message sent by
nMAG may be forwarded in the Chord system over several
hops. In order to address this issue, we propose to use the
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Fig. 6. Handover message flows for fast handover in SARP.

fast handovers for PMIPv6 (F-PMIPv6) scheme proposed in
[14]. Unfortunately, since nMAG does not know which MAG
serves as the MN’s LMA, we cannot directly use F-PMIPv6
in SARP and have to modify it.

Figure 6 shows the handover procedure of the modified fast
handover for PMIPv6, which comprises the following steps.

Step 1) When MN attaches to nMAG, an access authentica-
tion procedure is performed by using the MN’s identity (i.e.,
the MN-identifier). Upon successful access authentication,
nMAG knows the MN’s identity. This step is like Step 1)
in the basic handover procedure.

Step 2) The new MAG sends a proxy handover initiate (PHI)
message to the previous MAG (pMAG) of the MN. The PHI
message should include the MN-identifier.

Step 3) Upon receiving the PHI message, pMAG responses
with a proxy acknowledgement (PA) message to nMAG,
which include the IPv6 address of the MN’s LMA and the
MN’s profile such as the MN’s identifier, the MN’s supported
address configuration mode, and the MN’s home network
prefix option.

Step 4) When nMAG receives the MN’s profile, it emulates
the MN’s home network and sends a router advertisement
(RA) message to the MN. At the same time, it sends a PBU
message to the MN’s LMA.

Step 5) Data packets can be forwarded directly through
the tunnel between nMAG and pMAG. When nMAG receives
packets from pMAG, it sends them to the MN.

Step 6) After the MN’s LMA receives the PBU message
from nMAG, it updates the MN’s location at its binding cache
entry, and sends a PBA message to nMAG. In addition, it sets
up a tunnel to nMAG. The subsequent packets are sent directly
from the MN’s LMA to nMAG.

Step 7) When nMAG receives the PBA message from the
MN’s LMA, it sets up a route for the MN’s home network
prefix over the tunnel to the MN’s LMA. In addition, nMAG
tears down the tunnel towards pMAG.

Notice that, for security, all messages should be signed by
the senders using their private keys. In addition, nMAG may
send the PHI message in a way similar to how a new access
router sends a router solicitation for proxy (RtSolPr) to the
previous access router as in [7]. As will be shown in the next
section, the handover latency in the fast handover for SARP
is significantly less than that in the basic handover for SARP.

For comparison, we show the handover message flows
of fast PMIPv6 [14] in Figure 7. Comparing Figure 6 and
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Figure 7, one can clearly observe that the difference between
fast handover for PMIPv6 and fast handover for SARP is
that nMAG sends the PBU message at a different time. In
fast handover for PMIPv6, nMAG sends the PBU message to
the LMA at the same time when it sends the PHI message
to pMAG. On the other hand, in fast handover for SARP,
nMAG sends the PBU message to the LMA after it receives
the proxy acknowledgement message from pMAG. This is
because, in fast handover for SARP, nMAG does not know
which MAG serves as the MN’s LMA. As a result, it cannot
know where to send the PBU message. By contrast, nMAG
in fast handover for PMIPv6 knows the MN’s LMA. As a
result, it can directly send the PBU message to the MN’s
LMA. Notice that this difference does not lead to differences
in handover delays between fast handover for SARP and fast
handover for PMIPv6. A side effect of this difference is that,
in fast handover for SARP, more packets will be sent to nMAG
through pMAG. This is because in fast handover for SARP
nMAG sends the PBU message to the MN’s LMA later than
that in fast handover for PMIPv6. Comparing Figure 6 and
Figure 7, we observe that this delay equals a round trip time
between pMAG and nMAG. Since pMAG and nMAG are in
the same PMIPv6 domain, a round trip time between them
ranges from several to several tens of milliseconds in general.
When compared with the residence time of an MN in the area
covered by a MAG, however, this delay is fairly small since
the residence time is in the order of tens of seconds, as will
be shown in the next section.

IV. NUMERICAL RESULTS

In this section, we first analyze the feasibility of SARP.
We then compare the handover latencies of standard PMIPv6,
fast handover for PMIPv6, basic handover for SARP, and fast
handover for SARP. Finally, we give results to show the merits
of SARP over standard PMIPv6.

A. Feasibility Analysis

We let N and M be the numbers of MAGs and MNs
in a PMIPv6 domain, respectively. We further let C be the
capability of a MAG to process requests and p be the average
number of MAG handovers per second caused by a single MN.
We analyze the feasibility of SARP from two perspectives:
storage requirements and processing capability.

1) Storage Requirements: A MAG needs to maintain four
tables: a table that stores a binding update entry and a policy
profile for every attached MN, a table that records a binding
cache entry for each MN whose LMA is the MAG, a table
that stores the profile of each MN whose LMA is the MAG,
and a finger table for efficient lookup in the Chord system.

For every attached MN, a MAG needs to store a binding
update entry and a policy profile for it. A binding update entry
includes the MN-identifier (at most 128 bits), the link layer
identifier of the MN’s connected interface (16 bits), a list of
IPv6 home network prefixes assigned to the MN’s connected
interface (each requires 128 bits), the link-local address of
the MAG on the access link shared with the MN (128 bits),
the IPv6 address of the MN’s LMA (128 bits), the interface of
the point-to-point link between the MAG and the MN (at most
128 bits), the tunnel interface identifier of the bi-directional
tunnel between the MN’s LMA and MAG (at most 128 bits),
and other fields (about 500 bits) specified in Section 11.1 of
[6]. A policy profile would include the MN-identifier (at most
128 bits), the IPv6 address of the MN’s LMA (128 bits), and
other optional fields (at most 200 bits) [9]. The sum of all
the fields entails a storage space of about (1600 + 128 * s)
bits in a MAG to store an MN’s binding update entry and
policy profile, where s is the number the IPv6 home network
prefixes assigned to the MN’s connected interface. To make an
overestimation, we assume that a MAG needs a storage space
of about 3000 bits to store an MN’s binding update entry and
policy profile.

Similarly, we assume that a MAG needs a storage space
of about 3000 bits to store an MN’s binding cache entry and
policy profile for each MN whose LMA is the MAG, since
the fields in a binding update entry and those in a binding
cache entry are similar.

In a finger table, every entry only includes a key (assuming
128 bits) and an IPv6 address of the next hop (128 bits).
Therefore, an entry in a finger table entails a 256 bits storage
space. However, since the number of entries in a finger table
is significantly less than that of MNs, and the storage space
required to store an MN’s binding cache entry is significantly
larger than that required to store an entry in a finger table, we
neglect the storage space requirement of a finger table.

Therefore, an MN needs a storage space of about 6,000 bits.
With current technology, a single DRAM is able to provide
a storage space of 2 gigabits. Thus, a MAG is able to store
information for over 300,000 MNs.

2) Processing Capability: Another factor that limits the
performance of SARP is the processing capability of the
MAGs. Whenever an MN attaches to a new MAG, the new
MAG would send a query message to the Chord system in
order to learn the IPv6 address of the MN’s LMA. For an
N-node Chord system, it entails logN/2 hops on average to
route a query message. That is, a query message would be
processed logN/2 times on average by the Chord system.
When the QServer of an MN receives a query message, it
would look up its cache in order to find the IPv6 address
of the MN’s LMA. When the new MAG of the MN finds
the LMA of the MN, it would send a PBU message to
the MN’s LMA, which would send a PBA message to the
MN’s MAG. Therefore, a handover of an MN would incur
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(logN/2+ 4) processing by the MAGs in the Chord system.
If an MN performs p handovers between MAGs per second,
the total number of handovers would be Mp per second. By
multiplying the above two numbers, a Chord system needs to
process (logN/2+ 4)Mp messages per second. Without loss
of generality, we assume that these messages are processed by
all MAGs that have the same processing capability. Therefore,
a single MAG needs to process (logN/2+4)Mp/N messages.
However, the processing capability of a MAG is bounded by
C. That is, it is required that (logN/2+ 4)Mp/N ≤ C. By
rewriting this inequality and letting N = 2s, we have

M ≤ C ∗ 2s+1

p ∗ (s+ 8)
. (1)

From the above two aspects, the total number of MNs that
a SARP domain can support would be

M ≤ min(
C ∗ 2s+1

p ∗ (s+ 8)
, 300,000 ∗ 2s). (2)

Since many messages are signed by MAGs using their
private keys, MAGs need to create and verify signatures. It is
reported that a 3 GHz processor can create and verify 2048-
bit signatures in 150 and 100 microseconds [28], respectively,
by using fast crypto-systems such as ESIGN [29]. This means
that a 3 GHz processor can create and verify about 6,600
and 10,000 signatures per second, respectively. Furthermore,
with the fast development of multi-core technologies, it is
anticipated that, in the future, a MAG is able to process 10,000
messages per second (i.e., C = 10,000).

Figure 8 shows the number of MNs that a SARP domain can
support when p and s varies. Notice that, as will be explained
later in this section, p is set to be moderate to large in Figure 8.
From this figure, one can clearly observe that a SARP domain
is able to support about 107 MNs if p = 0.01 and s = 6
(which corresponds to 64 MAGs). If we keep s unchanged
and increase p, the number of MNs that a SARP domain can
support is reduced. When p increases to 0.1, the number of
MNs reduces to about 106. When s = 10 (which corresponds
to 1024 MAGs), the number of MNs that a SARP domain can
support ranges from 108 (for p = 0.01) to about 107 (for p
= 0.1). If we further increase s to 14, i.e., M = 214 = 16384,
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Fig. 9. The rectangular topology considered in the paper.

the number of MNs that a SARP domain can support ranges
from more than 109 (for p = 0.01) to more than 108 (for p =
0.1). These numbers imply that, if a SARP domain comprises
of 1024 MAGs, it can support more than 107 MNs when p =
0.1.

With the above considerations, we can observe from Fig-
ure 8 that a single SARP domain is able to support ×108 MNs
when N = 16384 (i.e., s = 14) but p = 0.1. This implies that, if
every person in Beijing has five MNs, a single SARP domain
is able to cover the whole Beijing city since the number of
citizens in Beijing is less than twenty millions. Considering
the fact that only a few cities have bigger populations than
Beijing, almost all cities around the world can be covered by
a single SARP domain. In addition, we can further increase the
number of MNs that a SARP domain can support by placing
more MAGs in the domain.

3) Estimation of p: Above we have analyzed the feasibility
of SARP by letting p range from 0.01 to 0.1. In this section, we
present the reason for this choice. Notice that p is the average
number of handovers between MAGs that an MN entails per
second. This is generally a lower handover rate compared
to the rate of handovers between APs since many APs are
attached to a MAG and the handovers between APs attached to
the same MAG do not lead to exchange of PBU, PA and query
messages. For this purpose, we analyze the average residence
time of an MN within the coverage area of each MAG. In
particular, we consider the random waypoint mobility model
[30], which is the most frequently used model in mobile
networking research. In this model, an MN randomly selects
a destination point (waypoint) in the area of interest according
to a uniform distribution, and moves at a constant speed on a
straight line to this point. Here the constant speed is uniformly
selected between (Vmin,Vmax). After waiting a pause time, it
chooses a new destination and speed, moves at constant speed
to this destination, and so on. This way, a movement is called
a transition, and the elapsed time and the moved distance
during a transition are called transition time denoted by T and
transition length denoted by L, respectively. At a destination,
the MN stays stationary for a period of time, which is assumed
to be zero in the paper. After that, a new transition starts.

We need to calculate the average transition time (denoted
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by E[T ]) and the average number of crossings between MAG
coverage areas (denoted by E[C]) during a transition, since

p = E[C]/E[T ] (3)

To calculate E[C] and E[T], we assume that a single SARP
domain covers a rectangular area with length b meters and
width a meters, as illustrated in Figure 9. In addition, we
assume that the rectangular area is covered by m rows and
n columns of MAGs and the coverage area of each MAG is
represented by a circle with a radius of R. Under the random
waypoint model, the average transition length E[L] is given
by [30]

E(L) =
1
15

[
a3

b2 +
b3

a2 +
√

a2+ b2(3− b2

a2 −
a2

b2 )]

+
1
6
[
b2

a
Φ(

√
a2+ b2

b
)+

a2

b
Φ(

√
a2+ b2

a
)] (4)

where Φ(x) = ln(x+
√

x2− 1).
Since the transition length L and the movement speed v

are independent in the random waypoint model, the average
transition time E[T ] can be calculated as:

E(T ) = E(L/v) = E(L)E(1/v). (5)

In addition, since the moving speed v is uniformly dis-
tributed between (Vmin,Vmax), we have

E(1/v) =
∫ Vmax

Vmin

1
v
× 1

Vmax −Vmin
dv =

ln(Vmax/Vmin)

Vmax −Vmin
. (6)

Therefore, we can obtain the average transition time E[T ] by
replacing E[L] and E[1/v] in (5) using (4) and (6), respectively.

In order to calculate E[C], we consider three kinds of
movements: horizontal, vertical, and diagonal, as shown in
Figure 9. For a movement from the coverage area of a MAG
(αi, βi) to that of another MAG (α j, β j), the number of MAG
crossings c(αi, βi, α j, β j) is given by the Manhattan distance
between the MAGs [30],

c(αi, βi, α j , β j) = ∣αi −α j∣+ ∣βi−β j∣. (7)

In addition, the average number of MAG crossings E[C] is
computed by the average of c(αi, βi, α j, β j) over all possible
MAG pairs. That is,

E[C] =
1

m2n2

m

∑
αi=1

n

∑
βi

m

∑
α j=1

n

∑
β j=1

c(αi, βi, α j, β j). (8)

Substituting c(αi, βi, α j, β j) using (7), we have

E[C] =
1

m2n2

m

∑
αi=1

n

∑
βi

m

∑
α j=1

n

∑
β j=1

(∣αi −α j∣+ ∣βi−β j∣). (9)

Notice that, given a, b, and R, we have

m = (a−L0)/(2R−L0),and n = (b−L0)(2R−L0), (10)

where L0 is the overlapping distance between the coverage
areas of two neighboring MAGs. From (3), (5), (9) and (10),
we obtain p.

In Figure 10, we plot for different R values the average
value of p by varying Vmax when Vmin = 1, L0 = 20 meters, a
= 80,000 meters, and b = 60,000 meters. From Figure 10, one
can clearly observe that p is 0.094 even if R = 100 meters

5 10 15 20 25 30 35 40 45 50
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

Vmax (meters per second)

p

R = 100 meters
R = 200 meters
R = 300 meters
R = 400 meters
R = 500 meters

Fig. 10. The average value of p for different R when Vmin = 1, L0 = 20
meters, a = 80,000 meters, and b = 60,000 meters.

5 10 15 20 25 30 35 40 45 50
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

Vmax (meters per second)

p

R = 100 meters
R = 200 meters
R = 300 meters
R = 400 meters
R = 500 meters

Fig. 11. The average value of p for different R when Vmin = 1, L0 = 20
meters, a = 30,000 meters, and b = 10,000 meters.

and Vmax = 50 meters per second (m/s), which is a very
high speed. For example, the allowed highest driving speed
at Beijing is limited to about 120 kilometers per hour (about
33.4 m/s). In addition, as can be observed from Figure 10,
p decreases significantly if the radius of the area covered
by a MAG increases. For example, when R = 200 meters,
p reduces to be about 0.045 even if the maximum speed is 50
m/s. Furthermore, p is less than 0.03 when R is larger than
200 meters and Vmax is less than 30 m/s.

In Figure 11, we further plot for different R the average
value of p by varying Vmax when Vmin = 1, L0 = 20 meters,
a = 30,000 meters, and b = 10,000 meters. From this figure,
we obtain similar results to those from Figure 10. Notice that
the curves for other values are very similar to those shown in
Figure 10 and Figure 11, and we do not show them due to
space limitation. In summary, these results indicate that it is
reasonable to set p ranging from 0.01 to 0.1 when we analyze
SARP’s feasibility. Furthermore, these results also show that
the average residence time that an MN resides at the area
covered by a MAG is at least 10 seconds.

4) Bandwidth Overhead: In SARP, a MAG may need to
send query messages to other MAGs in order to know an
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Fig. 12. Bandwidth requirement used for transmitting query messages.

MN’s LMA. Below we analyze the bandwidth overhead used
for transmitting query messages and other messages needed
to maintain the Chord system. For this purpose, we build
a discrete-event packet level simulator using C++ and run
simulations over five networks with 128, 256, 512, 1024, and
2048 nodes, respectively. In our simulations, a MAG sends
a notification message to its predecessor in order to maintain
the Chord system. In addition, we assume that a node sends
out a query message with a randomly generated MN-identifier
per millisecond, which corresponds to the case that there are
10,000 MNs attached to a MAG and 10% of the MNs roam to
other MAGs on average. With this assumption, it implies that
there are more than 107 MNs in a SARP domain if N = 1024.
In order to evaluate the bandwidth requirement, we assume
that the size of a query message is 100 bytes (including the
16-byte IPv6 address of the MAG sending the query message,
the MN-identifier, a signature, and other packet overhead). In
addition, we count, for each node, the amount of incoming
traffic per second.

Figure 12 shows the percentile and average bandwidth
requirements. The statistics presented in this figure are based
on ten different simulations. In order to produce the percentile
bandwidth requirements, we record the incoming traffic for
every node per second and arrange the records in an increasing
order. As a result, an x− th percentile bandwidth requirement
in Fig. 12 represents the bandwidth requirement that is larger
than the bandwidth requirements of the first x% of the records.
From this figure, we observe that the bandwidth requirement
increases with the number of nodes in the Chord system,
because a query message is forwarded over a larger number
of hops in larger networks. While the highest bandwidth
requirement (i.e., 100th percentile ) increases rapidly with the
number of nodes, the average bandwidth requirement increases
very slowly. More importantly, we observe that the highest
bandwidth requirement for a 2048-node network is less than
45 megabits per second (Mbps). Notice that in modern net-
works, even an Ethernet link is able to provide a bandwidth of
one Gbps. Thus the highest bandwidth requirement in a 2048-
node network is only 4.5% of a one Gbps link. With the fast
development of wavelength-division multiplexing technology,
a link can provide significantly more bandwidth (e.g., one tera-
bit per second), which further reduces the percentage of band-
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Fig. 13. An analytical model for handover latency analysis.

width used for carrying querying messages and maintaining
Chord.

Notice that we use a large average handover rate in the
above simulations. If the average handover rate is reduced, the
required bandwidth is also reduced accordingly. Furthermore,
fast handover for SARP does not send query messages into
the Chord system since a new MAG knows an MN’S LMA
from the previous MAG. As a result, the extra bandwidth used
for transmitting querying messages is negligible.

B. Handover Latency

In this section, we compare the handover latency of the
two proposed handover procedures by comparing them with
basic handover for standard PMIPv6 [9] and fast handover for
PMIPv6 [14]. Since the handover latency is affected by many
factors that are difficult to model, we use the approach like
the one used in [1] and [3] to analyze it with the help of the
analytical model [1] shown in Figure 13. The notations below
are also borrowed from [1].

∙ The average delay between the MN and the MAG is tmm,
which is the time required for a packet to be sent between
the MN and the MAG.

∙ The average delay between the MAG and the LMA is
tam. Without loss of generality, we assume that the delay
between two MAGs in a PMIPv6 domain is also tam.

∙ The average delay between the MAG and the AAA is ta.

For basic handovers in standard PMIPv6, the analysis in [1]
shows that the average handover delay is

Dstandard = 4ta+ 2tam+ tmm. (11)

For fast handovers in standard PMIPv6, the analysis in [14]
shows that the average handover delay is

D′
f ast = 2tam+ tmm. (12)

For fast handovers in SARP, the average handover latency
(denoted by Dfast ) comprises the following parts (please refer
to Figure 6): the average packet transmission delay from the
MAG to the MN (i.e., tmm), and the average delay between
nMAG and pMAG (i.e., 2tam). That is,

Dfast = 2tam+ tmm. (13)

Notice that we do not consider the delay between the MN’s
nMAG and the MN’s LMA when we calculate Dfast . This is
because the MN’s LMA can send packets to the MN’s pMAG,
which tunnels packets to the MN’s nMAG so that the MN can
receive packets from the nMAG.
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For basic handovers in SARP (please refer to Figure 5),
the average handover latency (denoted by Dbasic) comprises:
the average delay from the MAG to the MN (i.e., tmm), the
average delay for sending a query message from the MAG to
the QServer (Tquery), the average delay between the QServer
and the MAG (denoted by tqm), and the average round-trip
delay between the MAG and the LMA (i.e., 2tam). Since the
QServer and the MAG may not connect directly, we assume
that tqm = ta. In addition, Tquery depends on the number of hops
(denoted by h) that a query message traversed in the Chord
system and the average delay (denoted by taa) of each hop in
the Chord system. Like tqm, we assume that taa equals to ta.
We notice that the assumptions for taa and tqm are reasonable
since ta is the average delay from a MAG to an AAA server
that is not directly connected. From [19], we know that h
belongs to [0, logN] (i.e., h ∈ [0,s]) and its average is s/2. As
a result, Dbasic is given by

Dbasic = Tquery + tqm+ 2tam+ tmm = h× ta+ ta+ 2tam+ tmm

= (h+ 1)ta+ 2tam+ tmm. (14)

In Figure 14, we compare the handover latency of the above
mentioned four cases by varying tam when tmm = 12 ms and ta
= 10 ms. For basic handover in SARP, we only plot the average
handover latency (i.e., h = s/2). From Figure 14, we clearly

observe that the average handover latency of fast handover in
standard PMIPv6 and that of fast handover in SARP are the
lowest, because they depend only on the average round-trip
delay of two neighboring MAGs. In addition, when compared
with the average handover latencies of the basic handover
approaches, the handover latencies of the fast handover ap-
proaches are significantly lower.

In Figure 15, we further compare the average handover
latency of the four cases by varying ta when tmm = 12 ms and
tam = 10 ms. From this figure, we observe that the handover
latencies of the basic handover approaches increase with ta. In
particular, when ta is large (e.g., 40 ms), the handover latencies
of the basic handover approaches are too long for real-time
applications that typically require a handover latency lower
than 150 ms. On the other hand, fast handover in SARP has a
very low average handover delay. When ta varies from 2 ms
to 40 ms, like the average handover delay of fast handover in
standard PMIPv6, the average handover delay of fast handover
in SARP stays unchanged, since it does not depend on ta. As
a result, with the fast handover approach, SARP has very low
handover latency.

C. Comparison of SARP with Standard PMIPv6

In this section, we compare SARP with existing work. We
first notice that, to our knowledge, there is no prior work
on the scalability of PMIPv6. While peer-to-peer for Session
Initiation Protocol (P2PSIP) also uses Chord to organize SIP
proxies, the performance measure of P2PSIP and SARP are
different. In P2PSIP, the main performance measure is the
session setup delay, which is closely related to the query delay
in the Chord system [33],[34]. On the other hand, in SARP,
the main focus is handover delay. With the fast handover
approach, as shown above, the handover delay in SARP does
not depend on the query delay in the Chord system. As a result,
we do not compare SARP with P2PSIP. Instead, we compare
SARP with standard PMIPv6. We have shown above that,
with SARP, a PMIPv6 domain is able to cover a metropolitan
area with more than 108 MNs. Thus when an MN roams
within such an area, there is no handover between PMIPv6
domains since only one PMIPv6 domain is able to cover such
an area. However, for standard PMIPv6, we first notice that
it is impossible for a standard PMIPv6 domain to cover the
same area and support the same number of MNs. Thus we
show below that using many standard PMIPv6 domains to
cover the same area leads to inter-PMIPv6 domain handovers
whose average delay is significantly longer than the average
handover delay in a SARP domain.

For comparison, we also consider the random waypoint
model and the rectangular service area used in the above
feasibility analysis for SARP. In addition, we also assume that
an LMA in standard PMIPv6 is able to deal with traffic for
Q MNs and that there are S MNs per square kilometers (i.e.,
km2). Therefore, given a rectangular area with length a meters
and width b meters, the total number of MNs is

M =
a

1000
× b

1000
× S = 10−6× a× b× S. (15)
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Fig. 16. Layout of PMIPv6 domains.
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Fig. 17. The average number of handovers per transition when a standard
PMIPv6 LMA is able to deal with 100,000 MNs.

Assuming that every PMIPv6 domain maintains only one
LMA, the total number of PMIPv6 domains required to cover
the rectangular topology is

ND = M/Q =
a× b× S
106×Q

(16)

Without loss of generality, we assume that the coverage
areas of the PMIPv6 domains have a layout as illustrated in
Figure 16 so that there are m1 and n1 vertical and horizontal
domains, respectively. With this layout, the average number of
handovers among PMIPv6 domains during a single transition
is [30]

E[C] =
1
3
(m1 + n1− 1

m1
− 1

n1
) (17)

Since m1 × n1 = ND, it is evident that we can get the
minimum value of E[C] when m1 = n1 =

√
ND. That is,

E[C]min =
1
3
(
√

ND +
√

ND − 1√
ND

− 1√
ND

)

=
2
3
(
√

ND − 1√
ND

) =
2
3
(

√
a× b× S
106×Q

−
√

106×Q
a× b× S

) (18)

In Figure 17, we plot E[C]min for Q = 100,000 by varying
a, b, and S. From this figure, we can clearly observe that
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Fig. 18. The average number of handovers per transition when a standard
PMIPv6 LMA is able to deal with 1,000,000 MNs.

the average number of handovers per movement is larger than
zero, except in the case that a= b= 10km and S= 1000. With
the increase of S (i.e., the density of MNs), the average number
of handovers per movement also increases. Similarly, when
the network service area becomes larger, the average number
of handovers per movement increases. These observations
indicate that standard PMIPv6 cannot scale well when the
service area increases, or when the density of MNs increases.
As can be seen from the figure, the average number of
handovers between PMIPv6 domains increases to more than
5 if we simply increase the service area from 100 km2 to
6400 km2 while keeping S unchanged. Similarly, if we keep
the service area unchanged, the average number of handovers
between PMIPv6 domains increases from 0 to about 3. By
comparison, a single SARP domain can cover the whole area
of 6400 km2 even if S = 20,000 since in this case, the total
number of MNs is only 1.28× 108, which is far below the
limit of a single SARP domain.

While one may argue that an LMA can support more
than 100,000 MNs, we also increase S to 1,000,000 and
plot the corresponding E[C]min, as shown in Figure 18. From
this figure, we can also observe that the average number of
handovers between PMIPv6 domains is larger than zero in
most cases, although it is reduced when compared with the
case S = 100,000.

Notice that in the above analysis we set moderate to large
values for the number of MNs that a single LMA supports.
In order to demonstrate this, we use the concept of oversub-
scription rate, which is defined as follows: if a given router can
support Np MNs simultaneously at a given peak access rate
Ap but Na ≥Np users are connected, the oversubscription rate
is (Na−Np)/Np. For example, an oversubscription rate of 1.0
means that only half of the users can simultaneously access
the Internet at full speed, or all users at half speed. In the
past when the Internet was used mainly for website browsing,
Internet service providers often heavily oversubscribe the
network with oversubscription rates of 24. However, as the
Internet is increasing used for multimedia applications such
as streaming videos, video conferencing and other peer-to-
peer applications, the demand is much greater and is also
relatively more constant [31]. Therefore, we assume that the
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oversubscription rates are 10 and 25, respectively, in our
analysis.

Given an oversubscription rate (OS), the bandwidth require-
ment of an LMA is M×Ap/OS. Figure 19 shows the band-
width requirement of an LMA as a function of M and Ap when
the oversubscription rates are 10 and 25 respectively. From this
figure, we observe that when the bandwidth requirement per
MN is low, a single LMA is able to attach more than 107 MNs
since the bandwidth requirement is less than 100 Gbps. When
the bandwidth requirement per MN increases to 100 Mbps,
however, the bandwidth requirement of an LMA is about 104

Gbps (= 10 Tbps) if the number of MNs attaching to the
LMA is 106 and the oversubscription rate is 10. Notice that
only a few types of high-end routers can provide a throughput
larger than 10 Tbps. Furthermore, it is unknown whether these
routers is able to provide such a throughput when the number
of routing entries is about 106 since in PMIPv6, an LMA
needs to maintain an entry for every MN.

Some others may also argue that a standard PMIPv6 domain
may maintain multiple LMAs instead of only one. However,
the performance of this approach is the same as the case
in which the average number of MNs per square kilometer
is divided by the number of LMAs; i.e., the case with a
significantly reduced number of MNs per square kilometers in
a standard PMIPv6 domain with a single LMA. This is why we
varies the number of MNs per square kilometers over a wide
range in the above analysis. Despite this, as have been shown
in Figure 17 - Figure 18, the average number of handovers
between PMIPv6 domains is more than zero and, in many
cases, larger than one even if the number of MNs per square
kilometer is only 1000.

V. CONCLUSIONS

In this paper, we have addressed the problem of build-
ing scalable, secure, and robust PMIPv6 domains. In the
proposed SARP domains, every MAG also functions as an
LMA. Based on a well-known distributed hash table protocol,
i.e., Chord, we have proposed to organize all MAGs in a
SARP domain into a Chord system. The binding between
an MN and its LMA are distributed over the Chord system

by using consistent hashing. In addition, every SARP domain
maintains a PKI server that issues public/private key pairs for
all MAGs in the domain. All handover-related messages in the
SARP domain are signed so that security is guaranteed. We
have proposed two handover procedures and analyzed their
handover latencies. We have also analyzed the feasibility of
the proposed approach. We have presented results to show
that a single SARP domain is able to support more than 108

MNs while achieving a low average handover latency that is
comparable to that achieved by a fast handover in PMIPv6.
While we use the random waypoint model in our analysis, we
are interested in investigating the actual mobility behavior of
mobile users by using data collected from a cellular network
in China.
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