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Abstract— We propose MWAN, a multi-rate network model to
deliver differentiated service in a wireless mobile ad-hoc network
(MANET) with varying physical-layer link speed. The proposed
architecture is modelled using a multi-dimensional Markov chain
to support both real-time and non-real-time applications. It is
demonstrated that various types of data arrival process can be
modelled by a Markov Modulated Arrival Process (MMAP).
Numerical analyzes are drawn to estimate the packet drop
probability, effective throughput and packet queuing delay. We
validate the scheme by simulating under different link utilizations
with IEEE 802.11 Distributed Coordination Function (DCF) ad
hoc mode. Analytical and simulation results are compared to
determine the accuracy of the presented methods. Increased
Quality-of-Service (QoS) performance is achieved for high pri-
ority traffic.

I. INTRODUCTION

The increasing widespread use of wireless technologies has
given rise to the need for QoS provisioning mechanisms for
multimedia applications in wireless networks. However, to
support QoS in MANET (without a fixed infrastructure or
administrative support) is more challenging than in fixed and
last-hop wireless access networks. Highly dynamic network
topology and traffic load conditions, time-variant QoS parame-
ters (e.g. throughput, latency and etc), and less communication
bandwidth, smaller processing and power capacity than fixed
network makes it difficult to support diverse application with
an appropriate QoS.

The Internet Engineering Task Force (IETF) have proposed
two internet QoS model namely: Integrated Service (IntServ)
and Differentiated Service (DiffServ) [1]. In IntServ, stations
classify incoming packets and network resources are explicitly
identified and reserved. For DiffServ, traffic is categorized
into classes while stations provide priority-based treatment
without reserving resources exclusively. For instance, As-
sured Forwarding (AF) in DiffServ [2] provides differentiation
service between traffic classes where the low-priority class
experiences higher loss rates and delays than the high-priority
class. AF is implemented with Random Early Discard (RED)
[3] or an equivalent Active Queue Management technique.
Different packet drop precedence levels indicate that packets
receive different priorities in accessing buffers during periods
of congestion. RED drops packets at random when average
queue length exceeds a given minimum threshold.

Several QoS framework for MANETs have been proposed.
In [4], the FQMM was presented that combines the reservation
procedure for high priority traffic with service differentiation
for low-priority traffic; INSIGNIA [5], an in-band signalling
protocol, integrated with an ad-hoc routing protocol; Network
feedback based on link and permissible throughput measure-
ments were made to support higher layer and soft-QoS [6].

However, these schemes do not take into account the char-
acteristics of MANET and drawbacks of IntServ and DiffServ
remain. Therefore, to support a combination of real-time (e.g.
voice or video) and non-real-time services (e.g. data or FTP),
an accurate model has to be defined to investigate its applica-
bility within the MANET. We consider a single server queuing
system with a finite buffer and heterogeneous arrival streams.
The arrival process is a Poisson or Markov Modulated Poisson
Process (MMPP) while the service times (packet lengths) are
iid with a general distribution. This classic problem of queuing
theory where the probability of buffer overflow and packet
dropping are computed. An additional property to consider is
that existing wireless devices implement IEEE 802.11 a/b/g [7]
standards which utilize multiple transmission rates depending
on channel conditions, distance and transmitting power. Thus
each mobile stations transmits data at an appropriate trans-
mission rate using a particular modulation scheme based on
the perceived Signal-to-Noise ratio (SNR) of the immediately
previous frame in the frame exchange process. Provisioning of
service delivery are dynamically varied by selecting links that
can use higher bandwidth modulation schemes. In this paper,
we integrated wireless channel modelling and data queuing
analysis at the packet-level to provide a unique approach for
studying the effect of physical-layer link speed on high-layer
network performance. We verify the analytical model using
simulation results. Our results quantify the impact of the buffer
scheme, time varying channel and traffic sources on drop
probability, throughput and delay.

This work is organized as follows: section II and III give
an overview of AF within DiffServ and assumptions made
throughout the work, respectively. In section IV, we describe
the queue, performance, and multi-rate system models imple-
mented. Section V shows the analytical and simulation results
and, finally section VI, presents the conclusions to the work
done here.



II. OVERVIEW OF ASSURED FORWARDING WITHIN
DIFFERENTIATED SERVICES

The DiffServ architecture uses the Type-of-Service (TOS)
field in the IP header to classify flows. The architecture is
scalable because it does not maintain a per-flow state and there
is no requirement for end-to-end signaling. In the DiffServ
model, the TOS byte (or DS byte) is divided into a 6-bit
Differentiated Service Code Point (DSCP) and a 2-bit unused
field [8]. DiffServ is realized by mapping the DSCP contained
in the IP packet header to a particular treatment or per-hop
behavior (PHB) at each network station along its path. Packets
marked with the same PHB class would experience similar
forwarding behavior in the core station. PHBs are typically
implemented by different types of buffer management and
packet scheduling techniques.

To date, two additional per-hop behaviors have been defined:
the Expedited Forwarding PHB (EF PHB) and the Assured
Forwarding PHB (AF PHB). EF PHB, which has high priority,
is used to provide low-loss, low-latency, low-jitter, assured-
bandwidth and end-to-end service. AF PHB, on the other hand,
gives the customer the assurance of a minimum throughput,
even during periods of congestion. AF PHB has four classes
and three-drop precedence per class. AF is incorporated with
the extension of RED with IN/OUT or RIO scheme [9],
which uses a single first-in-first-out (FIFO) queue and two-
drop precedences.

RIO, a variant of RED, achieves this by classifying packets
as being inside (IN) or outside (OUT) depending on whether
they conform to the allocated bandwidth profile. RIO can be
viewed as the combination of two RED instances that provides
different levels of drop precedence for two classes of traffic.
Two sets of thresholds and packet dropping probabilities are
selected so that OUT packets are dropped more aggressively
than IN packets. Consequently as congestion sets in, OUT
packets will be more likely to be dropped, preserving the QoS
of the IN traffic.

Applying dropping as the packet marking principle in RIO,
the probability that an arriving class i packet (where i is either
Class A or Class B) is accepted into the queue containing k
packets is defined as:

αi(k) =











1 k ≤ mini

1 − di (k − mini)
(maxi

− mini) mini < k ≤ maxi

0 k > maxi

(1)

Here, di, mini and maxi represent the maximum drop
probability and the minimum and maximum thresholds, re-
spectively.

To model the AF service, we define p as the probability that
a packet is an IN packet and p = (1− p) is the probability of
a packet to be an OUT packet. α(k) is the probability of all
packet to be accepted into the queue.

α(k) = p αClass A(k) + p αClass B(k) (2)

III. ASSUMPTIONS

The analytical model developed in this paper is based on
the following assumptions.

• We consider two classes of packet, namely Class A and B
packets where Class A packets or voice calls have higher
priority than Class B packets or data sources. In general,
voice transmission has a low data rate requirement with
stringent delay constraints, while data transmission de-
mands higher rates with less stringent delay requirements.

• The arrival of Class A packets are modelled as a Poisson
process with a negative exponential distribution and mean
arrival rate βl.

• Class B packets can be modelled by a two state Markov
Modulated Poisson Process (MMPP), which is a doubly
stochastic Poisson process where the rate process is
determined by the state of a continuous-time Markov
Chain (a high state and a low state). The mean sojourn
times in the high and low state are 1

r1
and 1

r2
, respectively.

In the high state, packets are generated with a mean rate
of β1 pkts/sec while in the low state, it is β2 pkts/sec.
The underlying Markov chain whose state space is S =
{s1, s2} can be represented by its infinitesimal generator
matrix QMMPP and rate matrix Λ as shown in (3) and
(4) respectively.

QMMPP =

(

−r1 r1

r2 −r2

)

(3)

Λ =

(

β1 0
0 β2

)

(4)

• Packets arriving at the transmitter enter the transmit
buffer and are transmitted in a FIFO fashion, with a
general service time distribution. It is assumed that the
service times for both classes are independent and ex-
ponentially distributed based on the transmission time of
the wireless link.

• We assume that the traffic sources are Transport Control
Protocol (TCP) sources where each TCP segment is 512
bytes long.

• Finite-state Markov chain (FSMC) models [10], [11] are
used to characterize the time-varying wireless channels
whose bit-error rates (BERs) vary dramatically according
to the received signal-to-noise ratio (SNR). The fitting is
performed by partitioning the range of received signal-
to-noise (SNR) into a set of non-overlapping intervals
(states).

• We assume that multiple transmission modes are avail-
able, with each mode representing a pair of a specific
modulation format, and a forward error correcting (FEC)
code. Convolutional coded Mn-ary rectangular or square
QAM are adopted here.
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Fig. 1. State Transition Diagram

IV. MODEL AND ANALYSIS

A. Queue System Model
The overall system can be described by a three dimensional

state transition diagram as shown in Figure (1). Each state
is represented by a vector (k, c, s) where, k is the number of
packets in a common buffer of size K in the device (including
the ones in service and the ones in the queue buffer), c is the
current Channel State Information (CSI) of the wireless link
(a total of N states), s is the MMPP state of the source. In
the steady-state condition, each state’s probability is expressed
as p(k, c, s). The steady state probability distribution, p, is
determined by the following global balance equations:

p QBUFFER = 0 (5)

Σ p = 1 (6)

where

p = [p (0, n, s1), p (1, n, s1), ...p (K,n, s1),

p (0, n, s2), p (1, n, s2), ...p (K,n, s2)] (7)

The system can be treated as a Continuous Time Markov
Chain (CTMC) process. The CTMC describing this queuing
model is a Quasi-Birth-Death (QBD) model. According to
Matrix Analytical Methods (MAM) [12], the steady state
probability of CTMC can be solved by exploiting the matrix-
geometric properties. This is used to define the QBUFFER

matrix that is sparse and block partitioned as shown in
Equation (8)

Each of the square matrices B0, B1, A0, A1, A2 has a
dimension of 2(N - n + 1) by 2(N -n + 1)

QBUFFER =















B0 A0 0 0 0
B1 A1 A0 0 0
0 A2 A1 A0 0
0 0 A2 A1 A0

. . . . . . . . .















(8)

B. Analysis for Performance Metrics

We can now evaluate the following performance metrics:
packet drop probability, effective throughput and packet queu-
ing delay denoted by Drop, EFFThrput and PacketDELAY ,
respectively. Based on the Arrivals See Time Averages (ASTA)
principle in queuing theory [13], these metrics can be given
for Class A, Class B and All packets as follows:

DropClassA = 1−

K
∑

k=0

N
∑

n=1

αClassA(k)[p(k, n, s1)+p(k, n, s2)]

(9)

DropClassB = 1−

K
∑

k=0

N
∑

n=1

αClassB(k)[p(k, n, s1)+p(k, n, s2)]

(10)

DropAll = 1 −

K
∑

k=0

N
∑

n=1

α(k)[p(k, n, s1) + p(k, n, s2)] (11)

The corresponding effective throughput for the packet is:

EFFThrputClassA = λp

K
∑

k=0

N
∑

n=1

αClassA(k) ·

[p(k, n, s1) + p(k, n, s2)] (12)

EFFThrputClassB = λp

K
∑

k=0

N
∑

n=1

αClassB(k) ·

[p(k, n, s1) + p(k, n, s2)] (13)

EFFThrputAll = λ
K

∑

k=0

N
∑

n=1

α(k) · [p(k, n, s1) + p(k, n, s2)] (14)



Using Little’s formula, the average delay experienced by the
packets in traversing the network is

PacketDELAY =

∑K
k=0

∑N
n=1 k[p(k, n, s1) + p(k, n, s2)]

EFFThrput
(15)

where, αClassA(k), αClassB(k) and α(k) are the probabilities
of Class A, Class B and All packets to be accepted into the
queue, respectively.

C. Analysis for Channel State Information (CSI)

1) Let CSI = {c0, c1, ...., cN−1, cN} denote the state space
of the Markov modulated wireless link with stationary
transitions for N states. The state space CSI is that of N
different transmission modes with corresponding bit-error
rate (assuming that the transitions only happen between
adjacent states). For flat fading channels, where it varies from
frame to frame, the general Nakagami-m model is adopted
[14]. The probability density function (pdf) of the received
signal-to-noise ratio (SNR), γ per frame, is given as

fγ(γ) =
mmγm − 1

γmΓ(m)
exp(−

mγ

γ
) (16)

where, γ ≈ E{γ} is the average received SNR; Γ(m) ≈
∫

∞

0
tm − 1exp(−t)dt is the Gamma function; and m is the

Nakagami fading parameter (m ≥ 1/2).
The probability that the link is in state cn at time t is

qn =

∫ γn + 1

γn

fγ(γ)dγ

=
Γ(m,mγn/γ) − Γ(m,mγn + 1/γ)

Γ(m)
(17)

where, Γ(m,x) ≈
∫

∞

x
tm − 1exp(−t)dt is the complementary

incomplete Gamma function.

2)Since transition happens only between adjacent states,
probability of transition exceeding two consecutive states [15]
is

hm,n = 0 |m − n| ≥ 2 (18)

The adjacent-state transition probability [15] is

hn,n+1 =
Nn + 1Tf

qn

n = 0, ....., N − 1

hn,n−1 =
NnTf

qn

n = 1, ....., N (19)

where, Tf is the frame duration; Nn is the cross-rate of mode
n (either upward or downward), which can be estimated [16]
as

Nn =

√

2π
mγn

γ

fd

Γ(m)
(
mγn

γ
)m − 1exp(−

mγn

γ
) (20)

where, fd denotes the mobility-induced Doppler spread.

The probability of staying at the same state [10] is

hn,n =







1 − hn,n+1 − hn,n−1 if 0 < n < N
1 − h0,1 if n = 0
1 − hN,N−1 if n = N

(21)

The channel state transition matrix {(N + 1) x (N + 1)}, is
banded as

hc =



















h0,0 h0,1 . . . 0

h1,0 h1,1 h1,2

...

0
. . . . . . 0

... hN−1,N−2 hN−1,N−1 hN−1,N

0 . . . hN,N−1 hN,N



















(22)

V. PERFORMANCE ANALYSIS

A. Simulation Setup

The simulation is performed using the ns-2 simulator.
Matlab analysis is also used to approximate (9) - (15) to
validate the accuracy of our model. We consider a simulated
multi-hop network with 10 mobile ad-hoc stations where each
station has a transmission range of 250m. We use a random
waypoint mobility model [17] in which each mobile station
selects a random destination at an arbitrary speed up to a
maximum speed of 20 m/s and pauses for a given pause
time when the destination is reached. When the pause timer
expires, the mobile station picks another destination and speed
randomly throughout the simulation duration of 500 seconds.
The network area has a rectangular shape covering 600m x
400m that minimizes the effect of network partitioning. AODV
[18] is used for routing in the simulated network. Since the
analytical model is based on a Markov Modulated Arrival
Process (MMAP), two different types of traffic are used: (i)
Poisson arrivals, and (ii) Markovian traffic consisting of a
superposition of 32 independently Pareto distributed on/off
sources with parameter a = 1.4 or a Hurst parameter H =
0.8. Source traffic is sent via a one-way TCP Reno protocol,
with an ACK sent for each packet. The maximum number of
retransmissions is three. The RIO active queue management
scheme, which provides different levels of drop precedence for
two classes of traffic, is used. We classified Class A packets
as IN and Class B packets as OUT. According to RIO when
congestion occurs, OUT packets are discarded with a higher
probability than IN packets, thus protecting the QoS of the IN
traffic.



The IEEE 802.11a and 802.11b MACs provide a physical-
layer multi-rate capability where higher data rates than base
rate (2 Mbps) are possible when the signal-to-noise ratio
(SNR) is sufficiently high. Here, we adopt the Opportunistic
Media Access (OAR) [19] to opportunistically send multiple
back-to-back data packets whenever the channel quality is
good.

B. Results and Analysis

As shown in Figure 2 - 4, the simulation results almost
exactly match the analytical results. In Figure (2), its shows the
packet drop probability against traffic offered load. As we can
see the drop probability for Class B packets rapidly increase
towards 0.98 when offered load is 350 kbit/s. These results
seem logical as the main idea of RIO is to protect the high
priority packets when the offered load is high. This can be
further explained that RIO begins to drop packets prematurely
even before the buffer size exceeds it limit to alleviate the
congestion within the network so that more resources can be
shared among the higher priority packets.

Figure (3), depicts the effective throughput of both traffic
classes where Class A packets increase steadily, saturating
at 0.38 Mbit/s when offered load is increased beyond 370
kbit/s. However, due to the increased dropping rate, only small
amount of Class B packets are received at the destination.

Since Class A traffic represents real-time traffic that has
stringent delay requirements, we can see that packet delay in
Figure (4) is maintained at 0.8 despite an increase in offered
load. The higher delay experienced by Class B traffic are
those minority packets that managed to be delivered to the
destination. By evaluating the system beyond it s theoretical
capacity, we are able to achieve different performance for the
two independent traffic classes.
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Fig. 2. Packet Drop Probability versus Offered Load
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Fig. 3. Effective Throughput versus Offered Load
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VI. CONCLUSION

This paper has presented an analytical wireless DiffServ
model where the RIO scheme is used to achieve simultaneous
low packet drop rate and packet queuing delays. Arrivals are
modelled as a general batch Markov arrival process in which
the thresholds and packet dropping probabilities are selected
so that real-time and non-real-time traffic observe different
QoS performance. We have also considered the impact of
the varying physical-layer link speed in a realistic MANET
environment.
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