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ABSTRACT
For complex System-on-chips (SoCs) fabricated in nanometer technologies, the
system-level on-chip communication architecture is emerging as a significant
source of power consumption. Managing and optimizing this important com-
ponent of SoC power requires a detailed understanding of the characteristics of
its power consumption.

Various power estimation and low-power design techniques have been pro-
posed for the global interconnects that form part of SoC communication archi-
tectures (e.g., low-swing buses, bus encoding,etc). While effective, they only
address a limited part of communication architecture power consumption. A
state-of-the-art communication architecture, viewed in its entirety, is quite com-
plex, comprising several components, such as bus interfaces, arbiters, bridges,
decoders, and multiplexers, in addition to the global bus lines. Relatively little
research has focused on analyzing and comparing the power consumed by differ-
ent components of the communication architecture.

In this work, we present a systematic evaluation and analysis of the power
consumed by a state-of-the-art communication architecture (the AMBA on-chip
bus), using a commercial design flow. We focus on developing a quantitative un-
derstanding of the relative contributions of different communication architecture
components to its power consumption, and the factors on which they depend.
We decompose the communication architecture power into power consumed by
logic components (such as arbiters, decoders, bus bridges), global bus lines (that
carry address, data, and control information), and bus interfaces. We also per-
form studies that analyze the impact of varying application traffic characteristics,
and varying SoC complexity, on communication architecture power. Based on
our analyses, we evaluate different techniques for reducing the power consumed
by the on-chip communication architecture, and compare their effectiveness in
achieving power savings at the system level. In addition to quantitatively reinforc-
ing the view that on-chip communication is an important target for system-level
power optimization, our work demonstrates (i) the importance of considering the
communication architecture in its entirety, and (ii) the opportunities that exist for
power reduction through careful communication architecture design.
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1. INTRODUCTION
Increasing System-on-Chip (SoC) complexity, coupled with poor

scaling trends of global interconnect, are together making on-chip com-
munication a bottleneck to improving overall system performance and
power consumption [1, 2]. As a result of this trend, recent research
has focused on analyzing and optimizing the power consumed by global
interconnect wires, which represent one part of the on-chip communica-
tion architecture. However, a state-of-the-art communication architec-
ture, viewed in its entirety, is significantly more complex, comprising
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Table 1: Power consumption of SoC components @ 200 Mhz
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numerous components, such as arbiters, bridges, decoders, data/address
multiplexers, control logic, and bus interfaces, in addition to the inter-
connect wires. The amount of logic in a complex communication archi-
tecture can easily rival an embedded processor of moderate complexity.
Very little work has addressed analyzing the nature of power consump-
tion in the communication architecture as a whole.

To highlight the need for studying communication architectures and
their power requirements, we compare the power consumed by a typi-
cal communication architecture to the power consumed by other system
components in Table 1. The table presents data obtained from gate-level
power measurements, and manufacturer data sheets, of several commer-
cial SoC components, including a complete communication architecture
(the AMBA on-chip bus [3]). The table indicates that the communica-
tion architecture can consume significantly more power than many sys-
tem components, and in fact, its power is comparable in magnitude to
well-known primary sources of power consumption, such as processors
and caches. With increasing system complexities, and shrinking feature
sizes, the relative contribution of the communication architecture can
only be expected to increase, motivating the need to better understand
and optimize communication architecture power consumption.

1.1 Paper Overview and Contributions
In this paper, we present a systematic evaluation and analysis of the

power consumption of a commercial, state-of-the-art, on-chip commu-
nication architecture (the AMBA on-chip bus [3]), using a commercial
design flow. We focus on developing a quantitative understanding of the
relative contributions of different parts of the communication architec-
ture to its overall power consumption, and the factors on which they de-
pend. We decompose the communication architecture power into power
consumed by logic components (such as arbiters, decoders, bus bridges),
global bus lines (that carry address, data, and control information), and
bus interfaces. We also analyze the impact of varying application traffic
characteristics, as well as the impact of varying SoC complexity, on the
power consumed by the communication architecture.

In addition to quantitatively reinforcing the view that on-chip commu-
nication is an important target for system-level power optimization, our
studies demonstrate the importance of considering the communication
architecture in its entirety (and not just individual components, such as
interconnect wires) for power optimization. To support this viewpoint,
we consider various alternatives for communication architecture power
reduction, and based on the insights gained from our studies, compare
their ability to achieve power savings at the system level.

The rest of this paper is organized as follows. In Section 2, we provide
background on the AMBA on-chip bus, and the experimental methodol-



ogy used. In Section 3, we present a structural breakdown of the power
consumed by the AMBA architecture. In Section 4, we analyze the im-
pact of application traffic characteristics, and in Section 5, we analyze
the impact of varying system complexity, on AMBA power consump-
tion. In Section 6, we evaluate different techniques for communication
architecture power optimization, and conclude in Section 7.

1.2 Related Work
There is a large body of work that addresses power consumption of

global bus lines [4, 5, 6, 7, 8, 9, 10], or the interaction of global bus lines
with other components, such as processor caches [11, 12]. As men-
tioned earlier, these techniques do not consider the power consumption
of the communication architecture in its entirety. Recognizing this, re-
cent work has addressed communication architecture components other
than global wires. Such work includes techniques for analyzing and op-
timizing the power consumed in on-chip routers [13, 14], and enabling
power-conscious routing in complex communication architectures [15].
Many of these techniques are targeted towards on-chip networks, and
do not directly apply to bus-based architectures, which are the focus of
our work. Integration of power models of certain AMBA components
into a transaction-level modeling framework was explored in [16]. In
contrast, our work aims at understanding the different sources of power
consumption in the AMBA architecture, through detailed (gate-level)
power analysis.

To the knowledge of the authors, this paper is the first attempt to ex-
perimentally quantify the different factors that contribute to the power
consumption of a commercial, bus-based, SoC communication archi-
tecture. We chose the AMBA architecture since it is one of the most
popular commercial on-chip communication architectures in use today.

2. BACKGROUND
In this section, we first present an overview of the AMBA on-chip bus

architecture, highlighting its different components, and their functions.
We next describe the methodology used for the experimental studies de-
scribed later in this paper.

2.1 AMBA On-Chip Bus: Overview
For our studies, we used an implementation of the AMBA on-chip

bus that is available in the Synopsys Designware library [17]. Complete
details of AMBA functionality may be obtained from [3, 17]. Figure 1
depicts the class of AMBA architectures that we consider. The AMBA
architecture is based on a hierarchy of buses. The AHB (Advanced High
Performance Bus) integrates high performance components (e.g., pro-
cessors, DMA controllers). It is a pipelined bus, implying that address
and data belonging to different transactions may overlap in time. The
bus can support upto 16 masters (components that can initiate bus trans-
actions) and upto 16 slaves (components that only respond to transac-
tions initiated by a master). All the slaves are memory mapped. For
each transfer, the decoder generates slave select signals to notify the
correct slave. Multiplexers properly route address, write data, and con-
trol parameters from the masters to the slaves, as well as slave responses
and read data, from the slaves back to the masters. The arbiter regulates
access to the shared bus using a configurable arbitration scheme. Burst
transactions enable a master to perform a sequence of transfers with-
out requiring arbitration for each transfer. The AHB is connected to the
APB (Advanced Peripheral Bus) via the AHB-APB bridge. The bridge
behaves as a slave to the AHB, and as a master to the APB. The APB
supports only one master, is not pipelined, and can integrate upto 16
peripherals (e.g., GPIO interface, UART). Any master/slave that com-
municates over the AMBA architecture is enhanced with AHB and/or
APB interfaces. Finally, the physical connectivity between components
is achieved using global interconnect wires, that carry address, data and
control values between masters and slaves.

2.2 Power Estimation Methodology
The power estimation methodology used in this work is illustrated

in Figure 2. Architectural configuration parameters of the AMBA bus

AHB Master IF

AHB 
Logic

Addr, Control, 
Write Data, 

Request G
ra

nt

G
ra

nt

G
ra

nt

AHB_Master_1

Arbiter
Write

Muxes
Address
Decoder

AHB Master IFAHB Master IF

… AHB_Master_16

AHB Slave IF AHB Slave IFAHB Slave IF

Memory Cntl. Interrupt Cntl.

Read Data, 
Slave Resp. S

el
ec

t

S
el

ec
t

S
el

ec
t

S
la

ve
 R

es
po

ns
e,

 
R

ea
d 

D
at

a

Addr, Control, 
Write Data, 

Request

AHB Slave IF

AHB_SLV_16

S
el

ec
t

Read 
Muxes

A
dd

re
ss

, C
on

tr
ol

, 
W

rit
e 

D
at

a

Addr, Control, 
Write Data, 

Request

APB Slave IF APB Slave IF APB Slave IF APB Slave IF APB Slave IF

GPIO UART Interrupt Ctrl. … APB_SLV_16GPIO UART Interrupt Ctrl. … APB_SLV_16

Address, 
R/W Data,

Control Select Select Select Select Select

APB Master IF

Bridge
APB
AHB

Read Data, 
Slave Resp.

Read Data, 
Slave Resp.

Read Data, 
Slave Resp.

Figure 1: Overview of the AMBA on-chip communication architec-
ture

(e.g., address width, data width, number of masters, number of slaves)
are specified to Synopsys CoreTools [18], which generates synthesizable
RT-level descriptions of the bus hardware. In our experiments, while the
number of masters and slaves vary, the address and data widths are held
constant at typical values (32-bit addresses, 32-bit AHB data width, and
16-bit APB data width). The arbiter is configured to use static priori-
ties, a scheme wherein access rights are determined by examining the
set of pending requests from masters, and selecting the one with the
highest (fixed) priority. Synopsys Design Compiler [19] is used to syn-
thesize the bus hardware to the gate level, using CB-12L, NEC’s low-
power 0.15�m standard cell library [20]. Vectors to drive power esti-
mation are obtained via RT/gate level simulations using the Modelsim
simulator [21]. The systems into which the AMBA bus is integrated
consist of a variable number of master and slave components, and nu-
merous peripherals, such as a memory controller, interrupt controllers,
etc. Transaction-level testbenches are constructed using programmable
functional models of masters for bus traffic generation. Power simu-
lation vectors are provided to POWERD, NEC’s gate-level power es-
timator [22] to obtain power measurements for different components.
Pre-layout wire length estimation techniques are used to compute global
wire lengths [23, 24], which take into account area estimates and pin
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Figure 2: Methodology for communication architecture power esti-
mation



counts for each system component. Wire capacitances are extracted
from the technology library, and the number of repeaters and their sizes
are calculated using a delay-optimal algorithm described in [25]. The ca-
pacitances obtained are used to calibrate a transition-count based power
model for estimating the power consumed by bus lines [11].

3. STRUCTURAL BREAKDOWN OF POWER
IN THE AMBA ARCHITECTURE

In this section, we present a relative comparison of the power con-
sumed by different parts of the AMBA on-chip bus. For this study, we
used a configuration of the AMBA bus that integrates 2 AHB masters, 2
AHB slaves (a memory controller and an interrupt controller), an AHB-
APB bridge, and three APB peripherals, including a General Purpose
Input/Output (GPIO) device, an interrupt controller, and an I2C (exter-
nal bus) interface. The testbench consists of an even mix of different
types of transactions, including burst transactions on the AHB, and reg-
ular transactions between AHB masters and APB slaves. Reads and
writes are equally distributed, and addresses are generated uniformly at
random, while staying within valid regions of the memory address map.
The computed global wirelengths lie between 1.5 and 3 mm. The to-
tal power consumed by the communication architecture for this study
was 12 mW, and the breakdown of the power among the various com-
ponents of the AMBA bus is presented in Figure 3. The components
whose power is shown in the figure include:

� The AHB arbiter, multiplexers, and address decoder;
� The AHB-APB bridge, which in addition to functioning as a bridge,

also implements the APB bus logic;
� The AHB and APB bus lines, which comprise the address buses, data

buses, and control buses;
� Two AHB master interfaces;
� AHB slave interfaces, corresponding to the memory controller and

the interrupt controller;
� APB slave interfaces, corresponding to the GPIO, interrupt controller,

and I2C peripherals.
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Figure 3: Breakdown of power consumption in the AMBA on-chip
communication architecture

From Figure 3, we observe that the total power consumed by the com-
munication architecture is not dominated by any single component, but
has several important contributors. We next group together some of the
components in order to gain a better understanding of the relative con-
tributions to the overall power consumption.

� From Figure 3, we observe that the power consumed by the bus lines
(considering both the AHB and APB together) represents 14% of the
total power consumed by the communication architecture. The power
consumed on the APB bus lines is relatively small since (a) it operates
at half the clock frequency, (b) it is not pipelined, and (c) it has a
narrow data width (16-bit). Also, all APB transfers are associated
with AHB transfers, but not vice versa.

� In contrast, the total power consumed by the logic components (ar-
biter, multiplexers, decoder, and bridge) constitutes about 51% of the
total communication architecture power.

� The power consumed by bus interfaces (master and slave) constitutes
the remaining 35%.

In summary, our analysis demonstrates that while a large portion of
the power consumed by the communication architecture is dominated
by logic (86%), it is spread across numerous components. Hence, in
order to address communication architecture power consumption, the
contributions of several different components needs to be addressed. As
discussed in detail later in this paper, approaches that focus on specific
components in isolation (e.g., global interconnects) may have limited
impact at the system level.

In the next two sections, we consider different factors on which the
communication architecture power depends. We examine variability in
application traffic characteristics, and system complexity, and analyze
their impact on the power consumed by the AMBA on-chip bus.

4. IMPACT OF ON-CHIP COMMUNICATION
TRAFFIC CHARACTERISTICS

In this section, we analyze how application traffic characteristics in-
fluence communication architecture power consumption. In the follow-
ing subsections, we consider the quantitative impact of variations in
(i) spatial distribution of communication transactions, (ii) transaction
pipelining, and (iii) different transaction types, on communication ar-
chitecture power.

4.1 Spatial Distribution of Transactions
Since all the devices attached to the AMBA bus are memory mapped,

the spatial distribution of communication transactions is determined by
the address values generated by each master. For this study, a set of test
programs were written for an AHB master to generate single (non-burst)
write transfers (NONSEQ transfers, according to AMBA terminology)
to each of a set of AHB/APB slaves, choosing addresses at random from
within the address space of each slave. In each case, the power con-
sumed by all the components of the communication architecture was
measured. Figure 4 presents a few illustrative cases. Bars 1 and 2 corre-
spond to traffic directed towards APB slaves (the GPIO Interface and the
APB Interrupt Controller, respectively), while bars 3 and 4 correspond
to traffic directed towards AHB slaves (the AHB Interrupt Controller
and Memory Controller, respectively).
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From the figure, we observe that with variation in the address values
(or target slaves), the total power consumed by the communication ar-
chitecture varies appreciably (upto 19%), but more importantly, the rela-



tive contributions of each component varies even more significantly. We
next discuss the power consumed by each component in further detail.
Bus Lines: The power consumed by the AHB bus lines varies signifi-
cantly (3.8X) across the 4 tests. In bar 4, its contribution is the largest,
owing to the larger size of the address map of the memory controller
(which results in higher switching activity on the address bus). The
power consumed by the AHB bus lines during APB transfers (bars 1
and 2) is, on average, 2.3X less than during pure AHB transfers (bars 3
and 4). This may seem counter-intuitive, since all APB traffic also goes
through the AHB bus. The reason behind this is that APB slaves are
only 16 bits wide, causing the more significant AHB data bus lines to
remain idle during APB transfers. The power consumed by the APB bus
lines, while only 4% in the first two cases, reduces to zero in the latter
two cases, due to the absence of any APB traffic.
Bus Bridge: The contribution of the AHB-APB bridge varies signifi-
cantly across the different cases, from 22% (2.2 mW in bar 3), upto 40%
(3.85 mW in bar 1). In bars 3 and 4, the bridge behaves as an AHB slave
that merely observes AHB traffic, but does not respond to it. Hence,
the APB related logic (decoding, multiplexing, mastering) remains idle.
In the first two cases, however, the AHB slave interface of the bridge
is always selected, which results in activation of the bridging and APB
mastering functionality, leading to higher power consumption.
Slave Interfaces: The contribution of the slave interfaces varies, de-
pending on whether or not the corresponding device is selected. For
example, the power consumed in the memory controller’s AHB inter-
face varies from 18% (2.02 mW in bar 4) to 9% (0.87 mW in bar 1). It
should be noted that even when a slave device is not selected, the power
contribution of its bus interface is appreciable. For example, when all
the traffic is directed towards APB slaves, the power consumed by AHB
slave interfaces (excluding the bridge) is as high as 18%. In addition, the
power consumed by a slave interface can vary significantly, even when
the slave is not selected. For example, in bars 1 and 4, the AHB Interrupt
Controller interface is never selected, but a variation of as much as 1.8X
is observed. In fact, its power consumption in bar 4 is 22% higher than
in bar 3 (where the AHB Interrupt Controller is selected). This appar-
ent anomaly is attributed to the dependence of the slave interface power
on the switching activity of the address and data values observed at its
inputs, even when it is not selected. The high switching activity is also
borne out by the significantly higher power consumption on the AHB
bus lines in bar 4 as compared to bar 3.
AHB Bus Logic: In these experiments, the variation in the power con-
sumed by the AHB logic is less significant. This is because the AHB
logic power is in large part dominated by the arbiter, which is not af-
fected by variations in slave access profiles.

4.2 Pipelined Transactions
AHB transfers are split into an address phase, in which address and

control signals are asserted by the master, and a data phase, in which data
is written to (or read from) a slave device. The AHB supports pipelined
transfers by allowing for the address phase of one transfer to be over-
lapped with the data phase of the previous transfer. This enables the
initiation and completion of one transfer per clock cycle.

In this study, we compare the power consumed by transactions that
exploit the AMBA architecture’s pipelining capability, versus transac-
tions that execute sequentially (without pipelining). Intuitively, we ex-
pect the pipelined case to consume more power (owing to the processing
of multiple transactions simultaneously). We study the power consumed
when transferring a 2 KB block of data from a master to a slave under
two scenarios. In the first case, single word transfers are initiated every
clock cycle, in a pipelined fashion. In this case, each transaction takes
two cycles to complete. In the second case, each transaction is allowed
to complete before initiating a new transaction. In this case, each trans-
action takes four cycles to complete (request, grant, address, and data
phases each consume one cycle). For this discussion, we focus on the
AHB subsystem, since the APB does not support pipelined transactions.

The results of this experiment are depicted in bars 1 and 2 of Fig-
ure 5. From the figure, we observe that the power consumed by the non-

pipelined traffic is 1.5Xhigher than the power consumed by pipelined
traffic. The higher power dissipation is reflected in almost all the com-
ponents: the bus lines (2X), multiplexers (4X), and arbiter (1.5X). Upon
further analysis, we found three reasons that explain this result.

In the non-pipelined case, there are many unutilized bus cycles, during
which the bus logic drives the address and data buses to zero, resulting in
relatively high switching activity. In the pipelined case however, every
cycle is utilized and hence, successive values on the bus are correlated,
resulting in lower switching activity. In addition, in the non-pipelined
case, global control lines between the master and the bus logic undergo
frequent switching activity, owing to assertion/de-assertion of requests,
grants, and transaction parameter values. In the pipelined case, these
lines hold their values, since on every clock cycle, a new transaction
starts with identical parameters. While the above arguments explain the
disparity in the power consumption of the bus lines and multiplexers, the
difference in the power consumed by the arbiter requires further expla-
nation. In the non-pipelined case, upon successful transaction initiation,
the request lines are de-asserted and are then re-asserted for the next
transaction. This causes the inputs to the arbiter to change frequently,
resulting in higher power consumed by the arbiter, as it computes which
master should be granted next. In the pipelined case, the inputs to the
arbiter rarely change, leading to lower power consumption.
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4.3 Burst Transactions
The AHB supports the use of different transaction types. These in-

clude single transactions (denoted by NONSEQ), wherein the master
requests access for the bus to carry out a single transfer (8, 16 or 32-bit),
and a variety ofbursttransactions, wherein the master is granted the bus
for a sequence of transfers. For each transaction, the type is controlled
by the HBURST parameter, whose value determines the burst length (4,
8, 16 or undefined), and whether or not the burst wraps at certain ad-
dress boundaries. In this study, we repeat the experiment described in
the previous subsection, but use non-wrapping, 16-word bursts (denoted
by INCR16) to transfer the 2 KB block of data. We compare the power
consumed during this transfer with pipelined, single transactions. Note
that, within a burst, the transactions are always pipelined.

Figure 5 presents the results for the burst case in bar 3, alongside the
results described in the previous subsection. From the figure, we observe
that the power consumed during the burst transfer is 34% higher than the
power consumed during pipelined, single transfers. This is due to a 29%
increase in arbiter power, a 68% increase in multiplexer power, and a
34% increase in bus line power.

There are two factors that influence the difference in power consump-
tion between these cases. The first factor is related to the additional
functionality executed by the arbiter during a burst transaction, which
keeps track of information regarding the progress of the burst, such as a
count of the number of words transfered. This state is maintained by the



arbiter to ensure that the burst can be restarted in case it has to be termi-
nated by some external event. The second factor (which influences both
arbiter and bus line power) is the manner in which bus control signals are
asserted in the two cases. In the first case (pipelined, single transfers),
control lines and request/grant lines remain unchanged throughout the
experiment. In the case of the burst transfer, however, there is activity
on the control bus both within bursts (to indicate start, continuation, and
end of a burst), and between bursts (assertion/de-assertion of control sig-
nals at the start/end of each burst, and corresponding grant calculations),
causing higher power consumption in the control bus and arbiter.

5. IMPACT OF SYSTEM COMPLEXITY
We next analyze how the power consumption of the communication

architecture varies with system complexity. For this study, we scale
system complexity along two natural dimensions from the communi-
cation architecture standpoint, namely, the number of masters and the
number of slaves that are connected to it. For each system configura-
tion, we apply the methodology of Figure 2 to generate the communica-
tion architecture hardware and analyze its power consumption. For fair
comparison, all the testbenches in this study generate traffic consisting
of pipelined, single, write transactions, with contiguous addresses, uni-
formly distributed data values, and no wasted bus cycles. For systems
with multiple masters, each testbench was designed to create maximum
contention for access to the bus.
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The results of these studies for increasing number of masters are pre-
sented in Figure 6. For brevity, we omit the results for varying number
of slaves, which demonstrate similar trends. From the figure, we ob-
serve that the power consumed by the interface logic exhibits the most
significant variation with system complexity, scaling proportionally to
the number of components. The relative contribution of the interfaces
increases from 29% of the total for the 1 master system, to 67% for the
16 master system. While the power consumed by the bus lines also in-
creases with increasing system complexity (by 57%), owing to longer
wire lengths and larger number of repeaters, their relative contribution
to the totaldecreasesfrom 49% (in the 1 master system), to 19% (in
the 16 master system). The impact on bus logic was observed to dif-
fer, depending on whether system complexity is scaled in terms of the
number of masters or slaves. While increasing the number of slaves has
little impact on the bus logic power, increasing the number of masters
results in a 59% increase (from 1.7 mW to 2.71 mW), owing to increased
arbitration and multiplexer complexity.

6. STRATEGIES FOR COMMUNICATION
ARCHITECTURE POWER REDUCTION

Having presented studies that analyze the sources of power consump-
tion in a communication architecture, we next discuss opportunities for

power reduction. We consider a suite of techniques for optimizing com-
munication architecture power: bus encoding, segmented bus design, in-
terface power management, and traffic sequencing. The purpose of this
discussion is to obtain an understanding of which portions of the com-
munication architecture are addressed by each technique, and to quanitfy
the impact of these techniques on communication architecture power.

We consider an example in which two masters communicate with the
AHB memory controller in an interleaved manner. In addition, one of
them executes a sequence of transactions with the APB GPIO peripheral.
The power breakdown corresponding to this case is shown in bar 1 of
Figure 7. In the following subsections, we use this as a base case for
comparison, and analyze each of the above techniques in terms of the
power reductions they achieve.

6.1 Bus Encoding
Numerous encoding schemes have been proposed to reduce switch-

ing activity on global buses (e.g., [5, 6, 9, 26]). While the impact of
bus encoding on the power consumed by bus lines has been well docu-
mented, here we are interested in its impact on the power consumption
of the communication architecture as a whole. In order to evaluate the
savings via bus encoding on the AMBA on-chip bus, we consider an
scheme that reduces address bus transitions by 60%, and data bus transi-
tions by 20%. Note that, a simple scheme, in which the encoder/decoder
circuitry resides between the bus interfaces and the bus lines affects only
the bus line power. In a more sophisticated scheme, the codecs are im-
plemented within each bus interface. In such a scheme, since the signals
received/transmitted by the bus interface are encoded, there is reduced
activity within each bus interface, leading to additional power savings.

We analyzed the data collected via our experiments for our example
AMBA-based system, and estimated the potential power savings achiev-
able by the latter scheme. From bar 2 of Figure 7, we observe that while
the technique achieves a 30% reduction in the power consumed by bus
lines, the overall communication architecture power reduction is only
14%. The impact is relatively small, owing to communication architec-
ture components whose power is unaffected by bus encoding, such as
the control lines, bus arbiter, bus bridge, and idle bus interfaces.
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Figure 7: Comparison of different approaches for communication
architecture power reduction

6.2 Segmented Buses
One of the causes of power dissipation in the communication archi-

tecture is the broadcast nature of address and data values to all the slaves
attached to the bus, which results in unnecessary switching in long ca-
pacitive bus lines and slave interfaces. A solution to this problem is to
use a segmented bus architecture [7, 8]. In this architecture, long nets
(such as the address bus) that fan out to multiple components, are split
into segments, with neighboring segments connected by control logic



(e.g., pass transistors). The slave select logic (implemented in the bus
address decoder) can be enhanced to activate only those segments that
are required for each transaction, thereby propagating the address/data
values to only the relevant slave. While this approach can achieve power
savings, it may result in increased delay on the bus lines, due to the ad-
ditional control logic. The approach could also be applied to regulate
activation of bus segments when slave responses and read data are prop-
agated back to the masters.

We evaluated the potential impact of applying such a strategy on the
slave side, by analyzing the data collected from the example AMBA-
based system. Bar 3 of Figure 7 indicates that using a segmented bus, an
overall savings of 16% are achieved. This is due to 70% savings in bus
line power, and 11% savings in interface power. The impact on interface
power (and consequently on the overall power) is less significant, owing
to the relatively large power consumed by the interfaces even when there
is no activity on their inputs.

6.3 Power Management
Several power management techniques lend themselves naturally to

reducing communication architecture power. For example, idle slave
interfaces could be shut down, to be woken up on-demand, by the bus
logic (arbiter). However, slave wake-up latencies may subject masters
to additional delay before receiving grants. While time-out based tech-
niques may be effective, we observe that the communication architecture
could make better informed power management decisions (when to shut
down/wake up components), based on system-level information. For ex-
ample, the bus arbiter may be capable of predicting idle times for slaves,
based on information that it possesses about the set of current and pend-
ing transactions. During the progress of a fixed length, locked burst, it
might conclude that all the slaves, except the one participating in the
burst, are likely to remain idle for a certain number of cycles; hence it
can save power by shutting them down. The notion of shutting down
interfaces can be applied to entire levels of the bus hierarchy. For exam-
ple, if the AHB slave interface of the AHB-APB bridge is inactive for
prolonged periods, the APB subsystem may be shutdown.

An analysis of the potential savings of interface and hierarchy shut-
down for the example AMBA-based system reveals a power reduction of
26% (bar 4 of Figure 7), due to savings in slave interfaces and the bridge.
Significantly larger savings may be achievable for systems comprising
many more slaves and/or hierarchy levels.

6.4 Traffic Sequencing
In our experiments, we observed that the interleaving of transactions

from different masters leads to increased power consumption due to
more frequent arbitration, and increased switching activity on the bus
lines. Traffic sequencing is a proposed approach that aims to reduce the
extent to which multiple masters obtain interleaved access to the bus.
This could be achieved either by modifying the application itself, or by
employing a more sophisticated bus protocol in which masters are pro-
vided with feedback regarding the current state of the bus. For example,
if the bus is busy executing a sequence of pipelined transfers, a compet-
ing master could “back-off” and retry at a later time.

We analyzed the advantage that such a technique might provide (bar
5, Figure 7) in the context of our AMBA-based system. While the es-
timated power reduction is only 14%, it is worth noting that this is the
only technique that significantly reduces the AHB logic power (30%).

6.5 Summary
The above analysis suggests that, in practice, none of the described

techniques may be individually capable of achieving large power sav-
ings for the entire communication architecture. This is because the dif-
ferent techniques, while effective in terms of reducing the power con-
sumption of certain components, may have little or no impact on the
rest of the communication architecture. However, we observe that most
of the techniques are complementary. For example, an analysis of the
benefits of combining traffic sequencing with power management indi-
cates that almost 40% savings may be achievable (bar 6 of Figure 7).

Our studies show that significant opportunities for power reduction ex-
ist, through appropriate combination of strategies that address the power
consumption of different parts of the communication architecture.

7. CONCLUSIONS
This work demonstrated that communication architecture power is a

subject that needs to be addressed through careful consideration of all
its constituent components. We presented a first-of-its-kind study to
analyze the power consumed by a commercial SoC communication ar-
chitecture, and quantitatively analyzed the various factors on which it
depends. Based on the insights gained, we evaluated a suite of power re-
duction techniques, and discussed their effectiveness in optimizing com-
munication architecture power.
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