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Abstract Organisations handle employees’, customers’ and third parties’ Personally

Identifiable Information (PII) in a number of ways and for a variety of reasons; when

doing this, it is important that privacy is taken into account. Privacy Enhancing Tech-

nologies (PETs) provide a mechanism that helps with this, and can be used in conjunc-

tion with higher level policy definition, human processes, training, etc. In this paper

we conduct a brief survey of Privacy Enhancing Technologies (PETs) in recent years

and show how these may help address different types of privacy harm to employees,

customers and, more generally, to the data subjects (Institute, 2009).
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1 Introduction

Privacy and identity are inexorably bound, in that privacy is not an issue if there

is no handling of PII. There is no commonly accepted definition of Privacy Enhanc-

ing Technologies (PETs), although a good description is provided by UK Information

Commissioner’s Office as “... any technologies that protect or enhance an individual’s

privacy, including facilitating individual’s access to their rights under the Data Protec-

tion Act 1998” (ICO, 2007) and “these design information and communication systems

and services in a way that minimises the collection and use of personal data and fa-

cilitates compliance with data protection rules making breaches more difficult and/or

helping to detect them” (EU, 2007).

In this paper, we conduct a survey of state-of-the-art PETs and consider how

they may help resolve organisational privacy concerns. Although there have been a few

reviews on PETs carried out by Goldberg et al. (1997); Goldberg (2002, 2007) and other

researchers (Argyrakis et al., 2003; Harbird), our work provides more detailed reviews

with regard to state-of-the art PETs, categorises them according to their technical

contributions and links them to Solove’s widely accepted privacy taxonomy (Solove,

2006) which discussed privacy issues from a social science perspective. In particular,

our paper also discusses research that focuses on impact and usability of PETs to

society that are considered as an enhancement of PETs research and that can enable

organisations to adapt PETs in a more sensible way.

The rest of the paper is organised as follows. In Section 2, we categorise state-of-

the-art PETs according to their technical contributions. In Section 3, we discuss how

these PETs can be linked to Solove’s taxonomy as “counter-measures” that prevent

privacy violations. In Section 4 we discuss research that focuses on impact and usability

of PETs to the society and draw conclusions in Section 5.
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2 Review of Privacy Enhancing Technologies

In this section we categorise different types of PETs and give examples, concentrating

on the main areas: due to space considerations, it is not possible to survey all PETs in

a comprehensive manner.

2.1 PETs for Anonymisation

One promising technology for preserving privacy is anonymity (Goldschlag et al., 1996;

Reiter and Rubin, 1998; Dingledine et al., 2004), which provides data minimisation

and user identity protection, aiming at preserving privacy at different levels. PETs

can provide - in certain contexts (email, payment, web browsing, etc.) - users with

complete anonymity or else pseudonymity (i.e. anonymity that is reversible if needed,

for example in case of fraud). We focus our discussion on anonymous communication

techniques.

2.1.1 Anonymous Communication Techniques

Communication anonymisation targets protection of some of the user’s PII, partic-

ularly, network addresses of the communicating parties. Several different techniques

have been used: trusted infomediaries that remove PII, mix networks to obfuscate the

source of a communication, addition of additional traffic or data to make the ‘real’

data more difficult to mine, etc.

The core of these technologies is hiding correlation between input and output data

in order to protect the identity of the end user (data subject). Over the past few years,

various technologies, first generation Onion Routing (Goldschlag et al., 1996), Hordes

(Levine and Shields, 2002), Crowds (Reiter and Rubin, 1998), Anonymizer1, and pri-

vate authentication protocols for mobile scenarios (Abadi, 2003), have been proposed

to keep users anonymous. Following these efforts, Dingledine et al. (2004) introduced

1 http://www.anonymizer.com
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Tor, a circuit-based low-latency anonymous communication service, to address limita-

tions in the original Onion routing design by adding perfect forward secrecy, congestion

control, directory servers, integrity checking, configurable exit policies, and a practical

design for location-hidden services via rendezvous points.. In practical use, there is one

alternative to TOR in wide use, called AN.ON/JAP.2 Dı́az et al. (2003) proposed a

generalised framework and a new mix design - binomial mix - for expressing batching

strategies of a mix. (Carbunar et al., 2007) proposed mechanisms for prevent sensor

networks from leaking client interests to the servers when querying. George Danezis

(George Danezis and Mathewson, 2003) proposed a type III (Mixminion) anonymous

remailer protocol to handle pseudonymity. Morphmix (Rennhard and Plattner, 2002)

and Tarzan (Freedman et al., 2002) can provide layered encryption mechanism to fur-

ther protect packets in the onion routing nodes. Recently there has been interesting

research in accountable anonymity (Tsang et al., 2007, 2008).

2.1.2 Various Anonymisation Techniques

Examples include anonymisation of records and logs (Flegel et al., 2002), cookie removal

software (Kristol, 2001) and trusted infomediaries that remove PII. Various tools have

also been proposed as “countermeasures to surveillance” to preserve online privacy in

different scenarios, such as Free Heaven (Dingledine et al., 2000), Bugnosis (Alsaid and

Martin, 2003), remailers (e.g. Premail3, mixmaster4), Pretty Good Privacy (PGP)5,

Dephormation6 etc.

2.2 PETs to Protect Network Invasion

In this category we review PETs relating to attacks on the established systems. These

research efforts are treated as assessments on the stability of current PETs.

2 http://anon.inf.tu-dresden.de/index.en.html
3 http://www.mirrors.wiretapped.net/security/cryptography/ apps/mail/premail/
4 http://mixmaster.sourceforge.net/
5 http://www.pgpi.org/
6 https://www.dephormation.org.uk/
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Demuth (2003) developed LSI (latent semantic indexing) to index standard users’

access data set (ADS) in order to identify them. Ollmann (2004) reviewed phishing

history and summarised current phishing threats, then proposed defence mechanisms

to phishing at the client, server and enterprise side. Avoine (2004) also discussed several

attacks to the Juels-Pappu banknote protection scheme in RFID. Jackson et al. (2006)

discussed various web browser privacy attacks. Arvind Narayanan et al. have done some

interesting work (Narayanan and Shmatikov, 2006, 2008, 2009) in de-anonymising data

sets and social networks. In addition to the methods mentioned above, other attacks

can be protected against using security mechanisms and methods that increase k-

anonymity and/or l-diversity.

2.3 PETs for Identity Management

Identity management deals with identifying individuals and controlling access to re-

sources in a system. There are several major approaches in the marketplace in this

area: in particular, Liberty Alliance’s federated approach7, OpenID8 authentication

(a decentralised approach), Identity Metasystem Architecture (Cameron and Jones,

2007) and Generic Bootstrapping Architecture (GBA) (telecommunication focused).

PETs associated with identity management aim at identity verification with minimum

identity disclosure, and protection against identity theft. For an organisation, this cor-

responds to release of PII only necessary for the business purpose, such that different

third parties may know different (minimised) information about the user, and this pro-

cess is governed by user choice and consent. This is different to anonymity since some

PII and even sensitive information may have to be revealed in a given case.

Considerable work has been done to protect and manage users’ identity in past

years: privacy enhancing service architectures in mobile domains (Alamäki et al., 2003),

online trust negotiation processes (Seamons et al., 2003), anonymising user location

data (Gidófalvi et al., 2007; Solanas et al., 2008; Domingo-Ferrer, 2008), privacy en-

7 http://www.projectliberty.org/
8 http://openid.net/
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hanced claim URIs (Gevers et al., 2007) (now integrated with Microsoft Cardspace).

Quite a few research projects, e.g. PRIME9, FIDIS10, PrimeLife11, Picos12, focus on

privacy issues for identity management.

2.3.1 Credential Systems

From a privacy point of view, PETs for identity management need to be able to provide

authentication (and authorisation) without identification. Credential systems can allow

this, by providing only the PII necessary for the transaction or a proof of entitlement.

Work on management of attribute credentials linked to identity certificates has been

done by the Internet Engineering Task Force (IETF) Public-Key Infrastructure (PKIX)

Working Group13, but that solution is complex in terms of reliance on multiple trusted

third parties without fully addressing privacy and anonymity issues. Various anony-

mous credential schemes have been proposed, most notably those of Chaum (1992)

and Brands (2002) and credential identity management (Herzberg and Mass, 2004a;

Chaum, 1992, 1986)

2.3.2 Trust Management

A closely related area is trust management, where the information released depends

upon an assessment of the recipient’s trustworthiness. PETs that may be used to do this

include reputation management (Crane and Mont, 2006), integrity checking of remote

trusted platforms (Mont and Tomasi, 2001) and other trust management techniques

(Pearson, 2005; Herzberg and Mass, 2004b).

2.4 PETs for Data Processing

There are a number of different techniques related to database privacy.

9 https://www.prime-project.eu/
10 http://www.fidis.net/
11 http://www.primelife.eu/
12 http://www.picos-project.eu/
13 http://www.ietf.org/html.charters/pkix-charter.html



7

2.4.1 Privacy Preserving Data Mining

An important issue in preserving privacy when data processing is avoiding leakage

of private information by information aggregation. Aggregation differs from identity

management as aggregation cannot generate an explicit link to people in their day-to-

day life but only in certain situations.

One of the most representative information aggregation technologies is data min-

ing, a process of extracting hidden patterns/information from data. The current trend

is especially in favour of Web search log mining, user behaviour mining etc. How-

ever, according to a recent survey (Tsai et al., 2006), 70.3% of people surveyed are

privacy fundamentalists that “feel companies should not be able to acquire personal

information for their organisational needs”. It is vital for organisations to carefully use

data mining technologies to obtain hidden information without any potential intrusion

to the consumers’ privacy. A wide range of methods relating to privacy preserving

data mining14 have been proposed to minimise access to customers’ privacy: additive

data perturbation (Agrawal and Srikant, 2000; Evfimevski et al., 2003); multiplica-

tive data perturbation (Chen and Liu, 2005; Kargupta et al., 2003); data anonymi-

sation (Machanavajjhala et al., 2006; M. Atzori and Pedreschi, 2005; Sweeney, 2002);

secure multi-party computation (Pinkas, 2002); privacy preserving multivariate statis-

tical analysis (Du et al., 2004; Yang et al., 2004); probabilistic automaton (Jacquemont

et al., 2006); privacy preserving formal methods (Matwin et al., 2005); sampling-based

method (Cuzzocrea et al., 2008); k-anonymization classification (Fung et al., 2007); pri-

vacy in graph data (Zheleva and Getoor, 2007); statistical disclosure control (Domingo-

Ferrer, 2007).

2.4.2 Privacy Management in Data Repositories

Privacy management for data repositories has been developed to ensure that stored

data is accessed in a privacy compliant way so that there is no collection of contact in-

14 A dedicated bibliography is available at http://www.csee.umbc.edu/∼kunliu1/research/privacy review.
html
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formation, no collection of long term person characteristics, and k-anonymity (Sweeney,

2002) with large value of k or l-diversity (Machanavajjhala et al., 2006) with a large

value of l (to avoid identification or derival of profile characteristics from DBs).

Some mechanisms and solutions have been built to encrypt confidential data when

it is stored in data repositories, for example solutions using Translucent Databases

(Wayner, 2009). Most of these solutions focus on confidentiality and access control

aspects, and have little flexibility in providing policy-driven mechanisms encompass-

ing aspects beyond authentication and authorisation. Miklau and Suciu (2003); Bertino

and Ferrari (2002) describe access control policy-based encryption mechanisms for XML

(Extensible Markup Language) documents. (Bertino and Ferrari, 2002) describes mech-

anisms for fine-grained encryption of parts of XML documents, in which decryption

keys can either be granted to data receivers or collected from LDAP servers, based on

data receivers’ credentials. Miklau and Suciu (2003) focuses on related cryptographic

mechanisms. Hippocratic Databases (Agrawal et al., 2002) include mechanisms for pre-

serving the privacy of the data they manage. Their proposed architecture is based on

the concept of associating privacy metadata (i.e. privacy policies) to data stored in

data repositories, along with mechanisms to enforce privacy. Although now withdrawn

from production, IBM Tivoli Privacy Manager15 provided mechanisms for defining

fine-grained privacy policies and associating them with data. The privacy policies con-

tain authorisation constraints along with constraints on contextual information and

intent. This approach addressed the privacy management problem purely from an ac-

cess control perspective within a single enterprise. An alternative approach is based on

an adaptive privacy management system where data are retrieved from standard data

repositories, and parts of these data are encrypted and associated with privacy policies

(Mont and Pearson, 2005).

15 http://www-01.ibm.com/software/tivoli/products/privacy-mgr-e-bus/
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2.5 Policy-Checking PETs

Privacy policies enable users and other entities to specify how they would like their

personal data to be treated by other parties while limiting access to unauthorised

persons. These policies can be taken into account before disclosure of PII, and can

govern other ways in which PII is treated. PETs can be used to help with the following:

privacy policy creation, use within decision making, and policy enforcement.

There are a number of PETs for privacy management that compare service-side

polices about the handling of personal data with preferences expressed by users (for

example W3C P3P16, and PRIME17).

Other work has focused on extension of access control and related privacy-enhanced

policies. There has been a great deal of work done on defining access control privacy

polices: policy specification, modelling and verification tools include EPAL18, OA-

SIS XACML19, W3C P3P, Datalog with constraints (Li and Mitchell, 2003), Ponder

(Damianou et al., 2001), Platform for Enterprise Privacy Practices (E-P3P) (Karjoth

et al., 2003), trust management policies (Keromytis, 1999; Blaze et al., 1996; Chu et al.,

1997), RBAC (role based access control) privacy polices (Peleg et al., 2008; Ni et al.,

2009), and privacy access control in shared social networks (Carminati and Ferrari,

2008; Carminati et al., 2009). De Capitani di Vimercati et al. (2007) summarised the

main desiderata for access control systems and illustrated the main characteristics of

access control solutions.

Further work has allowed user consent (Encore, 2009), user assurance requirements

(Elahi and Pearson, 2007) or ongoing obligations (Mont, 2005) to be checked within a

workflow, even independently of access control. A related technique is cryptographic

binding of policies - that describe how personal data should be handled - to the data

itself (sticky policies’). Karjoth et al. (2003) introduced the “sticky policy” paradigm

and mechanisms for enterprise privacy enforcement. Similar ideas can be found in

16 http://www.w3.org/P3P/
17 https://www.prime-project.eu/
18 http://www.zurich.ibm.com/security/enterprise-privacy/epal
19 http://www.oasis-open.org/committees/tc home.php?wg abbrev=xacml
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(Mont et al., 2003). Ardagna et al. (2006) introduced data handling policy to define

how the personal information should be dealt with at the receiving party. Schunter and

Waidner (2007) introduced a unified policy model towards privacy management. Salim

et al. (2007) extended SITDRM to enforce P3P policies.

In addition, there is another category, which relates to checking that the business

operation is legally compliant. This category includes forms of automated privacy risk

management and compliance checking, and in addition decision support tools that

highlight privacy requirements and controls even in a global environment (Pearson

et al., 2009).

2.6 Summary

In the above sections we have surveyed a number of areas in which PETs are available or

are being developed. Organisations are most likely to be most interested in deploying

PETs that help them meet their legal and regulatory responsibilities (in particular,

compliance systems, decision support systems and education and training tools), as

well as technologies that help them meet their own internal privacy and security policies

(such as enhanced access controls). Usage of some of these PETs may render others

unnecessary: in particular, anonymising PETs used to decrease linkability of individuals

to PII (cf. ’privacy by architecture, as described in (Spiekermann and Cranor, 2009),

render PETs that enforce policies about the usage of PII unnecessary (cf. ’privacy

by policy’ (Spiekermann and Cranor, 2009). On the other hand, there has been little

business takeup of the former: they may be more costly, complex and there can be

some internal opposition (in particular, from marketing) to PETs that limit collection

and selling of PII, as the data could have a business value. Creation of good business

cases for PETs is an area that is still relatively undeveloped.
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3 PETs and Solove’s Taxonomy

Solove’s privacy taxonomy (Solove, 2006) outlined the following structure to identify

privacy problems:

– Information Collection

Harms: Surveillance, Interrogation

– Information Processing

Harms: Aggregation, Identification, Insecurity, Secondary Use, Exclusion

– Information Dissemination

Harms: Breach of Confidentiality, Disclosure, Exposure, Increased Accessibility,

Blackmail, Appropriation, Distortion

– Invasion

Harms: Intrusion, Decisional Interference

Solove’s taxonomy is the most comprehensive privacy taxonomy to date, with a

focus on characterising privacy harms to the end user. In this section we use Solove’s

taxonomy as a framework for considering current PETs that organisations can use to

reduce privacy-related harm to their employees, customers and partners. This can form

part of a practical approach to addressing privacy, in that an organisation could carry

out a privacy risk assessment to highlight the privacy risks to end users, as part of a

PIA of a business process. Then from the analysis in this section it may be deduced

which PETs are worthy of consideration for addressing the harms involved.

We consider this mapping further in this section.

3.1 Information Collection

Information collection creates potential privacy violations based on the process of data

gathering and in many instances, end users are not aware of the harms incurred by

such processes. Especially, surveillance, as a form of information collection, has been

viewed as problematic and as violating people’s right to privacy. The anonymisation

techniques discussed in Section 2.1 can be used to protect data from being collected
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by third parties. Notice, choice and transparency can be integrated into privacy design

(in particular, via information presented to the user via good user interface design).

3.2 Information Processing

Information processing refers to the use, storage, and manipulation of data that has

been collected. Privacy issues relating to information processing arise from how data

that have already collected are handled. There are various ways to connect/aggregate

data together from various sources and link it back to the people to whom it per-

tains. Identity management technologies discussed in Section 2.3 and anonymisation

techniques in Section 2.1 can be used as “counter-measures” to harms caused by iden-

tification. Privacy preserving data mining technologies discussed in Section 2.4 and

controlled data disclosure such as identity management, anonymisation techniques can

solve privacy violation issues caused by aggregation. Privacy management techniques

in data repositories discussed in Section 2.4.2 can be applied to fight insecurity and

secondary use issues.

3.3 Information Dissemination

Privacy issues relating to information dissemination arise from “the revelation of per-

sonal data or the threat of spreading information” (Solove, 2006). An interesting exam-

ple is personalisation versus privacy: personalisation is not achievable without process-

ing personal data. Solove (2006) pointed out that this category is “one of the broadest

groupings of privacy harms”. PETs in this category normally take a systematic ap-

proach to preserving privacy because various aspects need to be considered such as

laws, politics, policies, regulations, best practice, technologies etc. Privacy manage-

ment techniques in data repositories discussed in Section 2.4.2 can be used to prevent

privacy violations in Breach of Confidentiality, Disclosure, and Increased Accessibility.

Privacy policies discussed in Section 2.5 enable users and other entities to specify how

information can be disseminated.
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3.4 Invasion

Invasion involves impingements directly on the individual. Its harms include intrusion

and decisional inference. In an information system, PETs to protect invasion discussed

in Section 2.2 can be used to protect people’s “right to privacy”. Privacy preserving

data mining techniques discussed in Section 2.4 can be applied to prevent organisations

from inferring and influencing people’s decision process.

Although it is useful to consider which privacy harms PETs address, this is not a

1-1 mapping: for example, technologies categorised in the same section earlier in this

paper can cover different harms in Solove’s taxonomy, and some PETs address more

than one harm. Furthermore, PETs alone do not mitigate all privacy harms. From

our analysis above, it follows that PETs do play a role in resolving privacy concerns.

However, they do not resolve all privacy concerns. Why is this? There are a number

of reasons, including: vested interests in obtaining personal information (for example,

for marketing); lack of regulatory powers, lack of user awareness of privacy risks and

other factors that prevent development of effective economic models for organisational

investment in PETs; a rate of technological change that is high enough to introduce

new privacy risks at at least the rate that older risks can be addressed technologically

and legally (for instance, new privacy risks have been introduced by RFID tags, social

computing and cloud computing); the complexity of privacy requirements in a global

environment and the contextual nature of privacy risk, making it difficult for people to

understand the privacy requirements in a given case; the increasing distribution and

ease of exposure of personal information in a global online environment. In order to

encourage adoption of PETS; it would not be just a question of increased fines for non-

compliance, but encouragement of a new mind set within organisations to do the right

thing’, in particular via expansion of the use of Privacy Impact Assessments (PIA) that

help organisations assess the impact of their operations on personal privacy, and more

generally encouragement of accountability both within organisations and to external

stakeholders. PETs can help with this, and moreover will be needed to help with this
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due to the potential complexity of determining requirements and the need to track and

enforce obligations.

4 Enhancement of Current PETs

There are a number of important aspects that PETs help address that are orthogonal to

Solove’s characterisation: in particular, the Fair Information Principles20. For example,

transparency (which perhaps maps most closely to Solove’s interrogation category, and

which can be addressed via advanced usability techniques) and choice. These principles

should be included within Privacy by Design, and also individually are addressed by

selected PETs.

There are some areas that PETs can be further developed where present processes

are manual, such as data subject access requests. Improvements could also be made in

areas that current methods may not be sophisticated, for example, when synchronising

updates to (and user preferences associated with) replicated PII within an organisation.

In addition, research can play a useful role in encouraging take-up of mechanisms (both

technical and non-technical) to prevent harm: for example, providing economic analysis

and helping develop business models for the introduction of PETs.

In this section, we discuss research that focuses on impact and usability of PETs to

society: usability addresses the harms of non-transparency and lack of choice, privacy

by design focuses on holistic approaches to design privacy aware systems and eco-

nomics of privacy deals with the harms of non-practicality and non-adoption. These

research efforts should be considered as enhancement of PETs research and can enable

organisations to adapt PETs in a more sensible way.

20 http://www.ftc.gov/reports/privacy3/fairinfo.shtm
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4.1 Usability

This is vital for the success of PETs since it is important to provide an intuitive

and straightforward user interface as there are a broad range of people with different

experience and skills.

AT&Ts Privacy Bird (Cranor et al., 2006) is a plug-in for Internet Explorer that

monitors P3P policies for the user it has an easy to use interface, but with very limited

options. An alternative approach is to ask a series of dynamic questions which the user

can answer to inform agents about their privacy preferences, and by these means to

set user policies see for example the approach of (Irwin and Yu, 2005). It is also

worth considering the balance between flexibility in policy definition and usability: for

example, a pre-defined set of natural language clauses might be used as the policies,

and evidence could be provided by the system that these are satisfied on the back end

(Elahi and Pearson, 2007). Patrick and Kenny (2003) described the HCI requirements

of an effective privacy interface design. The PRIME project (Pettersson et al., 2005;

Bergmann et al., 2005) used three UI paradigms - role-centred, relationship-centred

and townmap-based paradigms - for privacy-enhanced identity management in the

PRIME project. Andersson et al. (2005) discussed the socio-psychological factors and

HCI aspects that influence end users’ trust in privacy enhancing identity management.

Hawkey and Inkpen (2006) examined the privacy comfort levels of participants if others

can view traces of their web browsing activity. At the implementation level, Kobsa

(2003) adopted a redundant component array (RAIC) architecture to personalised web

systems so that they can dynamically adjust to the current prevailing privacy concerns

and requirements without burdening the application with privacy management tasks.

Iachello and Hong (2007) summarised previous research and proposed new research

directions in privacy aware HCI. Work is currently being carried out in a number

of projects related to how to visualise privacy to the user: MobiLife21, VOME22 ,

21 http://www.ist-mobilife.org/
22 http://www.vome.org.uk/
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PRIMELife23. One technique is to use privacy labelling to convey privacy policies and

preferences to data subjects (Kelley et al., 2009).

4.2 Privacy by Design

Technologies in this category protect (or regulate organisations to protect) users’ pri-

vate information from the system design stage. These technologies mostly take a holistic

approach to design privacy aware systems because privacy by design is a methodology

that can use PETs.

There is an increasing awareness for the need for design for privacy from both

companies and governmental organisations (Microsoft, 2009). Hippocratic database

(Agrawal et al., 2002) was one of the initial attempts to protect user privacy by design.

Similar ideas were also discussed in IBM Tivoli Privacy Manager24 and translucent

databases (Wayner, 2009). Sion et al. (2007) introduced a set of layered mechanisms

and various protocols for securely storing data items and providing full computational

privacy. Domingo-Ferrer and Bras-Amorós (2008) proposed a type of combinatorial

design to reduce the number of required keys in peer-to-peer private information re-

trieval scenario. Pearson et al. (2009) suggested a variety of guidelines and techniques

for newly-emerged cloud computing to ensure that the risks to privacy are mitigated at

the design stage. At the implementation level, Berghe and Schunter (2006) introduced

Privacy Injector to allow the users to add privacy enforcement to existing application.

EnCoRe (Encore, 2009), a TSB project, aims to design reliable consent and revocation

mechanisms for private information data flow. Regulation is also indispensable as an es-

sential technology to preserve privacy. The Information Commissioner’s Office (ICO) in

2006 (Wood, 2006) proposed privacy impact assessment (PIA) and surveillance impact

assessments (SIA) as possible solutions to surveillance-related privacy issues.

23 http://www.primelife.eu/
24 http://www-01.ibm.com/software/tivoli/products/privacy-mgr-e-bus/
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4.3 Economics of Privacy

Privacy, as a multi-disciplinary issue, should be analysed from various perspectives in-

cluding the point of view of economics. Privacy emerged as a major consumer issue in

the mid 1990s with the development of the Internet. However, “for most consumers, the

costs of exercising choice - although not high - are not worth the perceived benefits”

(Muris, 2004). In other words, the Federal Trade Commission (FTC)’s Fair Information

Practices (FIP) model25 based upon enforcement is economically inefficient. Ironically,

although 69% of adults agree that “consumers have lost all control over how personal

information is collected and used by companies”, surveys26 reveal that most Americans

are “privacy pragmatists”, who care about privacy but are willing to share information

when they see tangible benefits and they believe care is taken to protect that informa-

tion. From the point view of companies, as well as the incentives to take up PETs that

include increased user trust, it is advisable also to take into account the costs if they

do not take up PETs, for example, being sued by customers if insufficient safeguards

are taken to protect their personal data.

The early economic analysis of privacy - the “Free Market” approach (Posner, 1981)

- concludes that markets for personal information would work as well as markets for

conventional goods and services. However, Hermalin and Katz (2006) point out that

such an approach may not provide an economically efficient outcome. Recently, various

approaches have been proposed to discuss how the collection and use of personal infor-

mation within a single market (Hermalin and Katz, 2006; Acquisti and Varian, 2005;

Taylor, 2004a; Dodds, 2002) or across markets (Taylor, 2004b; Calzolari and Pavan,

2004) affects the efficiency of market outcomes. If the consumers are allowed to set

their own value of personal information, it would be interesting to see how individuals’

“willingness to accept” (WTA) the use of their information (assuming that consumers

have property rights over their personal information) interacts with their “willingness

25 http://www.ftc.gov/reports/privacy3/fairinfo.shtm
26 Further details can be found at http://www.harrisinteractive.com/harris poll/index
.asp?PID=365
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to pay” (WTP) to protect their information from being exploited. PVNets27 is inves-

tigating this issue; however, future research is needed to expand these research efforts

into both government and commercial context. George Danezis et al. (Danezis and

Wittneben, 2006) discussed target selection strategies for maximising surveillance (or

disruption) return based on data collected from a real social network. Kerschbaum

(2008) discussed privacy-preserving benchmarking enterprise systems for the economic

advantage of the service provider. McDonald and Cranor (2008) concluded that con-

sumers’ time would be worth $781 billion if they were to read the privacy policy for

each site they visit just once a year.

5 Conclusion

We have surveyed PETs that have been proposed in the past few years, including

recent research related to economics and usability of privacy. This provides evidence of

a number of techniques that might be used by organisations in order to decrease harm

to data subjects. Privacy is very contextual, in the sense that privacy harms will vary

according to the context. To determine which techniques might be most appropriate

in a business context, a privacy risk assessment needs to be carried out in order to

determine the possible harms and the degree of risk. Therefore, in our paper we have

analysed the technological methods that might be used by organisations to address

privacy with respect to the categories discussed in Solove’s privacy taxonomy (Solove,

2006).
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